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Abstract:  Machine learning (ML) is a crucial perspective 

for acquiring real-world and operative solution for crop 

yield issue. From a given set of predictors, ML can 

predict a target/outcome by using Supervised Learning. 

To get the desired outputs need to generate a suitable 

function by set of some variables which will map the 

input variable to the aim output. Crop yield prediction 

incorporates forecasting the yield of the crop from past 

historical data which includes factors such as 

temperature, humidity, ph, rainfall, crop name. It gives 

us an idea for the finest predicted crop which will be 

cultivate in the field weather conditions. These 

predictions can be done by a machine learning 

algorithm called Random Forest. It will attain the crop 

prediction with best accurate value. The algorithm 

random forest is used to give the best crop yield model 

by considering least number of models. It is very useful 

to predict the yield of the crop in agriculture sector 

Keywords—Supervised Learning, Naïve Bayes 

Algorithm, Regression, Decision Trees, Plots etc., 

 

I. INTRODUCTION 

Agriculture is an important sector for Indian economy 

and also human future. It is first and foremost work 

which is essential for life. It also contributes a large 

portion of employment. As the time passes the need 

for production has been increasingly exponentially. In 

order to produce in mass quantity people are using 

technology in a wrong way. New kinds of hybrid 

varieties are produced day by day. However, these 

varieties do not provide the essential contents as 

naturally produced crop. These unnatural techniques 

spoil the soil. It all leads to further environmental 

harm. Most of these Unnatural techniques are used to 

avoid losses. But when the producers of these crops 

know the accurate information on the crop yield it 

minimizes the loss. To achieve this project is made. 

Using past information on weather, temperature and 

several other factors the information is given. 

           Data mining is machine learning tool which is 

used to view data in all possible ways and analyze. 

After analyzing the data, it is used to predict for future 

purposes. It can be used in several fields. These 

patterns provide information about crop.the aim of the 

project is to results to increase the yield and profit for 

producers. The proposed system concentrates on 

yield, weather predictions and crop type.the dataset is 

taken on agriculture statistics. This dataset is used as 

an experimental basis. After the data processing it is 
divided into training and testing. 

II. LITERATURE SURVEY 

[1] Sujatha describes how the old farming data can be 

utilized to depict the future expectation of harvests 

and yield. It likewise proposes the ranchers about 

what kind of yield can be developed utilizing the 

climate station data and gives the appropriate data to 

incline toward the precise season for greatness 

cultivating. 

[2] Amritha describes the forecast of yield utilizing 

IOT with the reasonable climatic conditions and the 

potential outcomes of progress and its application. 

They have utilized the Hadoop record framework. To 

manufacture an expectation framework for crops and 

to distinguish the nuisances the characterization, 

investigation and forecast calculation is utilized. 

[3] Fathima describe the diverse mining procedures to 

consider crops that are quantitative and relationship 

them for interseason development. Grouping 

enormous information is a test, so k implies 

calculation is utilized to oversee huge information. 

Proper calculation is utilized to decide the harvests are 

chosen as incessant thing set. What's more, they 

centre around the administration strategies and the 
trimming practices of edges. 

[4] Nirupama describes significant job that performed 

by data mining strategies in farming field. They have 

introduced the distinctive ML calculations, for 

example, k implies, SVM, ANN and so on. The 

harvests were anticipated for the most part dependent 

on climatic highlights which gives exactness score of 
about 95% with the C4.5 calculation. 

[5] Sajitha describes the different components that 

associated with ecological parameters which impact 
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the yield of the harvest are Area under Cultivation, 

Annual Rainfall, and Food Price Index and set up the 

relationship among these parameters. The curse on the 

harvest yield is broke down by utilizing different 

ecological elements and Regression Analysis (RA), 

Linear Regression (LR) Algorithm. 

[6] Raorane describes by utilizing the various data 

mining strategies how to improve the harvest 

production. And the procedures they have utilized for 

order, for example, ANN, SVM and k implies and so 

on. 

III. METHODOLOGY 

Crop yield is a very useful information for farmers . It 

is very beneficial to know the yield which results in 

reduction in loss. In the past the yield prediction is 

done by experienced farmers . The proposed system 

also works in a similar way. It takes the previous 

information and uses it to predict the future yield. The 

crop yield mainly depends on weather and pesticides. 

This prediction is proportional to the accuracy on 

information provided. Therefore, the proposed system 

predicts the yield and decreases the loss  [11] 

 

The anticipated system acts as experienced farmer. 

But, with more accuracy and considers many other 

factors. Factors like soil condition, weather 

prediction, yield. The more increase in accuracy 

results in more profit in crop yield. To increase 

accuracy the data has to be perfect. With all the 

information provided the proposed system process all 

the data using data mining methods and predicts the 

harvest yield. With this forecast the farmer will be 
able to know his requirements  [9] 

 

Fig 1: Workflow of proposed system 

Random Forest Classifier: 

 

At training situation multitude decision trees are made 

and the output will be divided based on number of 

classes i.e., classification, prediction of class i.e., 

regression. The number of trees is proportional to 

accuracy in prediction. The dataset includes factors 

like rainfall, perception, temperature and production. 

These factors in dataset is used for training. Only two-

third of the dataset is considered. Remaining dataset is 
used for experimental basis.  

A. Datasets 

The dataset consists of factors like temperature, 

rainfall, humidity, ph. The datasets have been 

obtained from the Kaggle website [10] 

The data set has 3101 instance or data that have 

taken from the past historic data. It includes 5 

parameters or features like the temperature, ph., 

humidity, rainfall and crop name.  

 

Random forest algorithm 

Random Forest is a ML algorithm. At training 

situation multitude decision trees are made and the 

output will be divided based on number of classes 

i.e., classification, prediction of class i.e., 

regression. The number of trees is proportional to 

accuracy in prediction. The dataset includes 

factors like rainfall, perception, temperature and 

production. These factors in dataset is used for 

training. Only two-third of the dataset is 

considered. Remaining dataset is used for 

experimental basis.  

The algorithm random forest has 3 parameters 

like: n tree which describes the n number of trees 

which need to grow, m try - mentions how many 

variables need to be taken at a node split. Node 

size - In terminal nodes it suggest us the number 

of observation need to take. [7] 

 

B. Decision Tree 

Decision tree classifiers utilizes greedy 

methodology henceforth a feature picks from the 

start move cannot be consumed any longer, that 

gives us best grouping whenever utilized in further 

advances. Likewise, it over fit the preparation 

information which can give poor outcomes for 

inconspicuous information. In this way, to beat 

this confinement gathering model is utilized. In 

gathering model outcomes from various models 

are consolidated. [8] 
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Fig 2: Decision tree 

 

C. Procedure 

 

Dataset consists of few important attributes such as 

temperature, rainfall, humidity, ph., applied random 

forest algorithm for classification and regression 
tasks. 

Tried to train the model with decision trees but found 

that random forest algorithm reduced the overfitting 

problem and also improved accuracy and used SVR, 
Random forest and random forest got more accuracy. 

The dataset which used is imported from Kaggle 

repository. From the dataset, used 80% of data for 

training the model and 20% of data for testing the 

results to obtain better results  and trained the model 

by applying random forest algorithm. Then, compared 

the predicted result with the original data set. Later, 

estimated the accuracy of the model using test 

samples.  

Likewise, predicted the accuracy of the model with 

different algorithms. Then finally concluded that 

random forest algorithm gives us more accuracy. 

Hence, used random forest algorithm to train the 

model. 

 
Fig 3: Procedure 

 

IV. RESULTS 

Data visualization is the representation of 

understanding data by showing it in a graphical 

context, so that the designs, inclinations and 

connexions can be detected and exposed. [14] 

 

The few prevalent plotting collections: 

 

 Matplotlib: Small level, provides lots of liberty 

to user. 

 Pandas Visualization: comfortable to use this 

boundary. It can be constructed on Matplotlib 

 Plotly: Can create interactive plot for 

visualization [15] 

 

Fig 4: Hist Diagram 
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The attributes rainfall land humidity may have an 

exponential distribution. The attribute temperature is 

easy to notice the distribution is skewed very much to 

left. The attribute ph. has a Gaussian or nearly 

Gaussian distribution. [13] 

 

Density plot comes under univariate plots. It is also 

another technique for getting the distribution of each 

attributes in dataset. A density pot is smoothed, 

extended version of a histogram. Density plot shows 

the distribution of a numerical variable. It takes input 

as the only set of numerical values. 

 

Fig 5: Density Diagram 

Box plot also comes under univariate plot. Its 

functionality is similar to density plot. It visualizes the 

distribution of each attributes. [16] 

 The green line represents median of the attribute 

 The rainfall attribute has appear nearly skewed 

towards smaller values 

 The humidity attribute has skewed towards Larger 

values 

 The ph attribute is skewed neither towards smaller 

values nor larger values 

 

Fig 6: Box Diagram 

 Correlation between the attributes helps us to 

figure out how strong or how weakly they are 

related to each other. The numeric values 1 

represents the positive relationship exists between 

the variables. The numeric values 0 with darker 

colour gets the more negative relationship exists 

between the variables. 

 

Fig 7:  Correlation diagram 

 A correlation plot matrix can be formed for a 

collection of variables with each other variables 

will be plotted against each other. Here have four 

columns where normally distributed with random 

values and column names are: temperature, 

humidity and rainfall. 

 

 The attributes rainfall land humidity may have an 

exponential distribution. 

 

 The attribute temperature is easy to notice the 

distribution is skewed very much to left. 

 

 The attribute ph. has a Gaussian or nearly Gaussian 
distribution. 
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Fig 8: Correlation Matrix plot diagram 

 

 

 

Fig 9: Prediction snapshot 

V. CONCLUSION 

Implement a system to predict crop production from 

the collection of past data. Using data mining 

techniques crop yield is predicted. Here, using 

Random Forest algorithm for predicting the best crop 

yield as output. In agriculture field, the crop yield 

prediction is mostly appropriate. The more increase in 

accuracy results in more profit to the crop yield. The 

proposed technique helps farmers to acquire 

apprehension in the requirement and price of different 

crops. It helps farmers in decision making of which 

crop to cultivate in the field. The more increase in 

accuracy results in more profit to the crop yield. This 

work is employed to search out the gain knowledge 

about the crop that can be deployed to make an 

efficient and useful harvesting. Under this system, 

maximum types of crops will be covered. The 

accurate prediction of different specified crops across 
different districts will help farmers of India.  

VI. FUTURE WORK 

This research work can be enhancing to the high level 

by building a recommender system of agriculture 

production and distribution for farmer. By which 

farmers can make their own decision like which 

season which crop should sow so that they can get 

better profit. This system works for structured dataset 

or database. In coming years try applying data 

independent system also that meanas the format may 

be whatever, our system should work with same 

accuracy.  
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