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Ahstract: Prevention is better than cure. The prediction is a

very important aspect of Medicinal services. Forecasting off

heart disease is one of the most demanding issucs ina
Medicinal services. Applications of Data Mining
Techniques in the Health Care scctor are increasing. Neural
Network (NN), Support Veetor Machines (SVM), eXtreme
Gradient Boosting (XGB), Random Forest (RF) and Linear
Discriminant Analysis (LDA) are some of the Data Mining
Classification Techniques. Enhanced Gradient Boosting
(EGB) is Data Mining Classification Model which is
extended from XGB. The proposed research is estimated
utilizing the Statistical Metrics (Accuracy, Precision,
Recall, and F1-Measure) and ROC (Receiver Operating
Characteristic) curve results obtained for performance
comparison. The result shows that the ROC (Arca Under
Curve) obtained for EGB is higher than the ROC (Arca
Under Curve) obtained for all other Data Mining
Classification methods. The Precision value is high when it
encounters with EGB.

Keywords:- Extreme Gradient Boosting, Enhanced
Gradiemt  Boosting, Boosting, Support Vector
Machines, Machine Learning

I. INTRODUCTION

Data mining provides various benefits to the
Medical domain. The major challenge in hospitals
and medical centers with affordable costs. Data
mining development gives a customer an arranged
approach to manage novel and hid models in the data.
From the analysis of WHO [1], they estimated a
million death occurs worldwide every year due to
heart discases. The heart is an important part of the
human body. The working of the heart is not good; it
" affects the remaining parts of the human body.
Smoking, cholesterol, poor eating habits, high blood
pressure, obesity, hypertension and family history are
some factors that increase the risk of heart discases.
The most common symptoms of Heart attack are the
pain in the chest, arm or below the breast bone,
sweating, vomiting and dizziness and irregular
heartbeats, etc. sometimes the heart cannot pump

enough blood to the body it leads to the heart attack.
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In recent days, the study of heart disease is a
challenging problem with the ML approach. This
work was studied from the Framingham Heart Study
(FHS). In 1948, the Framingham Heart Study was
started with 5208 residents of 28 ycars to 62 years
old. In this investigation, they analyzed 2,716 gents
and 3,500 ladies from 1971 to 1996. During this
period, 939 subjects created Coronary Heart Disease
(CHD) and 1,363 passed on liberated from CHD.
There was a stepwise increment in mean hazard score
with propelling age, in light of the fact that propelling
age gives expanded hazard for CHD and on account
of a mare prominent weight of CHD chance elements
with propelling age. The datasct has 84.8% of non-
CHD and 15.2% CHD patients i.e., of is a very
imbalanced dataset that has considered in this
exploratory investigation.

The target of the Framingham Heart Study
was to distinguish the normal variables or qualities
that add to CVD by following its advancement over a
significant lot of time in a substantial gathering of
members who had not yet created unmistakable side
effects of CVD or endured a heart assault or stroke.
The Framingham Heart Study keeps on making
imperative logical commitments by upgrading its
exploration abilities and profiting by its characteristic
asscts. New symptomatic advances, for example, an
echocardiography (an ultrasound examination of the
heart), carotid supply route ultrasound, attractive
reverberation imaging of the heart and mind, CT
outputs of the heart and its vessels and bone
densitometry (for checking osteoporosis), have been
coordinated into past and continuous conventions.

ILOBJECTIVES OF THE STUDY
Data Mining Techniques can be applied to the
medical databases to predict or classify the data with
reasonable accuracy. The primary objective of the
research work is to develop prediction model for
Heart Disecases and its performance analysis in
prediction.

¥ Analyzing various Data Mining Techniques
used for Classification.
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¥ Analyzing various classification methods for
Imbalanced data

¥ Design a new classification method and its
performance analysis for prediction of Heart

Diseases.

¥ Analysis of proposed classification method
to different data sets.

¥v" Compare the proposed method prediction
performance  with existing Classification

Techniques.

IILLPRELIMINARIES ON CLASSIFICATION
TECHNIQUES

Ordonez ct al. (2001) [1] created medical
data mapping to recognize uscful constraints for
Association Rule Mining. To predict Heart Diseases
Association Rule plays a major role. The medical
data consists of different attributes. Depending on the
Mapping table attribute values are mapped to items.
The algorithm to mine association rules utilizes a few
imperative limitations to diminish the quantity of
rules and accelerate the mining procedure.

Turkoglu ct al. (2002) [2] In light of the
example acknowledgment a specialist determination
framework is introduced for translation of the
Doppler signs of the heart valve sicknesses. It
manages the segment cxtraction from assessed
Doppler signals waveforms at the heart valve
utilizing the Dappler Ultrasound. Wavelet changes
and brief time Fourier transform strategies are
utilized to highlight extricate from the Doppler
motions on the time-frequency arca. The wavelet
entropy technique is connected to these highlights.
The BPNN is used to group the removed highlights.
The test outcomes demonstrated that this framework
was successful to recognize Doppler heart sounds.
The right Classification rate was about 94% for
typical subjects and 95.9% for strange subjects.

Huang et al. (2007) [3]depicted two
preparing stages: a knowledge-making stage and
knowledge deriving stage are incorporated with
Case-Based Reasoning in a model of Chronic Disease
Prognosis and Diagnosis (CDPD) system. In this,
they find the internal importance rules utilizing Data
Mining methods, the Decision Tree acceptance
calculation and the case affiliation are embraced from
health examination data. By then, the new case will
trigger the CBR instrument to recuperate the most
relative case from the case library for supporting the
ceaseless illness treatment. The wellbeing assessment
information is assembled through a specialist
medicinal services focus and realized through the
framework for testing the functionalities and

* common sense of the framework.

Maglogiannis et al. (2009) [4] In this, SVM
(Support Vector Machines) computerized finding
system was presented. [t is an extremely proficient
framework than the prior framework while analysis
of the presence or not of heart valve discases. It isn't

just a conclusion; it recognizes the specific heart
valve discases. Utilizing Gaussian and exponential
outspread essential functions with SVM gives the
more precise outcomes and gives the grouping of
heart movements as having systolic or diastolic
mumble a similarly high precision has been
practiced. At last in the more point by point order as
aortic stenosis or mitral disgorging the exactness
accomplished was  91.67%, while for the
classification as aortic regurgitation or mitral stenosis
the precision accomplished was 93.42%.

Xing et al. (2010) [5] Classification ECG
time series (the time series of heart rates) clarified
that the information recovered from a patient or from
a sound individual. The estimations of a grouping are
gotten in time stamp climbing request for Temporal
representative arrangements and Time series. Time
series information is a critical sort of grouping
information. To apply include put together techniques
with respect to basic time arrangement, generally
before  highlight  determination  Time  series
information should be changed into representative
grouping through discretization or emblematic
change. In some unique cases, the prior checking and
arranging groupings are required.

Tomar and Agarwal (2013) [6]
Classification rules arc centered around class
attributes and the Association rules are utilized to
distinguish  connection  between  attributes. In
Decision making the association rules assumes a
crucial job. The Domain Experts think about the
helpful principles and omit in results. In the medical
sector space, steady principles are not accomplished
by a solitary Data Mining Technique. Just Hybrid
Data Mining Techniques gives better execution.

Banace et al. (2013) [7] This article has
uncovered patterns in the choice of the data handling
techniques so as to screen health parameters, for
example, ECG, RR, HR, BP, and BG. The audit
delineated the more typical information mining
errands that have been connected, for example,
anomaly discovery, expectation, and basic leadership
while  considering  specifically nonstop time
arrangement estimations.

Masethe and Masethe (2014) [8] The
coronary illness records to be the main source of
death around the world. The scientists made class
affiliation rules using feature subset decision to
predict a model for coronary illness. Affiliation rule
picks relations among characteristics regards and
order predicts the class in the patient datasct.
Highlight choice estimates, for example, genetic
search decides properties that contribute towards the
gauge of heart ailments. The analysts actualized a
crossover framework that utilizes worldwide
improvement advantage of genetic algorithm for
reinstatement of neural network loads. The forecast
for coronary disease relies upon danger factors, for
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instance, age, family heritage, diabetes, hypertension,
raised cholesterol, smoking, alcohol admission, and
weight. The prescient precision dictated by 148,
REPTREE and SIMPLE CART calculations suggest
that parameters used are trustworthy pointers to
envision the nearness of heart sicknesses.

Jennifer S. Raj (2019) [24] With the
advancement of soft computing, the computational
insight was portrayed as the subset of the Al and in
the two sorts of machine knowledge, the clever that
depended on the hard registering was known as the
Al

Lavanya and Gomathi(2016) [9] Medical-
related information is huge in nature and it can be
derived from different birthplaces that are not entirely
applicable in the feature. The exploration embraced
an encounter on the use of shifts information mining
algorithm to anticipate the heart assaults and to look
at the based strategy for the forccast. The predictive
accuracy determined by Naive Bayes, Neural
Networks, J48, CART, REPTREE.

Xiao and Fang (2017) [10] In this
exploration, RFMiner, a risk factor disclosure and
mining system for distinguishing meaningful risk
factors utilizing incorporated measures were
proposed. In the demonstration of experimental
results identify cardiovascular discases such as heart
attacks. Particularly this system predicts the
probability of heart attacks superbly. This structure
incorporates, avalanche classifier to improve the
exactness and review for the unequal dataset which
beats the condition of-heart results, and furthermore
locate peculiar risk factors by coordinating different
intriguing quality measures.

Nag et al. (2017) [l1] A capable
methodology can anticipate the chances of coronary
episode when an individual is bearing chest torment
or comparable manifestations. A model built up by
incorporating clinical information gathered from
patients conceded in various emergency clinics
assaulted by Acute Myocardial Infarction (AMI).
Twenty-five properties related to reactions of
coronary episodes are assembled and separated where
chest torment, palpitation, windedness, syncope with
squeamishness, sweating, hurling are the prominent
indications of an individual getting heart ambush.
The choice tree and irregular woods are utilized to
investigate the heart assault dataset where order of
progressively basic side effects identified with heart
assault is finished utilizing C4.5 Decision tree
computation, close by; imegular backwoods is
associated with improving the precision of the
gathering eventual outcome of heart attack
conjecture.

Joseph, S. I. T. (2019) [25] The information
mining is named as the act of investigating a

- tremendous winning dataset for the age of new data
also called the procedure of information disclosure

from the information base. In the vast majority of the
applications, the information or the information
picked up from the information mining are hopefully
new and very gainful, the information or the data
separated utilizing the date digging are normally
saved for the later use.

IV.PROPOSED METHOD

The proposed method Enhanced Gradient

Boosting (EGB) is Data Mining Classification Model
which is extended from XGB. In the EGB method
initial model is built with basic tuning parameters and
calculates the error magnitude at the first iteration.
Applying the Gradient function finds the residual loss.
The residual loss given as an input to each iteration.
Test the data with *n” iterations; it can build the new
model for every iteration. It automatically enables
parallel computing by default. Enhanced Gradient
Boosting is developed and compares the results with
XGB; it gives better results than XGB. Similarly, XGB
the regularization is the greatest preferred standpoint
of EGB. Regularization is a procedure used to escape
over-fitting in linear and tree-based models. There is
no provision of regularization in the Gradient Boosting
Method (GBM).

The cross-validation work in R generally
executed by the outside packages, for example, caret
and mlr to acquire cross-validation results. In the
EGB it enabled the cross-validation function. Here
we utilized the K overlay Cross approval. The
estimation of k to be 10. Cross-Validation is a
method that includes saving a specific example of a
dataset on which we don't prepare the model.
Compared to the GBM and XGB the EGB has a great
advantage of handling the missing values. In our
dataset consists of 4,240 records of the patients.
During the pre-processing phase in EGB internally
ignored rows if any missing values from the dataset.
After pre-processing there is 14% reduction takes
place in our data and a reduced dataset consists of a
total of 3,658 rows with a set of 15 attributes.

To measure the performance of classifiers
simple we defined as low classification error rate.
The way toward part the data into k-folds can be
repeated on various occasions, this is called rehashed
'k-overlay' cross-approval. The last model blunder is
taken as the mean mistake from the number of
rchashes. Finally, we conclude that the critical
Imbalanced Problem is solved by the EGB
Classification Model.

The main ditference between XGB and EGB
is that the XGB omit the residual loss and every
iteration it calculates a new one. Whereas in EGB the
residual loss as given as an input to the next
iterations. So that the parallel processing is done
quickly. This process continues until the training
error is minimized. Training error is the error that we
get when we run the trained model back on the
training data.
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a). ALGORITHM:

The algorithm  describes the EGB
classification modecl without wusing the feature
selection methods in the heart disease data set. The
model was initialized with the constant value and
then computes the residuals. The error rate is
calculated using the basic paramecters with ‘n” no. of
iterations. In each iteration find the error loss and
give it to the base function as input until the error rate
is minimum. To obtain the desired output update the
model.

Enhanced Gradient Boosting (D, x,y, T, M, n, 3)
D: the labeled Training Data
x: Array of Datapoints
y: Array of Datapoints
T: Training data with sclected features
N: Total number of attributes
M: The number of iterations
8: A constant
Begin
Step 1: Initialize model with a constant value

F(x)=argminZ”:L(y,. ,6); yi=zﬂ
n

Step 2: Compute the initial — residuals for m=1 to M

_| 2L F (%))

=—| L M for i=1,2,...n.

yin
OF (x)) F(x)=F,. (x)
Step 3: Fit base learner to pseudo residuals is ]Im (x)

ie: Train it using the Training set

h ) ={(xi.7,)}

Step 4: Assign Training set T and manipulates total
Decision Tree data points
Ti= NewDeccisionTree()

Step 5: give the residual loss for each iteration as
input. go to step 2

Step 6: Compute multiplier Y, by solving the
. following one-dimensional problem

V=T, + argmin )" L(¥,, 5, (%) + 74 (%))

Step 7: Calculate Error Magnitude
In order to preserve to reduce the error by using the
formula

Y@i)= y+a F,x)

Where o represents the sequence of steps
Step 8: Update the model

‘F.;u (X) = F;H—| ("\-) +ym l‘r""rn' (x)

Step 9: Output F:,, x)
End

V.RESULTS & ANALYSIS
Framingham CHD dataset consists of
different patient attributes as presented in Table-1.
The attributes P1 to P15 are explanatory variables of
one-decade observation of every patient and P16 used
as class label [13]. The dataset is arranged into 4
distinctive risk factors as demographic, behavioral,
medical and physical. The attributes <P1, P2, P3>
categorized as demographic factors. <P4, P5> are
categorized as behavioral factors. The attributes <P6
to P11> are categorized as medical factors. Physical
examinations are from <P12 to P15> attributes. The
dataset is collected from Boston University from
clinical trials. The dataset contains non-CHD patients
are 84.77% and 15.23% of CHD patients.
The dataset is highly class imbalance i.e. the
CHD patients are very in small numbers than non-
CHD. The dataset has 8 continuous and 7 discrete
variables is shown in Table-1. Fig. 2 demonstrates an
abstract depiction of the distribution of each attribute.
Visualization is an important task in data mining
technique, which gives us insights of, how the
variables are distributed before learning any
classification algorithm. Almost all continuous
variables are skewed towards right side is shown in
Fig. 2a. For the dataset, we observed few discrete
variables i.e. yes/no type questions are collected from
the patients is shown Fig. 2b. Where an education
takes 4 different values and renaming arc having
binary values.
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b). Histogram of discrete variables of CHD dataset

The performance impact of  feature
selection/reduction is demonstrated on various
classification  algorithms  such  as  Neural

Network(NN), Support Vector Machines (SVM),
eXtreme Gradient Boosting(XGB), Random
Forest(RF), Linear Discriminate Analysis(LDA) and
XGB. We investigated the computational time and
statistical metrics (Accuracy, Precision, Recall, and
F1-Measure) of these algorithms.

Enhanced Gradient Boosting (EGB)was
developed, it works as same as XGB and also works
on Balanced data with high accuracy. EGB works
well on both Balanced and Imbalanced data. The
results obtained show that the Area under Curve
obtained for EGB is higher than the Area Under
curve obtained for XGB. Enhanced Gradient
Boosting is developed and compares the results with
XGB.

a).EVALUATION METRICS
In this research, two evaluation metrics are used.

i Confusion Metrics
ii. ii. Receiver Operating Characteristic
Curve
Accuracy = (TP+TN)/(TP+FP+ TN+ FN) (1)
Precision = TP / (TP + FP) 2)
Recall=TP /(TP + FN} 3)
F1 —Measure = 2 x (Precision x Recall)/ (Precision +
Recall) 4)
A ROC curve plots TPR wvs. FPR at

different classification thresholds. ROC is a

probability curve and Areca Under Curve (AUC)
, represents the degree or measure of separability. By
similarity, Higher the AUC, the better the model is at
recognizing patients with sickness and no disease.
The ROC curve is plotted with TPR against the FPR
where TPR is on y-pivot and FPR is on the x-hub.

Test Featu Diéscrintion Risk Attribu
Sample re P Factor te Type
Pl ?cncle Male/Female Discrete
P2 o Agr': of Continu
Patient el o o ous
1:HighSchool J8tAg
5 ic
Bdueat | 2 2:Diploma,
P3 ; | 3: College, Discrete
10N .
4:Higher than
Degree
Patient is
Curren | smoker or not
P4 tSmok | (0: Discrete
er NonSmoker,
ASOEE) Behavioral
Average
CigsPe n_umbcr ol Continu
P5 cigarettes
rDay ous
smoked per
day
Patient is
P6 BPMe | under blood Continu
ds pressure ous
medication
Prevel | Previously
P7 entStr | had a stroke Discrete
oke or not
Prevel | Prevalent Medical
P8 entHy | Hypertension | Experiment | Discrete
p or not S
. Patient has
P9 Iildbﬂ diabetes or Discrete
i not
TotCh | Total Continu
P10
ol Cholesterol ous
Glucos | Glucose Continu
Pl
¢ Level ous
Diastolic Continu
P12 DiaBP | Blood
ous
Pressure
P13 BMI Body Mass Continu
Index ous
Heart Continu
PI& | Rate L Physical ous
Symbolic Examinatio X
PI5S | SysBP | Blood n Continy
ous
Pressure
10 Years risk
TenYe | of Coronary
Plo arCH Heart Discrete
D Diseases

CHD (class)

Tablel: Description of Datasets
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b).WITH ALL FEATURES: The Coronary Heart
Disease (CHD) dataset is normalized and k-fold
cross-validation is performed on the data set, where
k=10. The main focus is on the cvaluation of the
classifier with four mctrics Accuracy, Precision,
Recall and Fl-Measure is presented in Table-2. In
terms of accuracy, NN vyiclded the highest mean of
85.24%and running time is about 22.34 scc which is
quite high in the process of best parameter tuning.
LDA also yielded an average mean accuracy of
84.88% with 0.02 running time. Similarly, SVM, RF,
and XGB produced 84.83%, 84.75% and 83.49
respectively. EGB yielded 85.06% of mean accuracy.
The average accuracy may be considered as the best
metric to detect heart discase patients. The below
figure 2 illustrates the ROC Curve obtained through
different methods.
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Figure2 ROC Curve obtained through different
methods

VI.CONCLUSION
Detection of Coronary Heart Disease (CHD)
plays a vital role in the medical era. It gave a wide
scope in the computer science field. There are several
risks are associated with lead to heart discases. In
general, to detect heart disease patients, they need to
undergo several clinical examinations, The research
explains the detection of heart diseases using
Classification prediction models. The present work
has been carried out on the Framingham heart study
dataset by employing diversified classifiers viz.,
Neural Network, Linear Discriminant Analysis,
Support Vector Machines, Random Forest and
eXtreme Gradient Boosting. The average accuracies
of these classifiers from 10-fold cross-validation on
dataset are obtained. The accuracy found to be high
in some classifiers.
The class imbalance problem which is one
of the common problems in collected datasets.
- During classification, the classifiers viz., LDA, SVM,
NN, and RF assumes that classes are equally

distributed across the feature space. These classifiers
arc intended to over-fit/under-fit training set i.e., the
classifier tends to fit has more classes. This can be
overcome the XGB classifier. The Symmetric
Uncertainty yielded the 10-fold average accuracy is
close to the full feature set. Among all the
experiments the highest precision is 86.19%, using
XGB classifier with Symmetric Uncertainty.

The results obtained are valid and accurate
enough to create a comparison between all methods
and EGB both in terms of performance and AUC. In
this work, the positive class is no-CHD patients and
the negative class is CHD patients. Our main
objective of this work is to accurately detect those
patients arc having heart disease, i.e. need to reduce
the false negatives. To measure the performance of
classifiers simple, a slow Classification error rate or
higher accuracy are defined. i.e., the proportion of
total of genuine positive and genuine negative to add
up to the number of tests. To gauge the strong
measurement  for coronary illness forecast is
Precision. It is the proportion of the number of
genuine positive to the total of the genuine positives
and bogus positives.

The Receiver Operating Characteristic
curves (ROC) is a graph plotted between true
positives and false negatives. Our aim to reduce the
false positives i.e., if a patient has CHD should not be
detected as the non-CHD patient. The AUC curve
obtained through XGB is 0.509. The AUC obtained
through EGB is 0.7012 which is higher than the AUC
obtained for XGB. The precision obtained through
EGB is higher than the precision obtained through
XGB.

Table 2 Evaluation of the classitier with four metrics
including all features

" 3 F1- .
z}lgnr Preca Recal Meas Accu | Time ROC
ithm sion | aFe racy (sec)

NN 85.46 | 99.52 | 91.95 | 85.24 | 22.34 | 0.6547

LDA | 85.837 | 98.36 | 91.69 | 84.88 [ 0.02 | 0.5053

SVM | 84.82 | 99.99 | 91.79 | 84.83 | 89.23 [ 0.5056

RF 84.96 | 99.65 | 91.72 | 84.75 | 2.64 [ 0.5024

XGB | 86.03 | 96.19 | 90.81 | 83.49 | 4.67 0.509

EGB | 88.54 [ 99.98 | 91.83 | 85.06 | 4.70 0.701
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