




 
 

MESSAGE FROM THE CHAIRMAN 

 

On behalf of the organizing committee, it is a pleasure for 
me to welcome you to the IEEE International Conference 

on Communication and Electronics Systems (ICCES 
2019). The overwhelming response to our call-for-papers 

indicates the popularity of this conference and confirms 
that IEEE has become the world-wide forum for all aspects 
of science and technology in the field of information and 

Communication related topics. 
 

In the long history of IEEE Conferences, it has provided a venue for researchers to address the 
new technology and findings, as well as to exchange recent research results. I hope that the 
presentations and special sessions will be valuable resources in your professional, research and 

educational activities whether you are a researcher, or a practicing professional. 
 

The conference is intended to involve various research areas, including Communication Systems, 
Computer and Networks, VLSI Design, Medical Imaging, Signal Processing and Image 
Processing.The conference theme focuses on the new innovative technology in the field of 

Communication, Electronics Systems. 
 

Finally, I thank all conference participants for making ICCES 2019 success, and hope that you 
have an enjoyable and fruitful stay in Coimbatore. 
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Founder-Chairman, 
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MESSAGE FROM THE CORRESPONDENT 

 

It is a great honor and pleasure to welcome you to 
the IEEE International Conference on 

Communication and Electronics Systems  (ICCES 
2019) organized on 17-19 July 2019. We sincerely 
thank all members of the Organizing Committee 

for their long term enthusiasm in organizing the 
conference and we are very grateful to all the 

authors who created the scientific program of the 
4th International Conference on Communication 
and Electronics Systems (ICCES 2019). 

 
Finally, I would like to extend our thanks to the sponsors, who decided to join us at this 

important event. 
 
     We heartily welcome professors, scientists, experts and students from all countries to 4th   

International Conference on Communication and Electronics Systems (ICCES 2019) and we 
wishyou a pleasant experience in Coimbatore. 

 
 
 

 
 

 
 
 

Tat. Shanti Thangavelu 

Correspondent 
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MESSAGE FROM THE PRINCIPAL 

 
It is an immense pleasure to welcome you all to the 4th   

International Conference on Communication and Electronics 
Systems (ICCES 2019). I am sure that the participants of this 
conference will return immensely enriched with knowledge 

and gain more confidence.  
                           

  
 

With the evolution of new technology, there is a stiff competition in this challenging world. To 

meet these challenges, one has to constantly and updates oneself in a Particular field to survive 
and to become successful. It is necessary to be keen towards the latest technology in their related 

fields and conference is one such way that helps to meet different people across the country and 
exchange their ideas. These experiences create innovative ideas among budding engineers. We 
are amazed to see a great response from various institutions across the globe and I am sure that 

this will develop the team spirit and leadership qualities among our students. 
 

Hearty congratulations to the organizing committee. Wishing the delegates a fruitful                  
deliberations and happy stay during ICCES-2019. 

 

 
 

 
 
 

 
Dr.R.Prakasam, B.E (Hons),  

M.E., Ph.D., F.I.E. C.Engg, M.I.S.T.E., PRINCIPAL, 
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MESSAGE FROM THE CONFERENCE CHAIR 

It is my great pleasure to welcome you to the IEEE International 

Conference Communication and Electronics Systems (ICCES 2019) 

which takes place in Coimbatore, Tamil Nadu on July 17-19, 2019. It 

has been a real honor and privilege to serve as the Conference Chair on 

the conference.  

I am sure that his conference will provide a cross-disciplinary venue for 

researchers and practitioners to address the rich space of 

Communication and Electronics System. The Conference spans two 

days and includes two Keynote Address followed by two days of main conference.  The 

presentations and planned social events will provide ample opportunities for discussions, debate, 

and exchange of ideas and information among conference participants.  

I would like to express our appreciation to the Technical Program Chair, for his valuable 

contribution in assembling the high quality conference program. We also thank the Chairs. A 

conference of this size relies on the contributions of many volunteers, and we would like to 

acknowledge the efforts of our conference judges and their invaluable help in the review process. 

We are also grateful to all the authors who trusted the conference with their work. 

 
 

 
 

 
Dr.V.Bindhu,  
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 ECE, PPG Institute of Technology,  
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Abstract— With the exponential progress of IoT applications 

in last few years, a huge amount of data is being collected and 

stored every day and thus an enhanced and mature solution is 

very much necessary to knob these data. Usually cloud is 

utilized as the processing and storing unit of an IoT system. 

Cloud is deliberated to be the best solution for emerging IoT 

solutions with its diversified facilities. To tackle the massy 

amount of data that is being pumped everyday throughout the 

network, Fog computing is an effective solution which can 

trim and pre-process the data before forwarding it to cloud 

where Fog resides near the IoT application. Unlike cloud, Fog 

may not have high computing facilities but it can perform 

better in case of time sensitive application with moderate 

processing. Based on the recent trend smart gateway-based 

Fog-Cloud solutions are gaining more popularities  compared 

with the other related solutions. In this paper, we have 

extensively discussed about a load balancing based smart 

gateway with Fog and Cloud environment where an analysis 

of load balancing environment with regards to processing 

delay and network delay is performed. Subsequently we have 

compared different scenarios with and without load balancing 

algorithm in the projected architecture.  
Keywords—IoT; Fog Computing; Smart Gateway; Load 

balancing; Cloud Computing 

I.  INTRODUCTION  

Technology is developing rapidly and devices  are 

becoming smart in day to day culture due to which the trend of 
IoT has taken a high rise in the world of applications in recent 

times. Ordinarily IoT paradigm is considered as a group of 
interconnected real-world small things, with storage and 

process constraint, distributed in nature and delivers good 
performance. Usually in IoT, devices like home appliances, 

process automation, life saving devices, smart devices and 

other related types are connected with Cloud for processing 
and storing the data generated over the period of intervals. The 

average growth of the connected devices has reached much 
higher due to which in 2020, it might reach nearer to 6.58 

devices per person [1]. As a result, the data traffic in the 
network will be amplified enormously which may shape 

problems for latency sensitive and real time applications. 
Latency sensitive applications are typically restricted with strict 

response time. Even if the client gets response beyond the 

bounded time, the response will be considered as null and void. 
There are many ways latency may occur but in case of IoT, 

processing and network latency is  mostly contemplated. 
Though network latency typically depends on the size of the 

data, distance it has covered and the medium it has to travel 
which also depends on the number of devices it has to travel 

across as each one conceivably checks and alters the header of 

the packet. Similarly a processing latency depends on the 
processing capacity as  well as on the number of jobs waiting to 

get processed in the server.  

 Until fog computing was popularized by CISCO in the year 

2012[2], cloud was one of the traditional tools to support 
Internet of Things (IoT). Cloud has a representative part in 

today’s growth of IoT though is not precisely a group of 

interconnected devices rather an information and knowledge 
providing mechanism from the data it collected by sensing the 

environment. The data collected via IoT devices are sent to the 
cloud for central access and processing. The characteristics 

such as ease of access and scalability of cloud make it more 
comprehensive with IoT. As devices in IoT are collecting bulk 
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amount of data every day and it is gradually increasing, a 

scalable storage along with processing is necessary that can 
further be extended as per demand. With the help of those 

collected data many business models are being designed and 
established mechanism are used to find out certain patterns 

while designing such business models which require 
extendable and high processing where cloud is trending. Apart 

from that, the concept of pay-as-used makes cloud convenient 

for the IoT users, in spite of such infrastructure and facilities of 
cloud, fog is getting acceptance but of course cannot be 

replaced as they complement each other [3].  

 

Fig 1: IoT with Fog and Cloud Environment 

In this research work we have analyzed the Fog with smart 

gateway-based load balancing scenario in an emulation 
framework and in the remaining part of this paper we have 

discussed about the Fog computing in section II, related works 

in section III. In section IV and V, we have explained about the 
framework setup and output of the emulation. Finally, we 

conclude the paper in section VI with future work. 

II. FOG COMPUTING  

Fog computing is a platform that can compute, store and 
provide network services between the IoT nodes and the Cloud 

computing data centers, but it is not exactly positioned at the 
edge of the network [4]. It extends the typical Cloud 

environment providing better result in many applications where 
Fog is a type of distributed computing method that facilitates 

application of low latency services [5]. Fog Computing used to 

work on network ends instead of hosting and working from a 
centralized server or cloud and in most of the fog devices, 

computation is performed when necessary and also storage 
facilities is available for a while [6]. However, for the cloud, 

real-time interaction with IoT devices  is such a task which is 
not possible because of its high latency [5], [7], [8]. Fog reside 

near the IoT devices due to that there is no latency issue but 
obviously it creates a problem of low processing power as it 

does not consist of any high computing configuration. Usually 

Fog nodes are available in the private network of the IoT 
system which exists in the local network makes Fog nodes and 

its communication much more secure than the Cloud. Fog and 
Edge computing are not only analogous with respect to their 

proximity with the source of the data but also both remain 
different paradigms at one point. In edge computing the 

processing power is in the device itself whereas in fog 

computing the processing power is in the network where the 

Fog nodes are interconnected. Moreover edge computing does 
not depend on the gateway but in Fog computing gateway is 

the key component which transmits the data from the edge 
nodes to the Fog. A typical IoT system architecture is shown in 

Figure 1 where all the IoT devices are connected with cloud 
through different IP networks crossing Fog layer.  

III. RELATED WORK 

Fog is trending towards the mainstream of Information 

technology. Many researchers are putting their effort for the 
nourishment of Fog and upbringing it to future level. In an 

automated system, Fog can be used in traffic light management 

system and with the help of image processing technique, 
emergency vehicle like ambulance can be identified. Further 

the conjugative smart traffic lights can change their status 
considering the current traffic as these smart traffic lights can 

communicate with each neighboring one and build a green 
corridor for emergency vehicle [4]. Smart meters are also a 

stimulating device which intelligently decide the other input 

power source which can be solar or wind, based on certain 
parameters like cost, availability as well as demand [9] and can 

also be implemented within the area of Fog. An intelligent 
home control system [10] is a type of intelligent system which 

works with the help of an android phone working as a special 
gateway instead of ordinary gateway that will observe and 

predict the behavior of the user and automatically power off the 
devices that will not be available for use due to which the 

wastage of energy can be minimized. In Smart e-Health 

Gateway [11], a health monitoring system has been elaborated 
and implemented with the help of Fog Computing where an 

immediate and automated medical instruction was derived on 
the basis of sensors data fitted on patient body. Further an 

implementation for an in-home EWS system was improvised to 
which patient may get different services and environment that 

is feasibly accepted medically. However to reduce the 

unnecessary data uploading to network, a smart gateway based 
communication was discussed in Fog Computing [12] where 

they suggest that the data can be pre-processed before 
uploading to the core network which may reduce the over 

burden to the cloud data centers. Here the gateway namely 
smart gateway, signifies a responsibility for data filtering and 

trimming as suggested in a design shown in Figure 2. 

 

  Fig 2: Smart Gateway with Fog computing/Smart network [11] 
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Many directions were discussed in most of the research 

papers of Fog and Cloud Computing but here we proposed the 
and verified the following approches  appropriately to get better 

comparison with respect to network delay and processing 
delay. 

1. IoT with Cloud alone situation 

2. IoT with Fog alone Situation, Fog consisting of one node. 

3.  IoT with Fog alone Situation, Fog consists of multiple 

node. 

4.  IoT with Fog, Cloud and Smart Gateway based load 

balancing situation, Fog consists of multiple nodes. 

In the last approach, a smart gateway will be used as load 
balancer between Fog and Cloud which usually perform the 

operation of data filtering before forwarding it to Cloud. A load 

balancing algorithm will be implemented in the same gateway 
which will route data to get executed. Sending all data to Cloud 

may increase the network latency and at the same time 
executing everything in Fog may overload the Fog servers. To 

achieve high computing (in Cloud) and less network latency (in 
Fog), launching a load balancer (smart gateway) between 

Cloud and Fog might be prolific direction. Hence in the 
following section a discussion about all the analysis with an 

emulation framework is mentioned systematically. 

IV. INITIAL SETUP  

Various simulators are available to simulate fog but since 

there was not much upgradation to those utilized in early 
stages, analyzing the Fog in a different scenario was equipped 

in this research work. A design implemented here is  emulated 
framework where real gateway, real cloud, real fog nodes  were 

adopted but simulated sensor data are utilized. Sensor nodes 
are contrived in such a way that it will send data in a 

continuous manner to the gateway.  

For building the cloud environment, in this work the help of 

Google Cloud Computing Engine (VM instance) was availed. 

Creation of a cloud VM instance of 4 vCPUs, 15 GB Memory 
and on the other hand, for Fog environment Raspberry-Pi board 

with quad-core ARM Cortex A53 processor and 1 GB Memory 
were chosen accordingly. Raspberry-Pi was selected as a 

computing unit with less processing power and memory which 
matches the Fog server requirements. As gateway is a key part 

of the entire system and it has  a lot of decision making along 

with pre-processing work with a chosen desktop machine as 
smart gateway with 8 GB RAM and core i7 processor. 

Secondly a system with i5 processor and 4 GB RAM was 
selected as a generator of sensor nodes  from which N number 

of sensor nodes can be created and each of these can send the 
required amount of data as sensor data to the gateway. For the 

experimentation of the work the decision of using 10 sensor 

nodes was approximated which will send a constant data of 7kb 
size in every second of interval. Utilizing the concepts of 

multithreading, gateway will handle all 10 virtual sensor nodes 
in isolation along with the programming part carried out with 

the help of python programming language and python 2.17 
compiler. To simulate the processing part in cloud and Fog, a 

mathematical calculation was put under a loop for certain 

number of iterations and the server was made busy as if they 

are busy with processing of the data sent via gateway. The 
processing time was calculated at the Fog/Cloud side and the 

calculated results are reverted back as reply and at the same 
time a round trip time is also been calculated in the gateway. 

By continuing the round trip time in this work a discussion 
about time constraint applications  is carried out expecting the 

responses in real time and by subtracting the processing time 

from the round trip time the network delay was calculated.  

V. RESULTS AND DISCUSSION 

Once the execution of framework starts, sensor generator 

generates 10 sensor nodes and each of them will pump the file 

to the gateway. The gateway will forward the data to its 

destination with respect to the multiple scenarios. Whenever 

the framework is kept in run mode, it will record 10000 

number of entries which can be increased or decreased as per 

the demand of the user.  

A. IoT with Cloud alone situation(Case 1)  

Here the gateway forwards the sensor data to the cloud 

server directly though gateway has no extra burden other than 
simply forwarding the received data to cloud server. Hence a 

simple gateway is enough to take care of this situation. 
Following are the results obtained after the execution. 

Table 1: Delay details for Case 1 

Network Delay Processing Delay Total Delay 

0.674784167 0.015158118 0.689942285 

B. IoT with Fog alone Situation, Fog consist of one 

node(Case 2) 

Based on the scenario, replacement of the cloud server with 

one fog server has been executed. Usually Fog does not consist 
of only one node but to get more experimental results Fog was 

considered. Here also the gateway working is similar to cloud 

alone situation. Following are the results obtained after the 
execution. 

Table 2: Delay details for Case 2 

Network Delay Processing Delay Total Delay 

0.539716318 0.559499568 1.099215885 

C. IoT with Fog alone situation, Fog consist of multiple node 

(Case 3)  

Considering multiple Fog nodes, the gateway used in this 

scenario should be smart enough to handle all the nodes 
simultaneously. Hence a smart gateway with a simple Round-

robin load balancing algorithm was used which forwards the 
data to all the fog nodes periodically. Results obtained in this 

experiment are as follows. 

Table 3: Delay details for Case 3 

Network Delay Processing Delay Total Delay 

0.172555609 0.441512057 0.614067666 
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D. IoT with Fog, Cloud and smart gateway based load 

balancing situation, Fog consist of multiple nodes (Case 4)  

To experience the power of cloud processing and Fog 
proximity, this scenario is experimented. The same smart 

gateway with Round-robin load balancing algorithm is used to 
route the data. Results achieved for this experiment is as 

follows. 

Table 4: Delay details for Case 4 

Network Delay Processing Delay Total Delay 

0.208520656 0.302323014 0.51084367 

All the experimented results summary is as shown in Figure 3. 

With no doubt about the performance of cloud, overall 

response time was pushed back by the network delay (Case 1). 

If the network delay can be reduced, the system may work 

much better. 

 

  Fig 3: Delay statistics of all the Cases  

Therefore by replacing the cloud server with a Fog node will 

decrease the network delay as the Fog node resides near the 

gateway. But as per the results obtained, replacing cloud 

server with one Fog node will not solve the issue because the 

processing time it takes is much higher than the cloud that 

increases the overall delay (Case 2). As Fog nodes do not 

possess high computing configuration it cannot handle more 

requests, because of which the overall network delay will not 

deliver much impressive output. With the addition of more 

Fog nodes in the Fog group can specify some exciting results  

i.e. as the number increase in Fog group, the load on the 

individual Fog nodes decreased which reduced the total delay 

(Case 3). Based on the work carried out, the smart gateway 

with load balancing mechanism plays an important role to 

balance the traffic and route all of those(data) carefully among 

Cloud and Fog servers. The achieved results after combining 

Cloud and Fog together has proved as the best one as per Case 

4 mentioned above. All the Fog nodes and Cloud takes the 

load of individual request equally and yields more 

performance where Fog nodes contributes with less network 

delay and Cloud provide high computing. In figure 3, Case 4 

shows less network delay then Case 1 where only Cloud is 

used and more processing delay as Fog is incorporated with 

less processing speed but still produced minimum total delay.  

During experiment the smart gateway is not used as a simple 

data trimmer or data forwarder instead it worked as a data 

traffic load balancing hardware. Even though a simple Round-

robin load balancing algorithm is used in case 4 but still it has 

produce the best result among all the case considered in the 

experiment with minimum total delay. Hence the key part of 

the entire experiment is smart load balancer where a load 

balancing algorithm is used in a gateway which is connected 

to all the sensor nodes to intelligently route the traffic between 

Cloud and Fog.   

VI. CONCLUSION AND FUTURE WORK 

 As per the research work conducted here many researchers 

introduced a smart gateway with the facility of pre-processing 
and data trimming before sending it to Cloud in literature. But 

here a conclusion has been drawn by which it is not necessary 

that smart gateway has to do data trimming and pre-processing 
every time instead this device can be used as smart load 

balancer. Thus data trimming and pre-processing shows an 
importance of work and it has a very good impact on overall 

performance though some file/data needs to be sent in its 
original size without trimming. In few multiple cases, smart 

gateway can be used as a smart load balancer. In future, 

researchers or scientists can introduce different load balancing 
algorithms to implement in the smart gateway which suite their 

respective applications and as the smart gateway is capable, the 
overall performance of Fog and Cloud can be improved with 

sophisticated and standard load balancing algorithms.  
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 Energy Efficient Spectrum Access Design for 

Cognitive Radio Wireless Sensor Network 

 
Abstract— Wireless sensor networks (WSN) considered to play 

an important part in Internet of Things (IoT). The increased 

wireless access device makes spectrum access challenging. 

Cognitive radio (CR) plays an eminent mechanism to address this 

issues by enabling sensor device to opportunistically access 

licensed spectrums. However, energy constraint of sensor device to 

provide cognitive capability such as channel switching, channel 

sensing and opportunistic access requires careful planning for 

enhancing energy efficiency of CR-WSN. For enabling WSN with 

cognitive capability to provision IOT requires efficient spectrum 

access and medium access control (MAC) design. The exiting 

spectrum access model incurs energy overhead and induces higher 

collision due to interference among contending user and very 

limited work is carried out considering multi-channel CR-WSN 

network. As a result, they are not efficient in utilizing spectrum. 

For overcoming research challenges, this work present an energy 

efficient spectrum access (EESA) model for multi-channel mobile 

CR-WSN. Experiment outcome shows EESA attain significant 

performance over exiting model in terms of throughput and 

energy efficiency. The EESA utilize spectrum more efficiently 

considering multi-channel mobile CR-WSN. 

Keywords— Cognitive radio network, Dynamic spectrum access, 

energy efficiency, multi-channel. 

I.  INTRODUCTION 

WSN device that are employed in perilous place where 

charging the sensor is highly improbable, at such places, these 

WSN are self -possessed and made up of the smallest sensor 

device available. Since the sensor device is less expensive, this 

property of the device has made the enormous growth in the IoT, 

where they are connected to the internet for various purpose and 

application [1], [2] such as IoT and Big-Data. These application 

needs the huge amount of data, LLS (Low Latency Service) 

delivery along with low energy dissipation, it also requires the 

availability of higher spectrum [3], hierarchical structure. 

Moreover, the frequency channel with 2.4GHZ is with the 

several application. These application includes Wi-Fi and 

Bluetooth, also the 5G network is expected to arrive in nearby 

future. The latest generation of the network needs the ESA 

(Efficient Spectrum Access) design. 

For the future IoT technology which is based on the 

cognitive network, CRN (Cognitive Radio Network) [4] may be 

considered to address the accessing of spectrum. The model of 

CIoT provides enhanced intelligence to obtain the efficient DS 

(Data Sensing) and analysis [5] mainly for WSN. Improvised as 

well as the smartest version of MAC is used for absolute 

incorporation of CIoT in WSN. Moreover, also for the absolute 

incorporation cognition in the spectrum needs to be addressed. 

The spectrum utilizes the on and off scenario and they are 

intended to congested on the particular sections of spectrum. The 

several cases of real SS (Spectrum Scarcity) [6] and artificial 

makes it mandatory for needs of efficient spectrum uses. Fig1 

shows the architectural design of CR-WSN (Cognitive Radio-

WSN). 

 

Fig. 1. Architecture of CR-WSN 

 

Effective spectrum access design are required to attain 

efficient throughput for dynamic CIoT applications [7], [8], and 

[9]. The wireless network is getting more crowded and 

complicated. As a result, it is problematic in obtaining network 

information for cognitive user. Further, the fifth generation 

network is expected to offer ultra-low power and super-efficient 

spectrum access design to cater large density of users with low 

jitter, delay and restricted bandwidth which will be a challenging 
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task for existing crowded spectrum. Spectrum inefficiency can 

be overcome by using Opportunistic Spectrum Access (OSA) 

mechanism which is also denoted as Dynamic Spectrum Access 

(DSA) mechanism. Opportunistic spectrum access is considered 

to be key component of cognitive radio where wireless device 

can sense, learn and adapt. Though cognitive radio wireless 

sensor network aid in enhancing IoT network performance and 

user requirement. However, sensor devices incurs energy 

overhead to perform spectrum sensing and spectrum sharing 

[10] for attaining good QoS and high throughput requirement 

[11] of applications [8]. These real-time application [12] 

requires distributed channel access [13] considering unknown 

network information. Such methods was modelled for single 

cognitive radio user in [14] and for multi-user in [15]. However, 

considering multi-user scenario it induces collision in network 

due to interference [16] among user and some user are selfish in 

nature in CR-WSN. To reduce collision, priority access [17], 

random access [18], and fair resource allocation [19] model has 

been presented. However, these model are limited to provide 

only one channel at a time to a cognitive user. As a result, if a 

selected medium is busy then, that subscriber needs to wait 

another slot and if another channel is free at that time the 

spectrum is wasted. 

For allocating and utilizing bandwidth or spectrum more 

efficiently game theory model is been adopted by various 

existing research [20], [21] and [22]. However, these model are 

designed considering single channel, static secondary network, 

and homogenous environment. In [23] presented a spectrum 

access model adopting game theory model and [24] presented a 

distributed spectrum access model adopting Markov model 

considering mobile secondary network and multi-channel 

environment. However, [23] failed to attain existence of Nash 

equilibrium and [23], [24] incurs channel switching overhead 

due to interference when mobility speed is increased. To 

overcome the research challenges, this paper presents an Energy 

efficient Spectrum Access (EESA) model for multi-channel 

mobile cognitive radio wireless sensor network.    

  The research contribution as follows 

 This work presented a energy efficient spectrum access 

model considering both spatial and temporal information 

for multi-channel mobile CR-WSN. As per our 

knowledge no prior work as considered spectrum access 

model considering multi-channel mobile CR-WSN. 

 EESA attain significant performance in terms of 

throughput and energy efficiency. 

 EESA model brings good tradeoff between minimizing 

energy, maximizing throughput and utilizing spectrum 

efficiently. 

The rest of the paper is organized as follows. In section II the 

Energy Efficient Spectrum Access (EESA) model for multi-

channel mobile cognitive radio wireless sensor network is 

presented. In penultimate section experimental study is carried 

out. The conclusion and future work is described in last section.     

II. ENERGY EFFICIENT SPECTRUM ACCESS DESIGN FOR 

COGNITIVE RADIO WIRELESS SENSOR NETWORK   

This work present a novel Distributed and Efficient Channel 

Access (DECA) model for Multi-Channel Mobile Cognitive 

Radio Network. The DECA channel access model is designed 

considering both spatial distribution and temporal channel usage 

pattern of primary network considering mobile cognitive radio 

network. For attaining efficient spectrum/channel access model 

firstly, this work presents a system model for multi-channel 

mobile CR-WSN. Secondly, the channel accessibility model for 

multi-channel mobile CR-WSN is presented. 

a) System network for CR-WSN: 

Let considers there are set of primary network such as 

cellular network base station. Let consider set of secondary 

network as sensor node that has fitted with cognitive radio 

equipment which can resourcefully access the licensed band of 

primary network in an opportunistic manner. Let us assume that 

there are non-empty set of 𝐿 licensed frequency slots that can be 

resourcefully accessed by sensor device in an opportunistic 

manner. Further, this work considers heterogeneous sensor i.e., 

the sensor device are mobile in nature. The channel accessibility 

for sensor device is affected due to mobility of sensor device and 

channel usage pattern of primary user. The channel accessibility 

status for sensor device can be described as the time period 

length in which channel is not accessible or accessible for a 

particular sensor device. The accessibility of channel 𝑗, 𝑗 ∈ 𝐿, 

for a sensor device is described as temporal channel utilization 

behavior and spatial distribution of primary users that functions 

on 𝑗, as well as mobile nature of sensor device. Further, this work 

considers a grid-like topology where vertical segment 𝑀𝑊 and 

horizontal segment 𝑀𝐼 is identical.  

    Further, the spatial distribution of primary user that 

function on common channel 𝑗 are generally distributed across 

topology segments. The distance among two adjacent primary 

users in vertical is depicted as 𝑀𝑄𝑊,𝑗and horizontal 

constructions is depicted as 𝑀𝑄𝐼,𝑗. The communication range of 

primary user on channel 𝑗 is depicted as 𝑆𝑗. This work 

approximate the coverage area of primary user by a square area 

with side length 2𝑆𝑗, where 𝑆𝑗 < min(𝑀𝑄𝑊,𝑗 , 𝑀𝑄𝐼,𝑗) to evade 

overlapping coverage section of primary users (note: generally 

the approximated coverage area is greater than the actual 

coverage to avoid interference affecting primary 

communication).  

Similarly, the temporal channel utilization of primary 

users that functions on common channel 𝑗 is designed as a 

discontinuous busy (i.e., the primary user is active in 

communication) and idle (i.e., the primary user does not 

communities) process. Further, to avoid interference among 

primary network during communication, this work does not 

permits sensor device in same coverage area to use same 

channel. The length of idle/busy session is designed as an 

exponential arbitrary functional with variables 𝛽𝕓 𝛽𝕚⁄ ,that is., 

𝑈𝕓~𝑒(𝛽𝕓, 𝑗) and 𝑈𝕚~𝑒(𝛽𝕚, 𝑗) (1) 
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where 𝑌~𝑈𝕓,𝑗~𝑒(𝛽) depicts that functional 𝑌 follows 

exponential distribution with respect to variable 𝛽. The ideal 

condition likelihood that a primary transmitter on channel 𝑗 is 

active is expressed as follows 

𝛼𝕚,𝑗 = 𝛽𝕓,𝑗 𝛽𝕚,𝑗 + 𝛽𝕓,𝑗⁄  (2) 

Similarly, the ideal condition likelihood that a primary 

transmitter on channel 𝑗 is inactive is expressed as follows 

𝛼𝕓,𝑗 = 1 − 𝛼𝕚,𝑗 (3) 

Further, this work considers mobile CR-WSN. The sensor 

nodes moves at constant speed 𝑤 and each sensor nodes can 

communicate with each other within its coverage region. The 

sensor can move in different direction such top, down, left, and 

right with different likelihood 𝕃𝕥, 𝕃𝕕, 𝕃𝕝, and 𝕃𝕣 respectively. It 

holds that 𝕃𝕥 + 𝕃𝕕 + 𝕃𝕝 + 𝕃𝕣 = 1. The sensor nodes changes its 

direction when it reaches end of region/network. 

b) Energy model for data transmission in CR-WSN: 

The energy dissipation of senor device in CR-WSN is mainly 

characterized by following things such as channel sensing, 

channel switching, packet transitions and packet reception. Let 

𝑃𝑆 denotes the energy dissipation of sensor devices for 

performing sensing on licensed channel, which is considered to 

be static and fixed across different available channels. Further, 

the sensor device consumes energy for configuring radio and 

switching to a new channel. Thus, we represent 𝑃𝐶 as parameter 

to depict energy dissipation for performing channel switching. 

The spectrum sensing period 𝑆𝑘 and for 𝑆𝑘, the packet 

communication energy dissipation𝑃𝑘,𝑢 is evaluated based on 

energy model [25] as follows 

𝑃𝑘,𝑢 = (𝐸𝑘 + 𝐸𝑘,𝑑) ∗ 𝑢𝑘,𝑦, (4) 

where 𝐸𝑘 is the communication power, 𝐸𝑘,𝑑 is the circuit power 

at 𝑆𝑘and 𝑢𝑘,𝑦 is the packet communication session period. 

Further, using model presented in [26], 𝐸𝑘,𝑑can be computed as 

follows 

𝐸𝑘,𝑑 = 𝛽𝑘 + (
1

𝛿
− 1) ∗ 𝐸𝑘, 

(5) 

where 𝛽𝑘 is a communication power coreponding elemnt with 

respt to power incurred by the circuit, and 𝛿 is described by drain 

efficiency the modulation scheme and radio frequency power 

amplifier [29], [30]. Therefore, the energy dissipation of packet 

transmission at 𝑆𝑘 is computed as follows 

𝐸𝑘,𝑢 =
1

𝛿
∗ 𝐸𝑘 ∗ 𝑢𝑘,𝑦 + 𝛽𝑘 ∗ 𝑢𝑘,𝑦 

=
1

𝛿
(𝐸𝑘 + 𝛽𝑑,𝑘) ∗ 𝑢𝑘,𝑦 

(6) 

where 𝛽𝑑,𝑘 = 𝛿 ∗ 𝛽𝑘 is described as the identical circuit power 

dissipation for packet communication. the energy dissipation for 

packet reception is proportional tp the packet that a sensor 

device obtains [27]. If 𝑆𝑘 obtains 𝑚 bits packets, the energy 

dissipation is computed as 

𝑃𝑘,𝑜 = 𝑃𝑐 ∗ 𝑚 (7) 

where 𝑃𝑐 is the circuit power for packet reception.  

c) Channel access model for CR-WSN: 

This work consider channel information status to enhance 

the QoS performance and bandwidth utilization for secondary 

user considering mobile CR-WSN. Here we estimate the 

channel accessibility status of channel 𝑗 considering both 

temporal channel utilization characteristic and spatial 

distribution. It is considered that primary network operates at 

same channel belongs to same class of network and possess 

same temporal channel utilization characteristics and spatial 

distribution. Therefore, he transition amount among the state in 

Markov model can be estimated by mean segment of the region 

of primary user coverage on channel 𝑗 as follows 

𝜑𝑗 =
4𝑆𝑗

2

𝑀𝑞,𝑗
2 . 

(8) 

Therefore, the mean segment of region where channel 𝑗 is 

accessible at an instance of time is expressed as follows 

𝜔𝑗 = (1 − 𝜑𝑗) + 𝜑𝑗𝛼𝕚,𝑗 = 1 − 𝜑𝑗𝛼𝕓,𝑗 . (9) 

The proposed channel accessibility model for multi-channel 

bring good trade-off between maximizing energy efficiency, 

throughput and utilizing spectrum efficiently which is 

experimentally proven in next section below.    

III. SIMULATION RESULT AND ANNALYSIS 

This section present performance evaluation of proposed 

EESA over exiting model [20], [23], and [24]. The performance 

is evaluated in terms of throughput and energy efficiency 

considering varied sensor devices and mobility speed of sensor 

device. The proposed EESA and exiting model is implemented 

using C# programing language and Dot Net framework 4.5 and 

above. The experiment are conducted on windows 10 home 

single language edition, Intel Pentium I-5 class processor, 12 GB 

RAM with 4 GB dedicated CUDA enabled GPU. The parameter 

used for experiment analysis is described in Table I. 

TABLE I.  SIMULATION PARAMETER CONSIDERED 

Network Parameter Value 

Wireless sensor network size 100m * 100m 

Number of  wireless sensor device 20, 30, 40 & 60 

Initial energy of sensor device 1.0 joules 

Energy consumption for data reception 

𝑃𝑐 

5 nj/bit 

Circuit power 𝛽𝑑,𝑘 [25] 5 mW 

Power amplifier efficiency 𝛿 [25] 0.9 

Per-device energy dissipation for 

channel Switching  𝑃𝐶  [29] 
10−5 J 

Per-energy energy dissipation for 

sensing a licensed channel 𝑃𝑆 [28] 

1.31*10−4 J 

Modulation scheme 16-QAM 

Mobility of devices 4, 6, 8 cycle per 

frame 
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Coding rate 3/4 

Bandwidth 18 Mbps 

Number of Frequency Channels 5 

Time slots 12 μs 

Message information size 27 bytes 

MAC used EESA 

a) Throughput performance evaluation considering 

varied mobility speed of wireless sensor device and 

varied wireless sensor device:  

This section presents throughput performance evaluation 

considering varied mobility speed of wireless sensor network 

and varied wireless sensor device. For varied sensor device case, 

the sensor device is varied as 20, 40 and 60 and is moving with 

fixed mobility speed of 3 cycle per frame, with one control 

channel and 4 data channel and experiment are conducted. The 

outcome of experimented is graphically represented in Fig. 2. 

Experiment outcome shows EESA improves throughout 

performance by 41.21%, 28.33%, and 28.45% over exiting 

model considering 20, 40, and 60 wireless sensor device, 

respectively. An average energy efficiency performance 

improvement of 32.62% is attained by EESA over existing 

model considering varied wireless sensor device. Further, for 

varied mobility speed of sensor device case, the senor device 

mobility speed is varied as 4 (highest mobility speed), 6 and 8 

(least mobility speed) cycle per frame, senor device is fixed to 

30, with one control channel and 4 data channel and experiment 

are conducted. The outcome of experiment is graphically 

represented in Fig. 3. Experiment outcome shows EESA 

improves energy efficiency performance by 65.11%, 52.22%, 

and 24.74% over exiting model considering 4, 6, and 8 cycle per 

frame, respectively. An average energy efficiency performance 

improvement of 47.35% is attained by EESA over existing 

model. From, Fig 4 and 5, it can be seen as sensor device and 

mobility speed of sensor device is increased the overall network 

performance is affected for both existing and proposed. 

However, the proposed model attain significant performance 

than exiting model considering varied sensor device and 

mobility speed of wireless sensor device shows adaptiveness of 

EESA considering multi-channel mobile CR-WSN. 

 

Fig. 2. Throughput performance considering varied wireless 

sensor device  

 

 
Fig. 3. Throughput performance considering varied mobility 

speed of wireless sensor device 

 

b) Energy efficiency performance evaluation 

considering varied mobility speed of wireless sensor 

device and varied wireless sensor device:  

This section presents energy efficiency performance 

evaluation considering varied mobility speed of wireless sensor 

network and varied wireless sensor device. For varied sensor 

device case, the sensor device is varied as 20, 40 and 60 and is 

moving with fixed mobility speed of 3 cycle per frame, with one 

control channel and 4 data channel and experiment are 

conducted. The outcome of experimented is graphically 

represented in Fig. 2. Experiment outcome shows EESA 

improves energy efficiency performance by 48.53%, 52.55%, 

and 54.513% over exiting model considering 20, 40, and 60 

wireless sensor device, respectively. An average energy 

efficiency performance improvement of 51.86% is attained by 

EESA over existing model considering varied wireless sensor 

device. Further, for varied mobility speed of sensor device case, 

the senor device mobility speed is varied as 4 (highest mobility 

speed), 6 and 8 (least mobility speed) cycle per frame, senor 

device is fixed to 30, with one control channel and 4 data channel 

and experiment are conducted. The outcome of experiment is 

graphically represented in Fig. 3. Experiment outcome shows 

EESA improves throughout performance by 34.83%, 35.15%, 

and 35.52% over exiting model considering 4, 6, and 8 cycle per 

frame, respectively. An average throughput performance 

improvement of 35.96% is attained by EESA over existing 

model. From, Fig 2 and 3, it can be seen as sensor device and 

mobility speed of sensor device is increased the overall energy 

efficiency performance is affected for both existing and 

proposed. However, the proposed model attain significant 

performance than exiting model considering varied sensor 

device and mobility speed of wireless sensor device shows 

adaptiveness of EESA considering multi-channel mobile CR-

WSN. 
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Fig. 3. Energy efficiency performance considering varied 

wireless sensor device 

 

 
Fig. 5. Energy efficiency performance considering varied 

mobility speed of wireless sensor device 

 

IV. CONCLUSION 

This work conducted extensive survey and identified that the 

exiting spectrum access model suffers from energy overhead and 

spectrum utilization inefficiency issues. This paper overcome 

these issues and presented an energy efficient spectrum access 

model of multi-channel and mobile cognitive radio network. 

EESA used both temporal and spatial information for obtaining 

channel accessibility status for contending device. The EESA 

model addresses interference issues among contending device. 

Thus aided in maximizing throughput and minimizing energy 

overhead. Experiment are conducted to evaluate performance of 

EESA over exiting model. The result shows EESA attain 

significant performance over exiting model in terms of 

throughput and energy efficiency. The outcome shows EESA 

attain an average throughput performance improvement of 

37.4% over existing model considering varied mobility speed of 

wireless sensor device and varied wireless sensor device. 

Further, EESA attain an average energy efficiency performance 

improvement of 48.8% over existing model considering varied 

mobility speed of wireless sensor device and varied wireless 

sensor device. The overall result attained shows, the EESA 

minimize energy consumption, maximize throughput and utilize 

spectrum more efficiently considering multi-channel mobile 

CR-WSN. The future work would consider performance 

evaluation considering varied network parameter and enhancing 

channel access model.  
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Abstract: In this paper, the cameras capture lot of 

information that can be highly used in detecting and 

tracking objects in motion. Though it is challenging, 

object detection is used to detect object either in each 

frame or when it first comes in the video.  Various 

methods like frame difference, background 

subtraction, optical flow can be used for detection. 

The highest objective of this is to contribute the 

human operators which help in detecting and 

tracking doubtful or uncommon actions in the video 

sequence. The visual observation system needs fast 

and strong approaches of detecting and tracking the 

moving objects. Moving objects were detected using 

canny edge method positively. Moments of different 

order were extracted using Zernike moments 

techniques. Analysis was done on all the Zernike 

moments from z00 to z88. The results show that the 

number of unique motion in the video and number of 

unique motion detected by the system is equal with 

accuracy of 100%. 

Keywords: Canny edge detection, Niblacks Algorithm, 

Object Tracking Sharpening filter, Zernike Moment. 

I. INTRODUCTION 

Image processing is amongst the peak explored 

fields. Surveillance systems are mainly utilized for 

safety purpose, and also many other necessities. 

Object tracking as well as object detection are the 

key phases. Various methods are being used for 

these phases. To automate the system and for 

reliability, researches are also done to a high extent. 

[1]. Object detecting and tracking are amongst the 

greatest jobs which are challenged which a 

surveillance system has to achieve so that 

important events and doubtful actions can be 

defined, and automatically explain and get the 

video data [2]. In an object tracking, an object is 

something which plays a vital role for the analysis 

done later. Objects are characterized based on 

shapes and forms [3]. Using a data in a single 

frame is a common approach to detect an object. To 

lesser the quantity of untrue detections, a temporary 

data is included from sequences of frames which 

are used by the approaches to detect an object [3]. 

Video Summarization generates the detailed 

information of the videos which covers extreme 

data that helps to understand the information in the 

video in an improved way. Video summarization 

techniques are of two types viz. Static Video 

summarization and Dynamic Video Summarization 

[4]. Summarization of static video basically 

includes selected key frames [5]. Also includes a 

group of key frames which is in the original video 

and there is no constraint with the sequence and 

time factors. Most methodologies contain the visual 

characteristics figured from video frames. A worth 

video abstraction helps the user to extract immense 

information regarding the aimed video sequence in 

a given time limit or sufficient data in less amount 

of time. The produced summarization can provide 

individuals in navigating big video files and in 

getting the judgments more powerfully related to 

selection consuming, sharing, or deleting 

information [4]. 

II. LITERATURE SURVEY 

Authors have presented a system which is 

integrated for the abstraction of video which is 

object based [6]. Their contributions and features 

for the proposed methodology are as follows.  • 

Effectiveness • Online processing• Open 

framework. Motion, color, special relationship, text 

and speech are certain features to describe an 

object. A research done for every feature should be 

led in order to discover important characteristics. 

Authors have proposed an algorithm which uses 

Kalman filters for segmentation as well as 

detecting an object [7]. For the purpose of 

prediction and filtering Algorithm, Kalman filter is 

used. Those extra situation is involved in this 

dynamic structure is to catch the error which are 

between the real and estimated position of the ball 
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which is done using filter. The model, the Authors 

have proposed is an Adaptive background 

subtraction [8]. For the purpose of object tracking 

and detection, this model is used to obtain best 

detection values using a stationary camera. In 

filtering process color and other characteristics are 

considered beneficial for both models viz.1. 

Generative Model 2. Discriminate Model. To 

improve the accuracy rate of the tracked objects, 

proposed model makes use of the tracking levels 

and reduce the computational difficulty for both 

indoor as well as outdoor dataset. It makes the use 

of illumination variant for dynamic variations 

tracking in the entire background. Authors have 

proposed a fast as well as accurate technique for 

detecting and tracking the objects which are 

moving [9]. The proposed technique has good 

performance of the detection amongst various 

objects present in the scenario and it is also non-

sensitive to moving objects. In addition, the 

technique accurately evaluates the quantity of 

moving objects in each and every frame, which is 

appropriate for the scenarios where this data is 

unavailable or it is hard to get. The proposed 

technique works with feature points and also the 

time of execution is low than the others and its 

usage of memory is also very less, as all the frame 

doesn’t go under the process. The Proposed method 

describes that as compared to 2 frames technique in 

which problem is regarding holes; there 

background subtraction gave the good results [10]. 

When comparison is done with existing and 

proposed, better estimation of the detected object is 

given by the background subtraction, proposed 

technique. The proposed system showed accurate 

and broader foreground as compared to existing 

background as well as 2 frame method and reduced 

the holes problem efficiently. In this paper, authors 

have discussed a widespread study of object 

detection as well as tracking approaches [11]. A 

detailed discussion over advantages and 

disadvantages of existing approaches of object 

detection, classification as well as tracking has 

been done. The method, background subtraction is 

determined to be the easiest technique which gave 

the detailed description about the object when 

comparison is done to frame difference along with 

the optical flow detecting approaches. Authors of 

[16] have proposed a video summarization 

technique based on SURF and its optimization. 

Video summarization technique based on color and 

texture features is proposed in [15]. 

 

III. COMPARATIVE ANALYSIS   

The detailed comparison of different object detection and tracking techniques are given in the Table 3.1 

 Table 3.1: Comparative analysis of object detection and tracking techniques 

Sr. 

No 

Name of the Paper Techniques Used Advantages 

1 Object-Based video Abstraction 

for video Surveillance system 

[6]. 

Canny edge detection 

method. 

• Efficiency 

• Effectiveness 

• Online processing 
• Open framework. 

2 Moving object tracking using 

Kalman filter [7]. 

Kalman Filter • For security system , it is 

used for the navigation.  

• Best for prediction and 
filtering 

• Availability of high quality 

3 A Novel approach on object 
detection and tracking using 

adaptive background subtraction 

method [8]. 

Gaussian, Adaptive 
Background Subtraction. 

• Recognition rate for bending, 
running and walking is 

excellent.  

4 Motion-based moving object 
detection and tracking using 

Automatic K-means 

[9]. 

Automatic K-means, Shi 
and Tomasi algorithm, 

Lucas-Kanade method, 

K-means algorithm. 

• The performance for 
detection is good. 

• Accurately estimation of 

moving objects. 
• It has less execution time. 

5 Optimized dynamic background 

subtraction technique for moving 
object detection and tracking 

[10]. 

Three Frame difference, 

Background subtraction 

• Background subtraction 

technique is way much better 
when compared to two 

frames technique. 

• It gives the better estimation 
of the objects which are 

detected. 

• Shows accurate and wider 
foreground. 
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6 A survey on Moving Object 

Tracking Using Image 

Processing 

[11]. 

Frame Difference, 

Background Subtraction, 

Optical Flow 

• Performs well in the static 

background. 

• Low memory requirement. 

• Produces complete movement 

information 

IV. PROPOSED METHODOLOGY 

The proposed system includes obtaining of videos 

of .avi and .mp4 formats. The video is full of 

information and can be used for the further 

processing. The bulk of data we get from the videos 

contains noise and redundant information so the 

images or the frames which are extracted need an 

enhancement. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.1. Proposed system diagram 

Enhancement can be done in various ways like 

color illumination, noise removing, removing blur 

from the blurred images etc. In the proposed 

system removal of noise and blur frames is 

performed using Sharpening filter to get the 

enhanced images or frames. After the noise 

removal the main aim is to detect the object on 

which we need to do the tracking of its movements. 

The canny edge detection method is used to 

identify the object from the frames which will just 

keep the object on focus. Then the next step is to 

track the object for which object features are 

extracted by using Zernike moments for better 

results. Once the object is tracked then the main 

focus is to track the unique moments of that tracked 

object. Figure 4.1 explains the proposed system.  

The detailed description about the proposed system 

is as follows: 

Step1: Extract frames from the video:                  

The proposed system includes obtaining of videos 

of .avi and .mp4 formats. Frames of the video are 

extracted and are stored for the further processing 

task. 

Step 2: Noise reduction using sharpens filter: 

imsharp filter sharpens the image with the help of 

unsharp masking concept. Sharpness is essentially 

the distinct between various colors. A quick 

changeover from black to white appears sharp. A 

steady transition from black to gray to white 

appears blurry. Sharpening images growths the 

contrast along the edges where variety of colors 

meet. There is confusion with the name of this filter 

but an unsharp filter is an operator used to sharpen 

an image. Fig 4.2 shows the original and sharpen 

image. 

       

    Original Image                   Sharpen Image 

Fig 4.2: Original image Sharpen image (For image no: 115) 

 

Step 3: Object detection using Canny Edge 

detection: The performance criteria that the canny 

detector aims at are as follows: 

1. Detection should be good 

2. Good localization 

3. Single edge should have only one 

response. 

The steps of canny edge detection algorithm are as 

follows: 

1. Gaussian filter helps to make the input image 

smooth. 

2. Perform calculation of Gradient magnitude and 

phase of the filtered images.  

3. Gradient Magnitude image is further used for 

applying non maxima suppression. 

Extract frames from the video 

Noise reduction using Sharpening filter 

Object detection using Canny Edge detection 

     Applying Zernike Moment 

Obtain the difference between the moments 

Calculating Threshold T 

If the diff bet 

two adj. 

frames is > T 

Motion detected No Motion Detected 

Displaying the unique moment frames. 

Start 

Stop 
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4. Apply two thresholds and perform connectivity 

to obtain the edges and link them. [12] 

Fig 4.3 shows the original and canny edge detected 

image. 

 

            
  Original Image                     Canny Edge detected 

 

Fig 4.3: Original image and canny edge detected image (For 

image no: 115) 

 

Step 4: Applying Zernike moment: Moments 

defines the numeric amounts at certain distance 

from a reference point/axis. They are the scalar 

quantities which are used to describe a function and 

to obtain its features. It is broadly used for the 

description of shape. Hence, we can say that 

moments are used to extract the features [13] [14]. 

This concept was introduced in 1934 by Zernike. 

Zernike moments are representation of the image 

properties with negligible redundancy and 

information overlapping between them. Thus they 

can be utilized to extract features from the images. 

Zernike put forward a combination of complex 

polynomials which forms a complete orthogonal set 

over the interior of unit circle. For moment 

computation the origin is considered as the center 

of the given image and pixel co-ordinates mapping 

is done in the range of circle with unit distance. 

The pixels lying outside the unit distance circle are 

ignored at the time of computation. Hence Zernike 

moments are invariant under rotation. If all 

moments of a function f(x, y) up to order Nmax are 

known, then it is  possible to reconstruct discrete 

function f(x, y) , whose moment matches to those 

of original function f(x, y) up to order Nmax [13]. 

Advantages of Zernike moments: 

• Simple rotation invariance. • Higher accuracy for 

detailed shapes. • No redundancy. • Better at 

reconstruction. 

Step 5: Obtain the difference between the 

moments: Initially the difference between two-two 

frames will be calculated. Assume there are 300 

frames, so 299 differencing values will be 

calculated. Then the average of the same will be 

calculated. Sum of all the difference values will be 

divided by the total number. The result got is the 

mean. 

 

Step 6: Calculating Threshold T: 

Threshold is calculated with formula, niblack’s 

algorithm:  

T(x, y) = m(x, y) + k* δ(x, y)   

Where m(x, y) = local mean, δ(x, y) = standard 

deviation of the pixels which is inside the local 

window and K = bias. Default value of K is set as 

0.5; m(x, y) and δ(x, y) adjust the value of the 

threshold according to the contrast present in the 

local neighbourhood of the pixel. The k controls 

the adaptation levels by varying the value of 

threshold. Any value of frame differences higher 

than the threshold has unique motion in that frame. 

Then those frames are stored as uniquely detected 

motion.  

V. EXPERIMENTAL RESULTS: 

The Proposed method is implemented in MATLAB 

R2013a version.  

Video details: 

Name: walk3.flv 

Size: 5310KB 

Duration: 17 seconds 

Total number of frames: 526 

       According to the analysis done on the video 

using all the Zernike moments right from z00 to 

z88, we have found that z75 and z55 are the two 

Zernike moments which gave the excellent results. 

These two moments have captured the small unique 

details from the extracted frames, which helps to 

find out what exactly happened in the entire video 

instead of going through the whole video. 

The unique detected frames of Zernike moments 

Z55,Z60,Z75,Z77 and Z82 is shown in Fig 5.1, 5.2, 

5.3, 5.4 and 5.5 respectively. 

Z55 

 

Fig 5.1: Uniquely Detected Frames of Zernike Moment z55 
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Z60 

 

 

Fig 5.2: Uniquely Detected Frames of Zernike Moment z60 

Z75 

 

Fig 5.3: Uniquely Detected Frames of Zernike Moment z75 

Z77 

 

Fig 5.4: Uniquely Detected Frames of Zernike Moment z77 

 

 

 

 

Z82 

 

Fig 5.5: Uniquely Detected Frames of Zernike Moment z82 

The total number of frames, unique frames detected 

and accuracy of the Zernike moments 

Z55,Z60,Z75,Z77 and Z82 is given in table 5.1 

Table 5.1: Analysis of Zernike Moments, total number of 

frames, unique frames detected and accuracy. 

 

 

VI. PERFORMANCE ANALYSIS 

6.1 Subjective Performance Analysis: 

The Performance for the above mentioned Zernike 

moments were analysed by different types of 

audiences. The testing was done on it by different 

people and the analysis was done accordingly. As 

the audiences changes the way to the testing 

procedure changes. It was evaluated by other 

students, faculties, etc. The evaluator might rate the 

testing on each subjective criterion using a scale 

that ranges from poor to excellent. Subjective 

Performance Analysis for Zernike Moments is 

shown in Table 6.1. 

 

Zernike 

Moment 

Total no of 

frames 

Unique 

frames 

Accuracy 

Z55 526 33 100 

Z60 526 42 
80 

 

Z75 526 58 100 

Z77 526 28 90 

Z82 526 51 90 
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Table 6.1: Subjective Performance Analysis 

 

VII. CONCLUSION 

The main idea of the work is to detect unique 

motion of the objects to trace any doubtful or 

unusual behavior. The study shows that the videos 

are taken by static cameras. That video is properly 

converted to the frames. As frames may contain 

some noise that is reduced using sharpen filter. 

Object detection plays an important role so the 

procedure should be done in such a manner that the 

object is properly extracted. This is done using 

canny edge detection algorithm successfully. Using 

Zernike moment the object tracking is done. 

Analysis was done with all the Zernike moments 

from z00 to z88. After the analysis, z55 and z75 

gave the excellent results with 100% of accuracy. 
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Zernike 

Moment 

Poor Good Excellent 

Z55 1 4 5 

Z60 4 4 2 

Z75 2 3 5 

Z77 3 3 4 

Z82 3 4 3 
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Design of a miniaturised and novel DGS-based
UWB antenna

Abstract—A novel and compact microstrip antenna with a slot
designed in the shape of alphabet-I and a Defective Ground
Structure (DGS) has been designed for UWB (Ultra Wide Band)
and X-band applications. The dimensions of the designed antenna
is 19 mm x 29 mm x 1.6 mm. The antenna was imprinted on
FR4 material having relative permittivity of 4.4. Simulations were
carried out using HFSS software and thereafter measurements
of the fabricated prototype were done to validate the results. The
reflection coefficient obtained covers both the UWB and X-bands
extending upto 15.14 GHz. The radiation pattern is seen to be
stable over the above mentioned band. This antenna with such a
large band is designed with an aim to be put to use in microwave
imaging experiments.

Index Terms—antenna, ultrawideband, defected ground struc-
ture, microwave imaging.

I. INTRODUCTION

In the year 2002, the Federal Communication commission
(FCC) assigned the frequencies from 3.1 GHz to 10.6 Ghz as
the UWB band for carrying out commercial communication.
[1]. Since then active research efforts have been involved
in developing more and more compact and low cost UWB
antennas over time. The challenge faced by the designers
is maintaining the large impedance bandwidth from 3.1-10.6
GHz along with a stable radiation pattern in the comptele
frequency band [2].

Recently, UWB antennas are widely being applied in
medical imaging using microwaves, such as in radar-based
detection of bone anomolies, pulmonary edema, breast tumour,
brain stroke etc. The antenna reported in this paper was
designed to be integrated into a microwave imaging experi-
mental setup. The antenna can act as transmitters to illuminate
the model under study and also collect the scattered signals
(occupying a large range of frequencies) coming from breast
models to aid in a more accurate reconstruction [3].

Researchers across the globe have documented different
(UWB) antennas which have microstrip feed or coplanar
waveguide (printed) feed [4-7]. These antennas have various
structures of the patch, have different shapes of slots, have
complete ground on the bottom side or various levels of
defected ground geometries; while others have been etched
on substrates with varying ranges of dielectric constant (eg.
Rogers substrate) [8-13].

In this article, a compact microstrip fed antenna with an
I-shaped slot and a defected ground working in the UWB and
X-bands (8-12 GHz) is presented. This DGS design with a
semi-circular slot was instrumental in extending the bandwidth
upto 15.14 GHz. This reported design was developed in HFSS
software and was also verified using CST simulation studio.

The fabricated antenna was placed in the anechoic chamber
and tested with the Vector Network Analyzer (VNA) Agilent-
PNAE8362B.

The paper has been arranged as follows. Section II explains
in detail about the structure of the designed antenna complete
with the dimensions of the cuts and slots made to the patch
and ground planes.. Section III reports the results obtained
during the testing of this antenna after fabrication against the
simulated results. Finally, Section IV concludes the paper.

II. ANTENNA DESIGN

The patch and ground schematic of the reported antenna
has been depicted in Fig. 1 (a) and (b). The dimensions of the
antenna and its slots have been listed in Table I. This novel
structure was modeled using the HFSS platform to obtain
the desired radiation characteristics. Thereafter, the antenna
was etched on an FR4 substrate material which is prevalently
employed in antenna fabrications. The FR4 material possesses
dielectric constant of 4.4, loss tangent of 0.02 and comes with
a height of 1.6mm.

Patch has an I-shaped slot to obtain the desired return loss
in the UWB band. A hexagonal shaped patch of copper has
been placed inside a circle of radius 5.7mm at the centre of
the patch to attain better radiation patterns. The dimensions of
the various cuts and slots of the patch at the top and near the
feed end have been optimized through parametric analysis.

(a) (b)

Fig. 1. Schematic diagram of the designed antenna showing the (a) top patch
and (b) the ground.
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The ground plane does not occupy the entire bottom side of
this micro strip antenna. The ground plane has been modified
to arrive at a DGS structure extending only upto a height of
5.8mm. A semicircular slot of radius 1.3mm has been etched
out of this ground at the top. The DGS structure aided in
attaining the large bandwidth as reported.

TABLE I
ANTENNA PARAMETERS

Parameter Value in mm
L 29
W 19
L1 9
L2 8
R 5.7
Hf 7
Hg 5.8

III. RESULTS AND DISCUSSION

The return loss simulations showed that the antenna had an
impedence bandwidth extending from 3.05 to 14.5 GHz cover-
ing the UWB as well as the X-band and extending further. To
verify the simulated results, the fabricated antenna was tested
in the laboratory using the PNAE8362B network analyzer that
could measure upto 20 GHZ. The measurements of return loss
obtained validated the antenna’s simulated results as clearly
depicted in Fig. 2. It can be seen that the resonances of the
fabricated antenna fall at 3.6 GHz, 4.9 GHz, 7.4 GHz, 8.3GHz,
9.6 GHz, 11.8 GHz and 13.9 GHz. The connector losses and
fabrication errors may be the reason for this slight shift.

Fig. 2. The return loss of the antenna and the measurement setup in the inset

The return loss alone is not enough for judging the versatil-
ity of any antenna. Additionally, an omnidirectional radiation
pattern that is stable throughout the proposed band is also

(a) (b)

(c)

Fig. 3. E-field and H-field radiation pattern obtained at (a) 4GHz, (b) 8GHz
and (c) 10GHz.

required. Hence, the radiation pattern analysis was carried out
for the antenna in the desired range of frequencies. The pattern
is observed to have a desired nature in the entire band. The
E-field and H-field radiation pattern plots have been shown in
Fig. 3 (a-c) for 4GHz, 8GHz and 10GHz. It is observed that
the pattern is more ideal at the lower frequencies and keep on
taking more and more distorted shapes at higher frequencies.

To know the advantage of the designed novel antenna
reported in this paper over other state-of-art antennas present
in the literature, a comparative analysis is carried out and
illustrated in Table II below. Compactness in antenna size
has been achieved with the dimensions of 19 x 29 sq.mm.
Additionally, it may be noted that a very large bandwidth
extending upto 15.14 GHz has been maintained with such
compact antenna dimensions.

TABLE II
COMPARISON TABLE

Reference Size (mm2) Band (GHz)
Sharma et al. [4] 34 x 34 3-12
AnilKumar et al. [5] 25 x 30 3.1-10.15
Rahman et al. [8] 30 x 18 2.9− 10.7
Bukkawar et al. [9] 34 x 38 2.80-12
Safia et al. [10] 34 x 32.5 3.1-10.9
Ali et al. [11] 28 x 28 3.50-15.1
Yeo et al. [12] 30 x 30 3.02− 11.04
Yeo et al. [13] 30 x 32 2.99-10.87
Proposed antenna 19 x 29 3.1− 15.14
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IV. CONCLUSION

A novel ultrawideband antenna capable of operating in the
UWB and X-bands was designed and fabricated. The antenna
has a compact size of 19mm x 29 mm x 1.6 mm operating over
a band of 3.1 to 15.14 GHz. The antenna has been developed
to be included in a microwave imaging setup to illuminate the
object under study and to collect the signals scattered off this
object for further reconstruction and analysis for breast tumour
detection.
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Abstract—This paper presents implementation of FPGA 

based low power music system and digital data transmission in 
real time environment. The proposed system consists of a music 

source, voltage divider, JXADC Pmod, Artix-7 Processor, DDR2 

memory and Mono Audio Out. Music source provides analog 

input using auxiliary wire to the JXADC port. The music data is 

sampled at 44.1KHz using JXADC and output is taken from the 
headphone jack using PWM. JXADC port requires bias voltage 

of 0.5volt that is made available from on-board 1volt rail found 

on J14. A divider circuit is used to obtain 0.5volt out of 1.0volt 

input. Nexys4 DDR board is used for designing the algorithm of 

real time music system. Algorithm is designed using Verilog on 
Vivado 2018.3 Design Suite. In this process XADC’s consumes 

0.002W of total power 1.198W. The music system provides an 

excellent music data to the audio out pin J8 in real time.  

Keywords— FPGA (Field Programmable Gate Array), JXADC 

Pmod (Analog to Digital Converter Peripheral module), PWM 

(Pulse Width Modulation), DDR2 memory (Double Data Rate 2 

RAM). 

I. INTRODUCTION 

 

       Rapid progress of digital and multimedia technology, real 

time music data has been used in many remote locations like 

analog to digital transmission, Bluetooth transmission or by 

wired transmission [1]. In the recent days, digital audio data 

transmission is very important in digital electronics world [2]. 

The digital audio processing in real time made a vital role [3], 

where low power processing take place. The digital Audio 

data processing done in three steps  [4], at first, the analog 

audio data process through the Pmod XADC port for 

converting the data in analog to digital format. Secondly, the 

digital formatted data can be transmitted in remote location 

from FPGA [5], that is very first process in terms of other 

devices. Thirdly, we can transmit the data by wires in digital 

format that’s also been converted to analog formatted data by 

using of PWM on J8 pin on Nexys4 DDR board [6]. The basic 

advantages of Artix-7 processor is control. Artix-7 processor 

gives highest performance in per watt fabric, data processing 

and integration in a cost sensitive FPGA. Featuring the micro-

blaze soft processor and 128MiB DDR2 support, the family is 

perfect for power-sensitive applications including low-end 

wireless communication, software-defined radio and machine 

vision cameras [7]. 

      The goal of this paper is to introduce a novel low power-

based music framework utilizing rough string-coordinating 

circuits for diminishing the computational time [8]. Field 

programmable gate arrays (FPGA) based design is appropriate 

instead of using application specific design. The FPGA 

procedures have similar computational speed to that of ASIC 

strategies. In addition, in light of their reconfigurable capacity, 

the FPGA gadgets give lower cost to changing circuits . This is 

very useful at the point of data transmission management. In 

the FPGA, signal processing is done by serially. So, minimum 

power management is also restored here.   

   

       This paper is separated in 5 Section and individual 

Section as follows, Introduction is discussed in section I and 

Section II describes the system design as block design format 

for real time music system. In the Section III low power-based 

design analyzed using proper implementation design and in 

Section IV the implementation design has been programmed 

on Nexys4 DDR FPGA board and simulation result has been 

discussed. In the last Section V result has been concluded and 

mentions the future scope.   

 

II. SYSTEM DESIGN 

 

        Low power hardware-based music system is a data 
processing system in real time [9]. The music data processes 

from an external input sources and we can get the output at the 
mono audio output port. At the same time, this digital music 

data can be simultaneously sent through wired channel [10], 

Bluetooth or wireless  transmission at any remote location [11]. 
The core design of music System block diagram is shown in 

Fig.1.The whole design act as an audio data processing system. 
The music or audio data fed to the JXADC by an auxiliary 

input cable and converted to the digital audio data. Which 
processed by the main process controller. Hence, digital data 

ready for transmission from FPGA to the remote location at the 

same time. Digital data transmission can be done by wire or 
wireless medium by using proper channel [12]. Digital data 

easily played at the mono audio output port through the head 
phone jack at J8 pin. Because of PWM the digital data 

converted to the analog format simultaneously. In this process 
the voice quality has been improved at the low power 

consumption level.  
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Fig.1. Block Diagram of Real T ime Music System using FPGA 

 

      In the above block design in order to have a reliable 

transmission of data following blocks such as Music Source, 

Voltage Divider, JXADC and Mono audio output plays a 

crucial role. The analog data is transmitted at 0.5v after 

passing through the Voltage Divider from the Music Source. 

Analog to digital conversion is done by JXADC and after 

processing the data from Artix-7 processor the digital data out 

fed to the Audio out port. The Mono Audio Port plays a vital 

role for Noise cancellation and Pulse Width Modulation 

(PWM) and output is taken from the same port. 

 

III. POWER ANALYSIS 

 

      The entire process is strongly able to manage a low power 

analysis. The implementation design is most effective in low 

power application [13]. In music system the maximum power 

is consumed up to 1.218 W. After implementing the design 

algorithm in Nexys4 DDR board, we have been analyzed the 

total on chip power is 1.198W shown in Fig.2. and the 

XADCs consumed the minimum power reason of using a 

voltage divider after the music source shown in Fig.3. The 

static and dynamic power is also derived from constraints 

files, simulation files or vector analysis. The static power of 

the device depends on the process, voltage and temperature. In 

this design the device static power is 9% of total on-chip 

power and the rest of the power is dynamic power i.e. 91% of 

total on-chip power, describes in fig.2. 

 

 
 

Fig.2. Power Analysis of Real T ime Music System 

 

 
 
Fig.3. Minimum Power supply to the XADC Port of Real Time Music System 
 
 

IV. RESULT 

 

      The prospective architecture is synthesized using VHDL in 

Vivado 2018.3 Design Suite. The design has been 

implemented on Nexys4 DDR (Xilinx part number 

XC7A100T-1CSG324C) FPGA kits. On board JXADC 

(Analog to Digital converter Pmod) that is next to the Pmod of 

JA. MIC is used to acquire the voice data from outsides and 

that data has been converted to the digital format by the on-

board JXADC that is interfaces through the processor to the 

MONO AUDIO OUT (J8) pin. The real music system is 

implemented using FPGA at low power level. The RTL level 

schematic design and Simulation result of music system has 

been shown in Fig.4. and Fig.5. The hardware implementation 

design of low power based real time music system is depicted 

in Fig.6. where the music data is continuously playing in the 

audio port using a headphone jack at J8 pin.  

 

 
 

Fig.4. The simulation result of Real T ime Music System 

 
 
Fig.5. The RTL design of real time low power-based Real T ime Music system 
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Fig.6. The hardware implemented design of low power based Real T ime 
Music System 

 

 

V. CONCLUSION 

 

In this paper, low power level based real time music system 

hardware has been implemented on Nexys4 DDR board. First, 

the Auxiliary input analog data fed to XADC port by using a 

bias voltage with the help of voltage divider circuit shown in 

Fig.6. Then entire design has been synthesized on Vivado 

design suite 2018.3 and implemented on Nexys4 DDR board 

successfully and ensures superb voice quality on real time 

music system. Wherever low power is maintained in music 

system, we can use this type of approach and digital data 

transmission from the FPGA in real time produce a great 

advantage to manage the data at any remote location area 

where digital audio data is essential.  In the future of work, the 

current approach and implementation design will improve by 

adding some extra interfaces for conventional real time music 

system. 
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Abstract—Today applications those work above Ethernet or 

Fast Ethernet will operate similarly well on Gigabit Ethernet.  

The redesigned system will convey undeniably more the 

application traffic. In this paper, Ethernet IEEE 802.3 Standard 

based interface design system in Verilog-HDL has been 

designed. This GMII interface recognizes Ethernet Frame 

Protocol and works at 1Gbps speed. The interface configuration 

has been simulated, later on it has been synthesized and 

implemented. The interface works on 125 MHz frequency. With 

the designing of this interface, Total On-Chip power as Static 

and Dynamic power, Slice logic, LUT as logic parameters are 

analysed.  Furthermore, the implementation result is verified. 

Keywords—Ethernet, GMII interface, Ethernet MAC, OSI 

reference model. 

I. INTRODUCTION 

The development of data innovation including progression of 

data communications is quickly expanding. This open door 

impacts a significant improvement in other’s life aspects. 

Without a doubt, the development of data innovation itself 

impacts likewise on innovation advancement of planning and 

executing hardware-based framework [1]. Usage of web, 

treated as one medium or arrangement of information 

correspondences, results numerous points of interest, for 

example, information security, far reaching network, fast of 

information transmission, and solid information trade 

component. 

       However, the execution of web arranges which will be 

utilized is unquestionably affected by gadgets or gear utilized 

inside the system [2]. The gear which will be utilized can be 

viewed as from the physical viewpoint, for example the 

equipment viewpoint. Conventions which will be utilized for 

information interchanges are additionally considered as 

imperative piece of executing the web organize.  

       Moreover, Advances in VLSI innovation have 

additionally pushed joining to the point where it is presently 

conceivable to structure and execution a system controller 

and microchip on single chip, which is known as SoC 

(System-on-chip) [3]. The Gigabit Ethernet innovation is an 

augmentation of the 10Mbps and 100Mbps Ethernet 

standard. Gigabit Ethernet gives an information data transfer 

capacity of 1000Mbps while keeping up full similarity with 

the introduced base of more than 70 million Ethernet hubs 

[4].  

       Gigabit Ethernet includes both full-duplex and half-

duplex working modes. Gigabit Ethernet underpins arrange 

the board, existing applications, and the system working 

frameworks, which requires insignificant expectation to 

absorb information for Ethernet organize clients and directors 

[5]. These hazard minimization and speculation conservation 

angles are make Gigabit Ethernet excessively appealing.  

       The principle point of planning the Header and Trailer of 

Ethernet frame is isolated and remerged by the module which 

an interface module. The planning module will be an 

equipment based coordinated framework structured utilizing 

Verilog-HDL which may taking care of data relating 

correspondence conventions or principles which are utilized. 

The module interfacing procedure will be centred around the 

interfacing of Data-link-layer (Layer 2) and Physical Layer 

(Layer 1) in the view of the Ethernet convention IEEE 802.3 

for picked the availability of Ethernet 1Gbps. 

Fig. 1.1 gives an outline of IEEE 802.3 Gigabit Ethernet layer 

tends to the MAC and PHY layers of ISO model. 

 

 
 

Fig. 1.1.  Gigabit Ethernet layer graph tends to the MAC and PHY layers of      

           the ISO model [7]   

II. BACKGROUND 

There are a few aspects or parts of communication 

conventions. These conventions are mainly centred to 

principal idea of Ethernet IEEE 802.3. 
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A. Introduction to OSI 

     A certain device manufactured by different manufactures 

need to follow consistent standards to able to communicate 

properly. This shows the development of certain reference 

models and network models, while network models set a 

standard as to how data communication or information 

transfer over a network.  

       The reference models divide the functions of network 

into layers. The two most popular reference models are OSI 

reference model and TCP/IP reference model. Open Systems 

Interconnection (OSI) provide standardization for protocols 

to be used in different seven layers [6]. The OSI reference 

model’s every single layer act based on protocol of definitive 

type to communicate to peer layer of another node or system. 

Ethernet is perturbed with physical and data link layers of 

OSI reference model.  

       The Layer 1 (Physical layer) is responsible for 

converting the data from the form in which it is represented 

in data link layer to the form in which it is transmitted over 

the raw bits i.e. physical medium. Physical layer provides the 

hardware required to send and receive information over the 

physical medium [7]. This hardware contains clock 

synchronizer, signal encoders, line drivers, etc. It also defines 

the mechanical, electrical, and timing specifications for these 

devices that enable transfer of data over the communication 

channel. It also includes pin voltages, line impedances, 

cabling specifications like cabling distance, cabling type etc. 

       Data link layer is responsible for peer to peer or node to 

node communication within a network. The main function of 

data link layer is to convert the incoming data into frames, 

while other functions are include addressing, error control, 

control of access to shared medium and flow control [8]. Each 

frame contains its destination and source addresses which 

allows the identification of the sending and receiving stations 

respectively on the network. The corresponding OSI 

reference model and its Layer 2 architecture shown in below 

Fig. 2.1. 

 

 
Fig. 2.1. OSI reference model and architectural positioning of Layer 2 [2] 

B. Ethernet Frame Format 

      The heart of the Ethernet communication system is the 

Ethernet frame. The network hardware constitutes of the 

Ethernet interfaces, physical media cables move Ethernet 

frames between computers network or stations. In Ethernet 

frame the bits are formed up in specified fields. The basic 

Ethernet frame format is shown below Fig 2.2. 

 

Fig. 2.2.  Basic Ethernet Frame Format [5]  

C. Ethernet Media Access Control 

     The Data link layer is partitioned into 2-Sub-layers 

namely the Logical Link Control sub-layer (LLC) and the 

Media Access Control sub-layer (MAC). The Logical Link 

Control sub-layer works as alliance between physical layer 

and the higher layer of protocol. The Media Access Control 

sub-layer adopts LLC to different media access technologies 

and physical medium. The main functions of the LLC sub-

layer are flow control and multiplexing the protocol fields 

transmitted over the MAC sub-layer while transmitting and 

decoding them while receiving [9]. 

         All Protocol signals are created which are required by 

the MAC module and its separate FIFO supportive buffers, 

according to the Host interface [10]. 

• The Transmitter control module, which originates 

frames is consisted by the Transmitter. 

• The Destination address field, the Source address field 

and the Length/Type field of frame which is originate in 

transmit control module is included in the MAC address 

viper. 

• A Cyclic Redundancy Code (CRC) generator is 

comprised in the transmitter to create the necessary CRC 

bits which is attached as the Frame Check Sequence 

(FCS). 

• The Receiver control module, which decapsulates the 

protocol fields of frame is consisted by the Receiver. 

• A checker of CRC is responsible to check lapses in frame 

transmission. 
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• The checker of MAC address is responsible for MAC 

address fields checking. It additionally checks for 

broadcast or multicast frames address. 

The Ethernet Media Access Control (MAC) architecture 

shown in below Fig 2.3 consists of the Transmitter module 

and the Receiver module. 

 

 
 

Fig. 2.3.  MAC Implementation Block Diagram 

 

III. THE DESIGN AND ITS SIMULATION 

 For the designing of this interface and advancement, the 

essential idea of configuration stream as following: the 

underlying advance of this reasonable structuring is started 

with characterizing the for the most part structure detail. The 

idea of configuration stream of this structured framework and 

advancement completed as the framework satisfied the 

significant criteria seen from its distinguishing identification 

process. 

 

A. Design Specification 

     The initial step of design is started with characterizing 

about design specification. The plan worries on information 

interfacing which created from ethernet controller. 

Information unquestionably came about because of controller 

are 8-bit [11]. Information treatment of this plan isn’t totally 

centred around the information originated from Ethernet 

PHY. The information is real information that complying 

with Ethernet frame protocol i.e. IEEE 802.3 Ethernet 

Standard. 

       Besides, this structure isn’t totally executed for 10Mbps 

of Ethernet availability [12]. In any case, this structure is 

actualized dependent on strategy for 1Gbps of Ethernet 

connectivity. 

 

            

Fig. 3.1.  Main Modules of Interfacing System 

 

B.  Functionality of the Designed Interface 

      The planned framework comprises of two primary 

modules to be specific, the Transmitter (Tx) and the Receiver 

(Rx). The Transmitter (Tx) as the primary module is arranged 

at host/PC, and the other module is arranged as the Receiver 

(Rx) at host/PC. However, the principal module and second 

module are capricious. 

       The interface framework outline is delineated in above 

Fig 3.1. Each unit has its own particular usefulness. The 

usefulness of every unit can be characterized as: 

• Module Rx-MAC, which forms the approaching 

information, which will at that point recognize the 

Ethernet frame presence and complying with the MAC 

IEEE 802.3 convention inside the approaching 

information coursing through framework interface. In 

receive module the clock provided by PHY device 

(125MHz) is connected to MAC clock, rx_clk. 

• Module Tx, which processes to control the gearbox 

information out from the interfacing framework. The 

gearbox information out is identified with MAC bits 

(Eight - bits). In transmit module standard programmable 

PHY devices operating in 1000Mbps mode generate a 

125MHz clock. 

Below Fig 3.2 shows the RTL view diagram of main module 

of interfacing design system, which consist of Rx and Tx-

modules respectively. 

 
Fig. 3.2.  RTL view diagram of design interfacing system 
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C.  Design Simulation 

      The design system simulation was performed utilizing 

Xilinx ISE 14.7 and Vivado HLS 2016.2. The ISE Design 

Suite 14.7 was utilized to simulate the Verilog based interface 

plan framework. Inside the simulation, each module of 

incorporated plan framework will be gotten to dependent on 

usefulness and time imperative. 

       The PHY device expects a 125MHz clock from MAC 

system function in gigabit mode. Due to the MAC system 

function does not generate a clock output, an outside clock 

module is acquainted with drive the 125MHz clock to PHY 

devices and MAC system function. During the transmission 

MAC control signal selects GMII, which subsequently drives 

the MAC GMII to PHY interface. 

       In the Fig 3.3, recognition of substantial Ethernet frame 

is appeared, and yellow circle depicts the frame Preamble 

field which is responsible for clock synchronization. And red 

circle indicates the Payload or MAC client data field of 

Ethernet frame. MAC client data can be 46 to 1500 Bytes for 

Data frame, and those Ethernet frame contains Payload (> 

1536 bytes) consider as Type frame. In indigo circle indicates 

the Inter Frame Gap (IFG) between the two consecutive 

frames. According to IEEE 802.3 Ethernet standard IFG 

should be 12 Bytes in normal communication transmission, 

most importantly IFG is decided by PHY device. As per IEEE 

802.3 Ethernet standard minimum value of IFG can be 5 

Bytes. 

 

  
 
Fig. 3.3.  Detection of different field of Ethernet Frame 

 

Ethernet frame has dispatched to beneficiary module to one 

occasionally and analysed for recreation confirmation of 

casing. As indicated by Fig 3.4, at whatever point the FCS 

sent to beneficiary, the module RX-MAC looks at the FCS to 

other assertion FCS come about by checking the information 

section of Ethernet frame. In below Fig 3.4, red circle 

indicates FCS field match to receiver module side and 

transmitter module side. In Ethernet frame FCS field can be 

4 bytes at before end of frame i.e. tx_en = 0. 

 

                          
Fig. 3.4.  Detection of FCS with no error 

IV. VERIFICATION PROCESS 

Verification procedure of our interface configuration is the 

procedure executed at whatever point the information 

embedded to interfacing plan framework. Verification 

process depends on a few stages which are characterized as 

pursues as: 

• The first 7 bytes of Ethernet frame, will consider to 

Preamble field identification and to recognize next byte 

will consider as Start of Frame Delimiter (SFD).  

• Address field identification, at any time the preamble 

field and SFD identifiaction process has been done, the 

next six bytes will occupy as Destination address field, 

and further next six bytes will consider as Source address 

field. 

• The other stage is related to identification of the tagged 

frame, it will occupy next four bytes if frame is tagged 

and occupy next 2 bytes for Length/Type field. In case 

of untagged frame it will occupy 2 bytes only.  

• After the identification of Length/Type field, MAC 

client data field starts, it can be 46 to 1500 bytes in case 

of Data frame. And in Jumbo Ethernet frame can carry 

up to 9000 bytes Payload. 

• Last four bytes (before Inter frame gap) of Ethernet 

frame will consider as Frame Check Sequence (FCS).  

Below Fig 4.1 shows the Verification process of Ethernet 

frame FSM. It shows the distinct fields detection of Ethernet 

frame. 
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Fig. 4.1.  Verification process FSM of Ethernet frame 

V. CONCLUSION 

In this report, a straightforward interface configuration 

dependent on Ethernet convention has been designed. The 

configuration of this interface is open or straightforward to 

physical media for information correspondence. To plan this 

interface, it is required 297 Slice logic, 136 LUT as logic and 

based on sysnthesis result, the Total On-Chip power 2.738W 

in which Dynamic 2.636W and rest Device static 0.102W is 

used. The Ethernet casing of IEEE 802.3 Protocol is 

recognized by this interface, which also comprises of Rx- 

module and Tx - module. The  interface’s design functionality 

has been verified by indicated its Verification process that it 

works appropriately as it also can recognize 802.3 Ethernet 

Frame. 
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Abstract— This paper proposes a Modified-Mixed Logic 

Design (MMLD) for the decoders, which comprises full swing 
Gate diffusion input (GDI) technique, conventional 
complementary metal oxide semiconductor (CMOS) and Dual 
value logic (DVL). Two modernized topologies: 14T and 15T 
decoders are designed for minimizing power dissipation and 
propagation delay respectively. Each traditional and inverting 
decoder is enforced in every case. Compared to the 
conventional CMOS logic, the proposed decoder gives full 
swing with reduced count of the transistors. The spread of 
Cadence (Virtuoso) simulation at 45nm is used for 
implementing this proposed mixed logic decoder at different 
frequencies with different various supply voltages, which 
shows reduction in power dissipation & propagation delay as 
compared to typical CMOS and existing mixed logic design. 

Keywords—Modified Mixed Logic Design (MMLD), Full 
swing GDI, DVL. 

I. INTRODUCTION 

    The primary issue in modern technology world is power 
reduction. The low-power [1] designs are of great importance 
among all electronics domains like Integrated Circuits, 
System on Chip (SoC), DSPs, Digital Phase Locked Loop 
[2] and Very Large-Scale Integration (VLSI) and in many 
different domains [3]. 

     The design of the systems is becoming increasingly 
compact in today’s world as the technology is developing so 
rapidly. Even though the circuits are not compact in some 
systems; there is still a need for less power consumption. 
There is a huge demand of applications that consume less 
power and are smaller in area. 

    Static CMOS network consists of one pull-up and one 
pull-down network and it gives good output driving 
capabilities [4] together. There are different CMOS 
technologies to design any circuit like PTL, TGL etc. 

     Pass transistor logic (PTL) was initiated during late 20th 
century, whose main motive was to deliver a good backup to 
conventional CMOS design in the sense of power, area and 
delay [5]-[7]. The major difference in the design is that, in 
PTL all the terminals that are presented can work as inputs.  

    Transmission gate logic (TGL) is a parallel bidirectional 
switch composed of NMOS and PMOS transistor. With the 
help of TG logic, implementation of complex designs can be 
easily done with a smaller number of transistors [8]. 
 
    Further the paper is sectioned as follows: Brief 
understanding of Decoder circuit designed by using normal 
CMOS logic and mixed logic is given in section II. The 
modified mixed logic design is explained in section III.              

Relative simulation results and performance analysis among 
different designs is discussed in section IV. Section V 
provides application of proposed decoder and finally section 
VI tells about the conclusion and future scopes. 

II. OVERVIEW OF DECODER CIRCUITS 

    Decoder is used to convert the data (which is available in 
coded format) from one format to another. So, we can say 
that a decoder translates a set of input data signals as their 
outputs into an equal decimal code. In other words, decoder 
is mainly a circuit that changes an obtained code into a group 
of signals. N-digit binary information is being translated into 
2n unique data lines in basic decoder circuit. 

A. 2-4 Decoder using conventional CMOS logic 

A decoder of size 2-4 produces four outputs from D0 to 
D3, where A & B are two inputs. Based on the combination 
of inputs, at a time only one output is set to one, while the 
remaining outputs are set to zero. On the other hand, an 
inverting decoder of size 2-4 also produces four 
complementary outputs from I0 to I3 in which based on the 
combination of inputs, one of the outputs is made to zero and 
all the remaining outputs are made to one. 

    The truth table of 2-4 Non-Inverting and inverting 
decoders are shown in Table I and II respectively. 

 

    A 2-4 non-inverting decoder requires four NOR logic and 
two inverter logic as depicted in Fig. 1(a). On the other hand, 
a 2-4 inverting decoder is implemented with four Nand logic 
and two inverter logic as depicted in Fig. 1(b). 
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Fig. 1. 2-4 Decoder (a) Non-inverting decoder (b) Inverting decoder. 
 

B. 2-4 Decoder using mixed logic design 

    Mixed logic [9] design comprises of transmission gate 
logic (TGL), conventional CMOS logic and dual value logic 
(DVL). 

    DVL is a type of Pass Transistor Logic (PTL). Actually, in 
PTL, two types of styles are present: Those using only 
NMOS transistors such as CPL and those using both NMOS 
& PMOS transistors, such as DPL and DVL [7]. But the 
logic which is taken here is DVL, because it eliminates the 
extra branches which are available in DPL and also it will 
sustain the full swing of DPL [10]. 

    With the help of transmission gate logic and dual value 
logic AND & OR gates can be easily implemented [8], 
therefore it is used in decoders. To implement non-inverting 
decoder, take two inputs A and B.  D0 & D2 outputs are 
designed with the help of DVL gates [7], where signal A is 
working as propagating signal. D1 & D3 outputs are done 
with TGL gates as shown in Fig. 2(a). Whereas to implement 
inverting decoder outputs I0 & I2 are done with TGL gates 
and outputs I1 & I3 are done with DVL gates as shown in 
Fig. 2(b). 

 

                       (a)                                                  (b) 

  

Fig. 2. 2-4 decoders. (a) Non-inverting. (b) Inverting. 

III. MODIFIED MIXED LOGIC  DESIGNS 

In modified mixed logic design the transmission gate part 
of decoder, used in existing mixed logic decoder, is replaced 
by full swing GDI technique. AND and OR gates can be 
accurately done by using full swing GDI logic technique and 
DVL. Hence a decoder can be designed by using GDI and 
DVL with conventional CMOS inverter. Full swings GDI 
based AND/OR gates [11]-[12] and DVL based two input 
AND/OR gates are shown in Fig. 3(a), (b), (c) and (d) 
respectively. 

 

       (a)                         (b)                        (c)                      (d) 

 
Fig. 3. AND/OR gates with three transistors (a) GDI based AND Logic. (b) 
GDI based OR logic. (c) DVL based AND logic. (d) DVL based OR logic. 
 
    As indicated in Fig. 3, two gate inputs A & B are labeled. 
In full swing GDI based AND/OR gates, input A is 
controlling all the three transistor’s gate terminals, whereas 
in case of DVL based AND/OR gates input A is connected to 
the gate terminals of two transistors, while input B is 
controlling the gate terminal of one transistor and it is also 
working as propagating signal. 

    While designing any gates with the help of these 
techniques, always the concern is that never use 
complementary input signal as propagating signal because it 
adds inverter in the propagation path, which will contribute 
more in delay. 

A. 2-4 Low-Power Decoder using 14-Transistor Topology 

 
A 2-4 inverting decoder is designed with the proposed 

modified mixed logic design. Let us take two inputs A & B, 
where D0 & D2 outputs, of decoder, are designed with the 
help of DVL gates, where A is working as propagating 
signal. D1 & D3 outputs are done with the help of full swing 
GDI based AND gates and inverter is implemented with the 
help of conventional CMOS logic. Resulting in 2-4 non-
inverting decoder using 14-transistors contains 9 NMOS and 
5 PMOS as shown in Fig. 4. 

Maintain the same procedure to design 2-4 inverting 
decoder with 14-transistor topology, where I0 & I2 outputs 
are designed with full swing GDI based OR gates and I1 & 
I3 outputs are done with DVL gates. This resulting 2-4 
inverting decoder using 14-transistors contains 5 NMOS and 
9 PMOS as shown in Fig.5. 

The two introduced topologies are called “2-4 LP” and 
“2-4 LPI”, with “LP” being “Low Power” and “I” being 
“Inverting”. 
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Fig. 4. 2-4 LP non-inverting decoder using 14-T. 

 

 
Fig. 5. 2-4 LP inverting decoders using 14-T. 

 
 

B. 2-4 High-Performance Decoder using 15-Transistor 
Toplogy 

 
The low-power 14-T topologies have a disadvantage with 

respect to the delay, which is resulting by taking signal A 
(which is in complement form) in the act of propagating 
signal for D0 and I3 outputs. An inverter is used to 
complement the signal A which increases delay in that path. 

In spite of that, D0 and I3 outputs can be accurately 
implemented with static CMOS. D0 output can be designed 
with CMOS based NOR gate and I3 output can be done with 
CMOS based NAND gate. Since, one extra transistor is 
added in both non-inverting and inverting cases, transistor 

count is increased by one. So, new 15-transistor topology 
reduces the delay, but power is increased little bit. A 2-4 
non-inverting and inverting decoder using 15-T topology 
contain 9 NMOS & 6 PMOS and 6 NMOS & 9 PMOS 
respectively as shown in Fig. 6 and Fig. 7. 

The two introduced topologies are called “2-4 HP” and 
“2-4 HPI”, with “HP” being “High-Performance” and “I” 
being “Inverting”.  

 

    

Fig. 6. 2-4 HP non-inverting decoders using 15-T. 

                   
Fig. 7. 2-4 HPI inverting decoders using 15-T.
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IV. SIMULATION RESULTS & PERFORMANCE ANALYSIS 

A. Simulation Results 

A range of Cadence Virtuoso based simulation is 
performed for comparing modified mixed logic based 2-4 
decoder with existing mixed logic and conventional CMOS 
based decoders. All circuits are designed in 45nm technology 
to get the reliable outputs. All designs are analyzed at 
different frequencies (0.5GHz, 1GHz, and 2GHz) and 
voltage (0.8V, 1V, 1.2 V). A capacitance of 0.2fF is 
connected to all outputs as a load. Input/output waveforms of 
non-inverting and inverting decoders using proposed method 
are depicted in Fig. 8 and Fig. 9 respectively. 

 

    

 Fig. 8. I/O waveforms of proposed 2-4 non-inverting decoder.  

B. Performance Analysis 

The parameters taken for the analysis are: Power 
dissipation and Propagation delay. Various performance 
analyses are given in Table III, IV, V and VI for power 
dissipation and propagation delay. Each proposed design 
technique is compared with existing mixed logic technique 
[9] and conventional CMOS logic technique. Proper bit 
sequences are taken as input of the design to maintain all 
feasible transitions. In this analysis both power and delay are 
calculated by using Cadence Virtuoso tool. Power is 
obtained in Nanowatts. For the delay, maximum value that 
occurs from all input/output combinations is taken and 
measured in Picoseconds. 

 

 

 

Fig. 9. I/O waveforms of proposed 2-4 inverting decoder.

              

 
TABLE III 

POWER DISSIPATION FOR 2-4 DECODERS  (IN NANOWATTS) 

2-4 Decoder 

500 MHz 1 GHz 2 GHz 

0.8 V 1 V  1.2 V 0.8 V 1 V  1.2 V 0.8 V 1 V  1.2 V 

CMOS 559.5 903.4 1313 1165 1899 2780 2330 3798 5560 

MIXED LOGIC LP [9] 252.3 409.8 597.9 538.9 878.6 1286 1078 1757 2570 

PROPOSED LOGIC LP 218.0 350.8 508.2 435.7 701.2 1016 871.2 1402 2030 

MIXED LOGIC HP [9]  252.8 411.3 600.7 540.1 881.9 1292 1080 1764 2583 

PROPOSED LOGIC HP 218.3 352.0 510.7 436.5 703.8 1021 873 1408 2041 

CMOS INVERTING 560.6 904.7 1315 1167 1901 2783 2334 3802 5566 

MIXED LOGIC LPI [9] 281.5 458.4 670.6 595.5 973.5 1428 1190 1945 2854 

PROPOSED LOGIC LPI 247.3 398.7 577.7 493.1 795.6 1155 990.2 1589 2309 

MIXED LOGIC HPI [9] 281.5 458.6 670.6 595.8 974.1 1429 1192 1947 2858 

PROPOSED LOGIC HPI 247.2 399.5 578.2 494.9 794.8 1149 991.1 1592 2317 
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TABLE IV 
 

PROPAGATION DELAY FOR 2-4 DECODERS  (IN PICOSECONDS) 
 

2-4 DECODER 0.8 V 1 V  1.2 V 

CMOS 
 

42.36 
 

37. 
     37.00.00 

 
36.21 

MIXED 

LOGIC LP [9] 

 
23.50 

 

 
21.22 

 
16.62 

PROPOSED 

LOGIC LP 

 
23.50 

 

 
21.23 

 
16.61 

MIXED 

LOGIC HP [9]  

 
20.90 

 
18.65 

 

 
14.60 

PROPOSED 

LOGIC HP 

 
20.92 

 

 
18.65 

 
14.59 

CMOS 

INVERTING 

 
56.56 

 

 
29.51 

 
29.03 

MIXED 

LOGIC LPI [9]  

 
13.58 

 

 
6.834 

 
5.035 

PROPOSED 

LOGIC LPI 

 
13.34 

 

 
6.707 

 
5.046 

MIXED 

LOGIC HPI [9] 

 
12.75 

 

 
6.33 

 
4.78 

PROPOSED 

LOGIC HPI 

 
12.73 

 

 
6.30 

 
4.75 

 

    The parameters considered in this analysis are: Power 
dissipation and Propagation delay. According to obtained 
results, for 2-4 non-inverting decoder, proposed modified 
mixed logic design (MMLD) 2-4 LP gives 62.41% and 
18.18% reduced power dissipation compared to CMOS and 
mixed logic based 2-4 LP respectively. On the other hand, 
proposed MMLD 2-4 HP gives 62.88% and 18.16% reduced 
power dissipation compared to CMOS and mixed logic 
based 2-4 HP respectively. 
 
    For 2-4 inverting decoder, Proposed MMLD 2-4 LPI gives 
57.39% and 16.41% reduced power dissipation compared to 
CMOS and mixed logic based 2-4 LPI respectively. On the 
other hand, proposed mixed logic 2-4 HPI gives 57.36% and 
16.39% reduced power dissipation compared to CMOS and 
mixed logic based 2-4 HPI respectively. 

    Regarding delay, for 2-4 non-inverting decoders: proposed 
MMLD 2-4 LP gives 47.06% less delay than CMOS and 
gives almost same delay as mixed logic 2-4LP. Similarly 
proposed mixed logic 2-4 HP gives 53.3% less delay than 
CMOS and presents almost same delay as mixed logic 2-4 
HP. 

    For 2-4 inverting decoder: Proposed MMLD 2-4 LPI gives 
78.76% less delay than CMOS and presents almost same 
delay as mixed logic 2-4 LPI. On the other hand, proposed 
mixed logic 2-4 HPI gives 79.92% less delay than CMOS 
and presents almost same delay as mixed logic 2-4 HPI.  

    Percentage of power reduction for non-inverting and 
inverting decoder based on proposed mixed logic design and 

mixed logic design [9] with respect to conventional CMOS is 
shown in Fig. 10. It is indicating that as voltage increases 
percentage of reduction also increases but delay is almost 
same in both the cases.  

                                                       (a) 
 

 
        (b) 

 
Fig. 10. Percentage of power reduction with respect to CMOS with different 
supply voltages (a) 2-4 non-inverting decoder. (b) 2-4 inverting decoder. 
 
 

V. APPLICATION OF DECODERS 

    In digital systems full adder is a fundamental block [13], 
which adds three binary numbers of one bit, two operands 
and a bit of carry. Here, full adder contains two 2-4 decoder 
and three OR gates as shown in Fig. 11.  

   

 
 
 Fig. 11. Schematic of Full Adder. 
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     Here full adder is designed with modified mixed logic 
decoder (MMLD) technique and compared with full adder 
using existing mixed logic-based decoder & conventional 
CMOS based full adder. The obtained results for power and 
delay are given in the table V and VI. Full adder based on 
MMLD taking less power and delay as compared to existing 
mixed logic and CMOS based full adder. 

 

TABLE V 

POWER DISSIPATION FOR FULL ADDER  (IN NANOWATTS) 

 
 

Full Adder (FA) 0.8 V 1 V  1.2 V 

 

CMOS BASED FA 

 

11300 

 

30300 

 

57000 

 
MIXED LOGIC BASED FA 10930 29310 55210 

 
PROPOSED MIXED LOGIC 

BASED FA 

9793 26300 49560 

 

TABLE VI 

     PROPAGARTION DELAY FOR FULL ADDER (IN PICOSENCODS) 

 
 

Full Adder (FA) 
 

0.8 V 1 V  1.2 V 

 
CMOS BASED FA 

 
193.3 

 

 
94.11 

 
77.82 

 
MIXED LOGIC BASED FA 

 
171.9 

 

 
92.09 

 
67.17 

 
PROPOSED MIXED LOGIC 

BASED FA 

 
101.5 

 

 
81.37 

 
64.62 

 

For full adder, proposed full adder gives 13.29% and 
10.33% less power dissipation than conventional CMOS and 
existing mixed logic based full adder respectively. Regarding 
delay proposed full adder gives 25.99% and 6.26% less delay 
than CMOS based full adder and mixed logic based full 
adder respectively. 

VI. CONCLUSION AND FUTURE SCOPE 

This paper proposed a modified mixed logic design for 
different styles of 2-4 decoders and implemented a full adder 
using proposed decoder. The analysis concludes that 
proposed 2-4 decoder (both non-inverting and inverting) 
consumes less power compared to existing mixed logic [9] 
and conventional CMOS based 2-4 decoders. On the other 
hand, proposed 2-4 decoders consumes less delay compared 
to conventional CMOS based 2-4 decoder but gives almost 
same delay as mixed logic based 2-4 decoders. 

Full adder designed and implemented with modified 
mixed logic design consumes less power and delay compared 
to existing mixed logic decoder based and CMOS based full 
adders. 

Decoders which are presented here deals only with binary 
number. Future research can design the decoders that will 
deal with BCD and Excess-3 codes. 
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Abstract--The Rivest, Shamir, and Adleman (RSA) is one of 

the most important types of the Asymmetric cryptography. 
In RSA the key size is bigger when compared to the 

algorithms in cryptography. The keys are generated with 

any two prime numbers. The unauthorized person can 

easily get the keys with a Greatest Common Divisor(GCD) 

Attack. This is one of the main drawbacks of RSA 
cryptography. The Elliptic Curve Cryptography (ECC) is 

also Asymmetric cryptography with a small key size. The 

proposed work is to overcome the drawback of the GCD 

Attack in RSA. The RSA private and public key can be 

combined with an ECC private and public key by using an 
Exclusive OR(XOR) and the new hybrid private and public 

key are generated. The RSA encryption can be done with a 

new hybrid public key. The RSA decryption can be done 

with a new hybrid private key. The advantages of the 

proposed work is the creation of three levels of key for 
cryptography to avoid the GCD attack in RSA. The key 

strength is higher when compared to the simple key 

generation of  RSA algorithm. 

Keywords-- RSA algorithm, ECC algorithm. 

I. INTRODUCTION 

A. RSA Cryptography 

The RSA algorithm is invented by Rivest, Shamir, and 

Adleman in 1977 [9], [10]. RSA is Public-Key 

cryptography. RSA  has three phases first one is the key 

generation, Second is the Encryption and the third one is 

a Decryption. The key generation algorithm is to generate 

two keys that are private key and public key. The public 

key is used to encrypt the message and send to a public 

channel, this key is enabled anyone can access the public 

key. Another one is a private key, this is used to decrypt 

the message. This is only accessible by an authenticated 

person. The private key is also known as a secret key.[3]. 

Figure (1) shows the RSA encryption and decryption 

process. 

 

Figure 1. RSA Encryption and Decryption 

B. Elliptic Curve Cryptography [ECC]  

Elliptic Curve Cryptography is one of the public key 

encryption. ECC is difficult because it fully depends on 

the mathematical background. The problems of ECC can 

be solved using a discrete logarithm problem. [1]. The 

discrete logarithm problem is used to solve the problem 

of calculating the points which are moved from one point 

to another point in the ECC. In ECC, the process of 

encryption and decryption can be done by three 

processes. First one is an abelian group, the second one is 

an elliptic curve over the real numbers and the last one is 

the elliptic curve defined over a finite field. 

 

Figure 2. Basic Elliptic Curve Cryptography 

The elliptic curve can be generated by using a binary 

curve. The Fig (2) is drawn based on the equation (1)[4] 

is  
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In equation (1), x and y are the standard variables which 

are used to define the function and ‘a’ and ‘b’ are the 

constant coefficient [5] which is used to define the curve. 

The discriminate form of elliptic curve is  

                                                                         

Equation (2), is used to assign the operation of elliptic 

curve. The operations are [2] point addition, point 

multiplication and point doubling. 

The finite field is one of the important concepts in the 

ECC. Main use of the finite field is to define the limited 

points on the curve. The points are represented in x-axis 

which is defined as an ‘p’ which is also called as an 

modulo value. The point ‘p’ is defined the operation of 

ecc based on the discriminate form. [12]. The modulo 

value is also used to define the key size of ECC. The 

parameters are 

P    :    finite field. 

a,b :    curve coefficients. 

G   :    generator point based on operation of curve. 

N   :    order of G. 

H   :    divide the total points on the curve. 

Table 1 :  Key length of Different Algorithms 

SYMMETRIC KEY 

LENGTH 

RSA KEY 

LENGTH 

ECC KEY 

LENGTH 

80 1024 160 

112 2048 224 

128 3072 256 

192 7680 384 

256 15360 512 

Table 1. represent the comparison of  the key length of 

the symmetric, RSA and ECC. The symmetric key length 

is start from 80 bits and end with an 256 bits. The RSA 

key length is stratr from 1024 bits and end with an 15360 

bits and the ECC key length is start from 160 bits and end 

with 512 bits.  

II. RELATED WORK 

This section is to provide the general overview of related 

works in the field of RSA and ECC cryptography. In 

particular, for those works are survey and received in 

detailed of RSA cryptography and ECC cryptography are 

listed below. 

Author Name Cryptography Description Remarks 

Ansah Jeelani 
Zargar, 
Mehreen 
Manzoor,  

 Taha 
Mukhtar 

ECC 
cryptography 

Making a 
essential 
relationship 
between the 

techniques 
explaining 

Use of 
elliptical 
curve 
cryptograph

y for given 
that the 

 why ECC is 

better than 
any other 
cryptographi
c techniques 

recent to it . 

data 

security in 
high-level 
more or 
less all low 

power 
devices 

F. Amounas 
and E. H. El 
Kinani 

 

Elliptic Curve 
Cryptography, 
Discrete 

Logarithm, 
Cryptosystem 

The ECC 
algorithm 
gives a 

strong point 
against 
crypto 
analysis and 

the work can 
be compared 
with 

standard 
algorithms 
like Rivest-
Shamir-

Adleman 
algorithm 
(RSA). 

 In the ECC 
the use of 
data 

sequence 
will given 
better result 
in this hold. 

Anoop MS Elliptic Curve 
Cryptography. 

The basics of 
prime and 

binary field 
arithmetic 

The 
polynomial 

reduction in 
binary field 
to run much 
faster than 

the modular 
reduction in 
prime field. 

Avi Kak Elliptic Curve 
Cryptography 

The basics of 
Elliptic 

Curve 
Cryptograph
y 

Fully 
understand 

about the 
ECC in 
mathematic
al formate 

Sriram 

Vajapeyam 

Shannon's 

Entropy 

Uses of 

Shannon 
entropy and 
how to 
measure the 

entropy 
value for text 
and image 

data. 

 

Shannon’s 

Entropy is 
used to 
calculate 
the lower-

bound on 
number of 
actual bits 

required to 
store or 
transmit 
information 

Joseph H. 
Silverman 

Elliptic Curve 
Cryptography 

Deatiled 
describtion 
on Elliptic 
curve 

cryptography 

Fully 
describtion 
of ecc with 
an 

advantages 
and 
disadvantag
es 
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Joseph H. 

Silverman 

Elliptic Curve 

Cryptography 

Deatiled 

describtion 
on Elliptic 
curve 
cryptography 

Fully 

describtion 
of ecc with 
an 
advantages 

and 
disadvantag
es 

Ankush 
Sharma, Jyoti 

Attri, Aarti 
Devi & 
Pratibha 
Sharma 

RSA, ElGamal 
cryptograaphy 

comparison 
of the rsa 

and elgamal 
algorithms 
has been 
completed 

on the basis 
of security 
and time 
consumption 

for 
encryption 
and 
decryption. 

ElGamal 
algorithm is 

more 
secure as 
compared 
to RSA 

algorithm 

Fanyu Kong, 

Jia Yu, and 
Lei Wu 
 

RSA, Key 

generation 
algorithm 

The 

algorithm 
leak enough 
secret 
information 

and then 
everybody 
can recover 

the 
factorization 
of the RSA 
modulus N in 

polynomial 
time. 

Generate 

the rsa key 
as strength. 

M. Preetha, M. 
Nithya 

RSA Algorithm Public key 
algorithm 
RSA and 

enhanced 
RSA are 
compared 
analysis is 

made on 
time based 
on execution 
time. 

It  is used 
for 
encryption 

of long 
messages 
without 
employing 

the hybrid 
and 
symmetric 
encryption. 

Wang Information & 

Entropy. 

How the 

entropy is 
worked and 
given with 
an simple 

example. 

Calculate 

the entropy 
with an 
large data. 

Kefa Rabah RSA Algorithm RSA Key 
generation 
are 
implementat

ed in JCE 
provider 

Compare to 
any other 
provider it  
gives some 

of the best 
result  

H.J. Shiu, 

K.L. Ng, J.F. 
Fang, R.C.T. 
Lee, C.H. 
Huang. 

Complementary 

pair, 
Data recovery 

The data 

hiding 
methods 
crated based 
on the  

properties of 
DNA 
sequences. 
The three 

methods are: 
the Insertion 
Method, the 

Complement
ary Pair 
Method and 
the 

Substitution 
Method. 

For all 

image 
media 
schemes 
and text 

message, 
the three 
methods 
are easy to 

implement 
and hard to 
detect 

Mansi Rathi1, 
Shreyas 
Bhaskare, 

Tejas Kale, 
Niral Shah, 
Naveen 
Vaswani 

DNA 
Cryptography, 
DNA 

Sequencing 

This 
technique 
encrypt the 

data in a 
very 
complex and 
it  prove it is 

very efficient 
algorithm 
with high 
accuracy 

Implementi
ng the 
DNA 

sequencing 
to the 
cipher text  
it  will 

enable the 
cipher text 
to get 
strong 

encrypted 
and it  can 
be also 

used for 
banking 
applications 
to encrypt 

the vital 
data of the 
customer 
such as the 

account 
number or 
pin or 
password. 

From the above study, it has been observed that most of 

the work are carried out to compare the performance of 

RSA with ECC . But in this work, the hybridation of 

RSA key with ECC key a strong key with a less 

information gain and with an less execution time. 

Limitations in the above study, the GCD attack is to 

taken for the proposed work. 

III. METHODS 

Method 1: RSA Cryptography 

Algorithm 1-1 RSA Key generation. 

Input: Two Prime Numbers. 

Output: Generate Public key and Private key. 
Step 1: Select the two large prime numbers as p and q where p is not  
              equal q [bits are 512 bits].    

Step 2: Calculate the modulo value represented as N ,  N=p*q                         
Step 3: Calculate the N with an phi value 
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                          (N)=(p-1)*(q-1). 
Step 4: Select the integer of  ‘e’ 

              ‘e’ value must in small integer which is relatively prime to an  

               (N) and not equal to 1. 

                            Where 1<e<(N). 
Step 5: Compute Greatest Common Division[gcd] 

                             gcd(e, (N))=1. 
Step 6: Calculate d, which is an multiplicative inverse of e modulo  

              (N) 

                             e*d=1mod(N),  where 0dN. 
Step 7: Return Public Key pair (e, N). 
Step 8: Return Private Key pair (d, N). 

In algorithm 1-1 [3] RSA Key generation, the public and 

the private key pairs are generated based on the large 

prime numbers which is given by users. The key bits are 

given as an 512 bits based on the bits the two prime 

numbers are generated  the product of two primes ‘p’ and 

‘q’ are  stored in the variable ‘ N’.  The phi value is find 

for an variable N. select an e which is lesser then the phi 

of N. find the GCD of e, phi of N. calculate the value of d 

. the private key is created with an two values ‘e’ and 

‘N’. The private key  is created with an ‘d’ and ‘N’. 

Algorithm 1-2 RSA Encryption. 

Input : Plaintext 
Output : Cipher text 
Step 1: Enter the plaintext as M. 
Step 2: Encrypt the plaintext M with an public key pair (e, N). 

                C=M
e 
mod N, Where 0MN. 

Step 3: Return the Cipher text C. 

In algorithm 1-2 RSA Encryption, [6],[8] the plaintext is 

represented as ‘M’ which is encrypted with an public key 

pair (e,N) and stored in an variable ‘C’ which is 

represented an cipher text. 

Algorithm 1-3 RSA Decryption 

Input : Cipher text 

Output : Plaintext 
Step 1: Enter the cipher text as C. 
Step 2: Decrypt the cipher text C with an private key pair (d, N).  

                M=C
d 

mod N,   Where 0MN. 
Step 3: Return the plaintext M. 

In algorithm 1-2 RSA Decryption, [9],[10],[11] the 

cipher text ‘C’ is decrypted with an private key pair (d,N) 

and generate an plain text as ‘M’. The original text is 

decrypted by the user. 

 

Method 2: Elliptic Curve Cryptography 
Algorithm 2-1 Elliptic Curve key generation 

Input : Parameters 

Output: User A And User B Public key  
Step 1: Input the parameters as a,b and q, 

              Where q is a prime with an integer of the form 2
m
. 

Step 2: Compute the generator G as a point on the curve whose order 

is larger value as n. 

Step 3: Select the Public key as nA. 

                       nA<n,   where A is an User A 

Step 4 : select the Public key as nB. 

                       nB<n, where B is an User B 
Step 5: Calculate the Public key PA 

                            PA =nA *G, where A is an User A 

Step 6: Calculate the Public key PB 

                            PB =nB *G, where B is an User B 
Step 7: Return Public Key PA. 

Step 8: Return Public Key PB. 

In algorithm 2-1 Elliptic Curve Key Generation,[12] 

Input the parameters  are ‘a’,’b’ and ‘q’ where ‘q’ is an 

prime number  the points on the curve has been generated 

as ‘G’ which order is larger the n. [15] The public key of 

user A is selected  and  represented as  nA which less than 

‘n’.  The public key of user B is selected which is 

represented as nB which is less than ‘n’. The public key 

of user B has been calculated with product of nB and ‘G’. 

which is stored in PB. The public key of user A has been 

calculated with product of nA and ‘G’ which is stored in 

PB. The private key of user A is represented as PA.and the 

public key of user B has been represented as an PB. 

Algorithm 2-2 Elliptic Curve Secret key 

Input : Public key of User A and Public Key User B. 

Output: Secret key k. 
Step 1: Calculate the Secret key of User A. 
                     KA= nA* PB. 
Step 2: Calculate the Secret key of User B. 
                     KB= nB* PA. 

Step 3 : Return Secret key of user A.  
Step 4: Return Secret key of user B. 

In algorithm 2-2 Elliptic curve Secret key, the input of 

user A and user B public key. Calculate the secret key of 

User A with the product of  selected user A publick key 

nA and with an user an calculated public key PA.  

Calculate the secret key of User B with the product of  

selected user A public key nB and with an user an 

calculated public key PB. 

A. Exclusive OR 

Exclusive OR is one of the logical operation. The inputs 

of binary numbers are same the output is false(0). The 

inputs of the binary numbers are differ it returns true(1). 

 
Figure 3. Exclusive OR 

IV. PROPOSED WORK 

In proposed work, the RSA public key and the private 

key are combined with an Elliptic Curve secret key and 
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public key using an exclusive OR and generate a new key 

pair based on the new key pair the data are encrypted and 

decrypted using an RSA encryption and decryption 

process. The proposed work is mainly concentrating on 

generating a strong key pair for the encryption and 

decryption. 

A. Proposed Work Flow For Key Generation, Encrypt 

And Decrypt Process 

 

 

 

 

 

 

 

Figure 4.  key generation, encryption and decryption process. 

Figure 3. RSA public key is exclusiveOR with an ECC 

public key and generates a new public key. Like a RSA , 

private key is exclusive or with an ECC private key and 

generate a new private key. The plaintext is given for an 

encryption process the new public key is used to encrypt 

the plaintext and generate a cipher text. The cipher text is 

to decrypt by using a new private key and the plaintext is 

generated. 

B. Proposed Algorithm For Key Generation, Encrypt 

And Decrypt Process. 

Algorithm 3-1: New Key generation 

Input: RSA public and private key, ECC public and private key.  
Output: New public and private key. 
Step1: Input  an RSA public key pair as n and e. 
Step 2 :Input an ECC public key pair as P A and PB. 

Step 3 : ExclusiveOR with an Step1 and Step 2 and generate new 
hybrid public key pair. 
Step 4 : Input an RSA Private key pair as d and n. 
Step 5:  Input an ECC private key pair as KA and KB. 

Step 6: ExclusiveOR with an Step4 and Step 5 and generate new hybrid 
private key pair. 
Step 7: Return New hybrid public key pair . 
Step 8: Return New hybrid private key pair. 

In algorithm 3-1,  The input parameters are RSA public 

key  and private key, ECC public key and private key. 

The RSA public key can be XOR with an ECC public 

key and the new hybrid public key pair is created. the 

RSA private key can be XOR with an ECC private key 

and the new hybrid private key is created.  

 

Algorithm 3-2 Encryption 

Input: RSA public and private key, ECC public and private key.  

Output: New public and private key. 
Step1: Input  an RSA public key pair as n and e. 

Step 2 :Input an ECC public key pair as P A and PB. 

Step 3 : ExclusiveOR with an Step1 and Step 2 and generate new 

hybrid public key pair. 

Step 4 : Input an RSA Private key pair as d and n. 

Step 5:  Input an ECC private key pair as KA and KB. 

Step 6: ExclusiveOR with an Step4 and Step 5 and generate new hybrid 

private key pair. 

Step 7: Return New hybrid public key pair . 

Step 8: Return New hybrid private key pair. 

In algorithm 3-2, the input parameters are plain text and 

the new hybrid public key. The plaintext can be 

encrypted with an new hybrid public key and return an 

cipher text which is represented as a variable ‘cip’. 
 

Algorithm 3-3 Decryption  

Input : Cipher text as cip and New hybrid Private key 
Output : Plaintext. 

Step 1: Enter the cipher text as cip. 
Step 2: Decrypt the cipher text cip with an new private key pair  

           (d1, N1). 

                M1=C1
d1 

mod N1,   Where 0M1N1 
Step 3: Return the plaintext M1. 

In algorithm 3-3, the input parameters are cipher text and 

the private key. The cipher ext can be decrypted with an 

new hybrid private key and return an plaintext as ‘M’. 

V. RESULT AND DISCUSSION 

A. Information Entropy 

Information entropy is defined as the amount of 

information in a variable, that variable has been 

providing the basic theory around the notation of 

information. It can be simply defined in terms of the 

probabilistic model. [13],[14]. It means that the modules 

which have many possible rearrangements then the 

system has high entropy, and the system has very few 

rearrangements, then the system has low entropy.  

The Shannon entropy equation (3) is used to estimate the 

average minimum number of bits needed to encode a 

string of symbols, based on the frequency of the symbols. 

 ( )   ∑                 

 

   

                                          

Where  P is Probability of given symbol, b is the base of  

the logarithm. 
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Table 2 Information entropy values of cipher text . 

 
FILE SIZE  

INFO RMATIO N ENTRO PY  

RSA RSA-ECC 
1kb 3.060  2.726 

20kb 3.044 2.743 

25kb 3.165 2.990 
54kb 2.962 2.845 

14mb 3.338 3.116 

In table 2, the information entropy value for different file 

size is given. The first column is represented as file size. 

The file size is given as 1kb,20kb,25kb,54kb and 14 mb. 

The information entropy value are calculated for each of 

the file size separately for the algorithms RSA and RSA-

ECC. Compare the entropy value of two algorithm. The 

proposed algorithm of RSA-ECC gives an better result 

compared to RSA algorithm. The figure 4, shows the 

graphical representation of the table 2 values. 

 

Figure 5. Information entropy values of cipher text. 

 

Table 3 Execution time of the algorithms. 

File  Size  

Execution time in milliseconds(m/s) 

RSA RSA-ECC 

10kb 3.7 3.5 

20kb 4.1 2.7 

25kb 7.5 6.8 

54kb 11.0 9.8 

14mb 244 240 

In table 3 the execution time is calculated with an 

milliseconds. The first column is filesize from 

10kb,20kb,25kb,54kb and 14 mb. The execution time is 

calculated and compared the two algorithms RSA and 

RSA-ECC with this comparison the ECC-RSA is given 

an less execution time when compared to RSA algorithm. 

The figure 5. represented the execution time values  in 

graphical representation. 

 

 

 

 

Figure 6. Execution time of the algorithms 

 
 

VI. CONCLUSION 

The GCD attack is one of the disadvantage in the RSA 

algorithm. To overcome this problem, the proposed work 

is to combine the RSA key and the ECC key using an 

Exclusive OR and create an new hybrid key. The 

encryption and decryption can be done with an new 

hybrid private key and new hybrid public key. The hybrid 

key giving an secured key. The key strength can be 

measured by using an information entropy. In the result 

the proposed algorithm giving an high entropy when 

compared to an RSA algorithm. The proposed work has 

been created with an three levels of key but in future to 

increases the key levels and give an high secured level. 
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Abstract—The social network has acquired popularity due to 

cheap availability of wireless connectivity and portable devices. 
It links people with common interests and provides platform to 
share information. However, the information shared over social 
network demands high level of trust and privacy. The paper 
presents a trusted graph based trust inference approach for 
measuring trustworthiness of an user. The effectiveness of the 
proposed approach has been assessed on real online social 
network dataset, Epinions and the same has been contrasted 

with recently published algorithms. 

 
Keywords—Epinions; Online social network; Trust 

Evaluation; Trusted Graph 

I.  INTRODUCTION 

A social network can be represented as a connected 

graph. Each node of the connected graph represents entity 

which can be any individual, group, organization or 

government agency and edges represent 

interdependencies among nodes. Recently, the popularity 
of online social network is witnessing a rapid increase 

due to its user friendly characteristic. Moreover, SN 

provides a platform that allows users to share and 

exchange information. 

 

  In the last decade, the evolution of networking 

technology has boosted up the acceptance of social 

networks like Facebook, LinkedIn among common users. 

However, many challenges like community detection, 

spam detection, availability of dynamic dataset, security 

issues, trust evaluation of users, are putting a stop to its 
wider acceptance. Since a SN consists of large number of 

users, an user may not be familiar with many of them. As 

an outcome, information breaching may occur. Thus 

determining trustworthiness of an user becomes very 

frequent problem faced by every SN user. Hence, trust 

plays a significant role in social network. In this paper, 

we have proposed an efficient approach to evaluate 

trustworthiness of an user. Our motivation is to provide 

an environment where users can share their thoughts, 

opinions and experiences in a transparent path without 

worries about privacy and dread of being judged [12]. 
“Trust in a person is a commitment to an action, based on 

a belief that the future actions of that person will lead to a 

good outcome (Golbeck [1])”. In our real life, trust is 

being calculated cumulatively. For an example, if a 

person A wants to know how much he should trust 

another person B, he will consult with his friends first. If 

they don’t have any knowledge about B, they may ask 

their friends and so on. 

 

  Trust can be of two types, direct and indirect or 

transitive trust. In Fig 1, we can see that A trusts neighbor 

node P directly, as there is direct edge between A and P 
.On the other hand, A trusts B indirectly, via a trusted 

path (A,P,Q,B) or (A,R,B). Direct trust can be easily 

derived based on the direct communication experience of 

two users, while indirect trust is usually evaluated based 

on other relevant users’ interaction experiences in the 

social network [2]. There are different approaches 

available to evaluate indirect trust like Subjective logic 

based, Traditional mathematics tools based, AI 

information learning based, Graph based [3]. We have 

focused on trusted graph based approach in this work. 

Trusted graph is a directed acyclic graph(DAG) which 
includes a trustor, a trustee, recommenders and trust 

relationship among them [4]. Fig 1. is an example of 

trusted graph. Trustor is a node having no edge pointing 

to itself like A here and a trustee implies a node having 

no edge pointing from itself, node B is an example. Each 

edge of the DAG let (i,j) is associated with a values, 

which signifies how much I trusts neighbor node j. A 

trusted graph may have multiple paths between a trustor 

and a trustee, each of the paths is called as trusted path. 

 

  Several attempts have been done on modeling trust 

inference system based on trusted graph. Golbeck [1] 
proposes TidalTrust to generate a recommendation about 

the trust degree of an user according to another one based 

on trusted paths. Breadth-first search from the trustor to 

the trustee generates the trusted paths and only the 

shortest and strongest paths are being considered in 

TidalTrust. Due to considering only shortest paths, many 

important information may be neglected. 
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  RN-Trust algorithm has been proposed by Taherian et. 

al. [5] to evaluate trust value from a trustor to trustee by 

modeling trust network as a resistive network. Each trust 

relationship between two nodes in graph has been 

represented by a resistor, so that the trust value would be 

more for less resistance value of resistor. Multiple paths 

between two nodes are combined using parallel circuit 

rule. RN-Trust considered all paths rather than only 

shortest paths, for trust inference. Main drawbacks of 

RN-Trust includes that there are no maximum path length 
limit and no threshold for the trust values between 

intermediary nodes. However, the weakest trust values 

causes decrease in inferred trust value. 

 

  Most of the graph based trust models pre-assume that a 

small trusted graph already available. But generating 

small trusted graph from large social network is very 

challenging task. Jiang et. al. [6] first proposed SWTrust 

to overcome this challenge. Along with the theory of 

“weak ties” [7] , it uses user’s active domain information 

to assign trust value, which is more objective than 
explicit trust ratings. SWTrust constructs a small trusted 

graph by considering all paths between trustor and trustee 

with path length constraint as well as trust threshold. In 

this work, authors have performed eight trust prediction 

strategies which comprise three key factors of trust 

propagation functions (Min and Multiply), trust 

aggregation functions (Max and Weighted Average), and 

if all paths or only shortest paths are considered. 

Experimental results show that Weighted average 

function performs best to measure most accurate trust 

value. But in some scenarios, taking average of inferred 
trust values for all paths decreases the quality of inferred 

trust value as it weighs up the opinions of malicious 

nodes.  

 

  Sana et. al.[8] modeled TISoN to evaluate trust in social 

network. They proposed two algorithms for this model, 

first one is TPS (Trust Path Searching) and second one is 

TIM (Trust Inference Measuring) . TPS prioritizes 

neighbors based on the direct trust degrees and chooses 

trusted paths with path length constraint. TIM measures 

trust by constructing a trust network. TISoN depends on 

direct trust matrix. Thus lacking the advantage of 
constructing trust value from user’s domain knowledge 

like SWTrust [6]. 

 

  GFTrust [9] is another latest trusted graph based trust 

inference algorithm that uses SWTrust algorithm for 

generating small trusted graph and then uses generalized 

network flow concept to evaluate trust rating between 

two indirectly connected nodes or users. In this work 

Jiang et. al. [9] overcomes trust aggregation issue of 

social network. 

 
  In this paper, we propose an efficient trusted graph 

based approach for inferring trust for Epinions network. 

Our work includes SWTrust [6] framework to generate 

small trusted graph using user’s domain related 

information as well as trust inference scheme used by 

Sana et. al. [8] for evaluation of trust between two 

indirectly connected users. We incorporate SWTrust 

framework to overcome the challenge of generating small 

trusted graph from a large social network dataset like 

Epinions. Then, we have implemented the approach  used 

by Sana et. al. to calculate trust for increasing quality of 

the trust value. Finally efficiency of the proposed scheme 

has been estimated on Epinions network data set and 

comparative analysis has been performed with SWTrust 

[6] and GFTrust [9]. 
 

  The remainder of this paper is organized as follows: In 

Section II, we will review the SWTrust framework. In 

Section III, we go through trust inference scheme used by 

Sana et. al.[8]. In Section IV, we discuss in details about 

our proposed approach. In Section V, we conduct 

experiments on Epinions dataset and give experimental 

result. Lastly, In Section VI, we conclude this paper. 

 

 

 
 

 

 

 

 

 

 
Fig 1: Trusted graph between A and B. 

 

II. SWTRUST FRAMEWORK: REVIEW 

In this section we provide brief review of SWTrust 

framework. This framework has been architected with 

three key steps: 

A. Preprocessing of an online social network (PSN): 

  The PSN starts with preprocessing of large online 

dataset to collect all domain related information related to 

every user and beside that domain information of topic 

(reason to know trustee by the trustor) has also noted. 

Jiang et. al. [6] Consider that every recommender or 

friend must be related to the topic and the target. 

Following that according to the theory of “weak ties” 

user domain based trusted acquaintance chain has been 
discovered. Thus Depending on social distance all the 

neighbors of an user has been categorized into three types 

e.g. local neighbors, longer neighbors and longest 

neighbors. Then neighbors in each category have been 

sorted conforming to their priority in descending order. 

Jiang uses referral trust to decide priority of a neighbor 

node with respect to a node.  

  “Referral trust” is ability to recommend a good target 

(i.e. trustee). If (i,j) is an edge in trusted graph, then 

referral trust is priority of selecting neighbor j as the next 

hop by i. Assuming that user i has full information of the 
active domains (domains in which user has participated) 

of his neighbor j, topic (reason to know trustee by the 

trustor) and target, below is the mathematical expression 

for calculating referral trust of neighbor j by user i. 
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Dtopic
 : denotes total number of active domains of topic 

D ett arg
 : denotes total number of active domains of 

target   

λ1, λ2 belongs to [0,1]. x(j) denotes number of common 

domains between j and topic and y(j) denotes number of 

common domains between j and target.  

  Finally, next hop neighbors have been chosen uniformly 

from the three categories to build trust acquaintance 

chain. 

  
B. Building the trust network (BTN): 

  Two methods of breadth-first search have been provided 

to construct a trust network from source to sink or trustor 

and trustee. First one is centralized BFS for small scale 

social networks and second one is distributed BFS, 

suitable for large scale online social networks. Max path 

length constraint has been used to maintain efficiency. 

 

C. Generation of trusted graph (GTG): 

  GTG process includes deletion of paths in previously 

generated trust network having path length more than 
max path length constraint. Any path holding referral 

trust of any edge of it less than defined trust threshold has 

also been omitted. GTG has been performed in 

centralized server, resulting set of trusted paths. Thus a 

trusted graph between given trustor and trustee can be 

generated. 

III. TRUST INFERENCE SCHEME 

Sana et. al. [8] proposed trust inference between trustor 

and trustee using two interdependent methods:  

i) trust propagation from trustor to the direct neighbor of 

trustee via a trusted path and  ii)  trust aggregation from 

trustor to trustee. 
 

A. Trust Propagation:  

  A propagation function has been presented to calculate 

strength sp of each trusted path p. Following function for 

sp uses PathAverage, PathVariance and PathWeight as 

three factors: 

wts ppp
   )1(

p
 

 

PathAverage: tp symbolizes average of direct trust 

values between n path nodes of a trusted path. They 

assumed that high trust rating values of  mediator friends 

increase the quality of trust calculation. 





n

i
ip tt

n 1

1
 

 

 

PathVariance:  υp signifies path variance that is how 

much n trust values of a path is deviated from its average 

path trust. As per their assumption, friends with close 

trust ratings maintain accuracy of trust calculation. 
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i
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PathWeight: Path weight has been symbolized as wp . It 

denotes fraction between shortest trusted path length, |n'| 

and current trusted path length, |n|. Any path having 

length tends to shortest one enhances accuracy of 

calculation. 

n

n
wp

'
  

 

  Let, p is a trusted path that having last intermediary 

node apn. .apn has direct trust rating of trustee o, t(apn->o). 

Then, multiplying path strength sp of path p to t(apn->o) 

gives inferred trust value of path p from trustor to trustee. 

 
B. Trust Aggregation:  

  Sana et. al. have used four trust aggregation functions to 

aggregate trust values of all trusted paths from trustor to 

trustee. Those methods are as follows: 

Mean aggregation method: Assuming that a trustor s has 

n numbers of trusted paths between itself and trustee o, 

path strength of each path is spi   and direct trust rating in 

the middle of last intermediary node of each path and o is 

t(api->o), where i varies from 1 to n, aggregated trust 

value of node o to trustor s can be calculated as: 

PATHS
ost

PATHS

i
pipi oats





 1
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)(  

 

Mult aggregation method: Mult aggregation method 

calculates aggregated trust similarly. Following is the 

aggregation function: 

 )( ost )(
1

oats pi

PATHS

i
pi

 


 

 

Min aggregation method: This method chooses trusted 

path with minimum path strength and multiply its path 

strength with direct trust between corresponding last 

intermediary node and trustee o to get the final 

aggregated trust. 

 )( ost )( oats pkpk
  

   PATHSiss pipk
,1,min   

 

Max aggregation method:  Like min aggregation 

method, this method calculates aggregated trust 

considering trusted path max path strength. 

 )( ost )( oats pkpk
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,1,max   

   

   In this paper, we have used max aggregation method as 

it performs best for the accurate result calculation. 

IV. PROPOSED APPROACH 

We have used SWTrust [6] framework to generate small 

trusted network from large social network dataset. 
Calculated referral trust values have been considered as 

trust values for the edges of the generated trusted graph. 

This helps transforming trust value of edge to be in 

continuous range of [0,1]. After that Sana et. al. Trust 

inference approach has been applied on the trusted graph 

to find the final trustworthiness of the trustee to the 

trustor. 

  Epinions [10] is a dataset where users can express their 

opinion about another users and also can rate any article 

written by another author. Epinions dataset consists of 

three files. First file contains user’s trust or distrust 
relationships. Trust is marked as 1 and distrust as -1. We 

have not considered distrust for our approach. All 

information related to article like article Id, writer of the 

article, domain of the article are stored in second file. 

Third file caches ratings of articles and other additional 

details. 

 We have modeled our approach as following: 

1. Preprocessing of Epinions dataset to gather domain 

information of users and articles. 

2. Performing PSN step to build up user domain based 

trusted acquaintance chain. 

3. Building trust network using max path length 
constraint. 

4. Trusted graph generation of Epinions. 

5. For each path of the generated trusted graph path 

strength has been calculated implementing method used 

by Sana et. al.[8]. 

6. Finally, max aggregation method has been applied to 

calculate aggregated trust value of all the trusted paths 

between the trustor and the trustee. 

  By following the above steps , the calculated final trust 

value can be directly taken as trust score of target or 

trustee according to the source or trustor without any 
normalization.  

V. EXPERIMENT AND RESULT 

Published dataset of Epinions has been used for our 

experiment. As mentioned before, this network provides 

platform for users to rate opinion of another users as well 

as the articles written by another users in a scale of 1 to 

10. 

Our process starts with preprocessing of dataset to 

gather all domain related information of each user and 

article written by user. Then three key steps of SWTrust 

[6] have been applied on the dataset to generate the 
trusted graph. Referral trusts are used to assign trust 

rating of the edges of the generated trusted graph. After 

that trust aggregation of trusted graph has been 

performed as per the method used by Sana et. al. [8] to 

get final trust score of the trustee to the trustor. 

We have used leave one out, a standard evaluation 

technique by Kohavi [11], for our experimental analysis. 

For this we have masked direct edge between two nodes 

lets s and o of the trusted graph, and calculated trust score 

implementing different algorithms using trusted graph. 

After that, a comparison has been performed between the 

masked trust value and the calculated trust value for 

performance evaluation. 

We have consider trust prediction accuracy as 

evaluation metric. Accuracy has been measured by 
calculating mean absolute error (MAE). Let, there are T 

numbers of total test pairs of trustor s and trustee o and 

among these total numbers of predictable (at least one 

trusted path exists between s and o) trustor-trustee pairs is 

N. MAE can be calculated as: MAE = ∑(tr - tp )/ N, where 

tr denotes masked trust value or real trust value and tp 

denotes predicted trust value. 

 

In Table I we have provided a comparative accuracy 

analysis of our proposed method, SWTrust [6] and 

GFTrust [9] . According to Jiang [9] GFTrust performs 
best with polynomial leakage function. Hence, we have 

used same leakage function for GFTrust in our 

experiment. We have assumed trust threshold value as 

0.4. 

From the comparative analysis it can be observed that 

our method produces less mean error in comparison with 

that of SWTrust and GFTrust. As mentioned above, 

comparative analysis has been performed by considering 

multiple numbers of test pairs of trustor and trustee. So, 

smaller value of mean absolute error indicates that in 

most of the test scenarios our method predicts most 
accurate trust value than both SWTrust and GFTrust. 

Hence, it can be concluded that our proposed method 

performs efficiently for inferring trust in Epinions 

network. 

 

TABLE I. COMPARATIVE ANALYSIS OF ACCURACY 
 

Method Mean Absolute Error 

SWTrust  0.14 

GFTrust 0.49 

Proposed method 0.02 

 

VI. CONCLUSION AND FUTURE SCOPE 

With rapid increase in acceptance of social network, trust 

related issues are becoming more important among online 
service provider and common users. In this paper, an 

effective trusted graph based trust inference approach has 

been proposed for Epinions . Our approach overcomes 

challenge of generating small trusted graph from large 

dataset. Thus helps to perform trust aggregation method 

more efficiently over a small trusted graph. It also does 

not depend on direct trust matrix rather uses domain 

knowledge to generate quality trust ratings. Experiments 

are carried out over Epinions dataset to justify its 

efficiency. As imminent work, trust calculation method 

can be dynamic and more powerful to reflect updated 
trust between nodes in online social network in real-time.  
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Abstract— Arduino are used worldwide in different hardware 
applications ranges from industrial applications to private 
uses. In, this application information could be scrutinized by 
unauthorized individual, which could progress into a security 
rupture and information burglary. From now on to set up a 
protected and dependable communication, the methodology 
ought to be to verify information utilizing explicit encryption 
methodology. Executing AES on programming isn't gainful, as 
the Arduino has less memory space, low handling rate and has 
more Power consumption and less utilization of AES libraries. 
These limitations can be overwhelmed by the utilization of 
AES-128-bit core as Hardware approach. This paper has 
tended to every one of these limitations and proposed a novel 
methodology of Data processing Model Using "AES-128" on 
Hardware core working on 200MHZ. The Arduino and AES-
128 core handshake with one another utilizing the SPI protocol 
with max recurrence of 16Mbps. For the exhibit Purpose a 
".txt" document is sent from PC to Arduino through AES core 
and this Encrypted information is shown on the LCD. 
 

Keywords—Advanced Encrypt Standard (AES), Serial 
Peripheral interface (SPI), Arduino 
 

 
I. INTRODUCTION  

Data communication done by Arduino UNO in Home 
automation [1] clarifies how Arduino implanted System can 
Communicate with another gadgets Device. Information 
sent from sender side to recipient side must be sufficiently 
secure so as to keep away from abuse. Min-KYU [2] Choi 
referenced one method for secure information 
correspondence by utilizing Encryption strategy. 
 
With expanding tendency towards data security there was 
even more inclination as to security concern which goes as 
blockage between hackers and the critical data. Parcel of 
Encryption standard are being used beginning from 
Asymmetric model to Symmetric model incorporate AES 
which replaced older DES. Already AES was incorporating 
into Software approach. In these cutting-edge ERA, our 
objective is likewise concentrating on Low resources utilize 

 
Increase of Speed and Low Power utilization. To satisfy 
necessities, we move from AES on software approach to 
AES on hardware. To think about this, we are utilizing 
customized AES on Hardware Implemented on NEXYS 4 
DDR Kit, their interface with Arduino through SPI protocol. 
The encrypted data further used in so many applications on 
Real time basics in industries. 
 
Along these lines, this Paper concentrated on giving a novel 
methodology on Data Communication between Arduino and 
FPGA occurs and its interface with a Customized AES for 
the better speed and less resources use. The Paper separate 
into 5 sections and each Section is clarified as Section (I) 
An Introduction part, Section (II) Gives an Overview on 
different Issues in AES as Software library inside Arduino. 
In Section (III) AES execution on Hardware, at that point 
Section (IV) Highlights System Design and Implementation, 
Finally the Conclusion in section (V). 
 
 

II AES AS S/W LIBRARIES ON ARDUINO 
 
A noteworthy concern utilizing Arduino in Personal 
Security Device (PSD) is its restricted memory. The 
significant distinction between a broadly useful PC and the 
Arduino microcontroller is sheer measure of accessible 
memory. The Arduino UNO we are utilizing have just 32K 
bytes of Flash Memory, SRAM having size 2KBand 1K 
bytes of EEPROM. That is multiple times less physical 
memory than a Low-end PC. It prompts the issue of 
actualized any Encryption Library inside Arduino memory. 

 
AES encryption for 128 bit requires 10 rounds of processing 
and for 192-bit keys require 12 rounds. For processing of 
each round include a single-byte based substitution step, a 
Row-wise permutation step, a column-wise mixing step, and 
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the addition of the round key. The encryption process will 
require some memory to store the temporary results and 
final encrypted results that goes in flash. Key will be in the 
EEPROM. If we reasonably add AES as software libraries it 
doesn’t give enough room for other applications. 
Alternatively, if we use AES on Hardware, we diminish this 
problem to a certain extent. 
 
Currently several hardware implementations of AES have 
been designed and published. There are, many design 
choices are encountered during hardware implementation of 
AES. In reality, these choices are limited to its application 
and budget. For performance point of view, major decision 
lies in trade-off between area and speed. To consider all 
these, we are Customized our AES that uses less resources 
and provide high speed. The complete AES-128-bit core is 
explained in section (III). 
 
 

III. AES IMPLENTATION ON HARDWARE 
 
AES 128-bit is written in Verilog language. The design is 
Complete 128-bit mode which is synthesized and verified. 
The design contain both encrypt/decrypt and key scheduler 
inside it and both the input and output are connected to SPI 
protocol for taking DATA through Arduino and Vice-versa. 
 

The LUT put together usage of AES calculation with 
respect to FPGA is a customary methodology. It is basic and 
simple to execute the ideal usefulness. When it is integrated, 
it extensively possesses a less amount of area on FPGA. 
Inside our AES block, we have top level AES controller for 
control both encryption and decryption and with the help of 
MUX any one of between shift row, mix column and Plain 
text data is selected. 
 

A. AES ARCHITECTURE FLOW 
 

It’s a 2-stage pipeline approach and takes 10 rounds to 
complete, the input data is 128 bits with each round 
requiring 1 cycle to complete. The AES architecture Flow is 
shown in Fig3.1. 
 
A. Sub Byte  

It is non-linear transformation where byte is replaced with 
a value in Sbox. The Sbox is predetermined for using it in 
the algorithm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3.1. AES architecture Flow   
B. Shift Rows 
 

In shift Rows transformation, row of each state is 
cylindrically shifted left with different offset. First Rows is 
kept as it is and second row shifted by one byte and third 
row by two and finally the fourth row is shifted by three 
bytes left. 
 
 
C. Mix Column Transformation 
 
Mix column transformation is based on Galois field 
multiplication. Where each byte is replaced with particular 
value calculated. Each multiplication value is calculated 
using logic shown below.  
 
 
 
 
 
 
 
Where x represents Galois field representation and xored 
gate for used.  
D. Add Round key 
 
The matrix of 16 bytes are consider as 128 bits and xored to 
128 bits of the round key. If last round is this then output is 
128 bits Encrypted output. Otherwise these 128 bits again 
going to the similar round considering 16 bytes. 
 
The Data Flow path of both encryption and decryption is 
shown in Fig 3.2. Here in the 13 cycle’s encryption 
completed and is obtained our data through 128-bit data out 
pins and Arduino for further processing. 
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Fig 3.2. Data Flow path of AES 128-bit core 

 
The complete block diagram and design hierarchy of AES 
block part at each level is shown in Fig 3.3 and fig 3.4  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3.3 Block Diagram of 128-bit AES core  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3. 4 Hierarchy view of AES Verilog code 

 
IV. PROPOSED APPRAOCH AND EXPERIMENTAL 
SETUP 

 
A.  Proposed Approach 

 
Firstly, we have taken data from PC in .txt format as 

input and then processed it through Arduino and converted 
it into bit format and then sending each bit data through SPI 
protocol working on 16MHZ to AES core implemented 
inside FPGA. After the Encryption is done data is send back 
to Arduino through SPI protocol. The communication of 
Data from PC to Arduino and FPGA to Arduino are 
monitored using Real Term serial analyser. 
 
Arduino is programmed in Arduino IDE and the Pins 
declaration and EEROM to store the key value inside it first 
are shown below. Top level shows 5 main signals that are 
used for sending and receiving both data and clk. 
 
 

#include <EEPROM.h>  
#include <SPI.h>  
int i = 0, j = 0;  
int data_out = 17, data_in = 18, clk = 19, KEY = 12, SSEL = 

16; int flag = 1;  
//int time delay = 100;  
int main_data[128];  
void setup() {  
Serial.begin(9600);  
// start the SPI 

library: SPI.begin();  
SPI.setBitOrder(MSBFIRST);  
//initalize the data ready and chip select 

pins: pinMode(data_in,INPUT); 

pinMode(data_out,OUTPUT); 

pinMode(SSEL,OUTPUT); 

pinMode(KEY,OUTPUT); 

pinMode(clk,OUTPUT); 

digitalWrite(SSEL,HIGH);  
for (int i = 0; i < 128; i = i + 32) {  
EEPROM.write(i,1); //00000001  
EEPROM.write(i+8,2); //00000010  
EEPROM.write(i+16,3); //00000011  
EEPROM.write(i+24,4); //00000100  
}  
} 

 
B. SPI Protocol 

 
The Serial peripheral interface, is a Synchronous Serial data 
communication protocol, used in sending data for short 
distance communication. It operates on frequency 16 MHz 
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provided by Arduino. The various signals used are described 
below.  
1.) SCK: Clock signal  

2.) MOSI: Master out slave in line  
3.) MISO:  Master In slave out line  
4.) SS: Slave selection 
 
C. Experimental setup 

 
For realizing the design, we are using Arduino Uno and 
Nexys4DDR FPGA kit. It is a Digital circuit development 
platform based on Artix 7 FPGA from Xilinx having part no 
XC7A100T-1CSG324C.With its large, high capacity, it is 
suitable for Implementing AES. 
 
In this implementation, for demonstration purpose we use 
“Hello_NITKKR” as input and encrypt data is shown on 
LCD as in Fig 4.1 AES as working on 200MHZ and it 
communicates with Arduino Through SPI working on 
16MHZ, clock is provided by Arduino through Pin 19.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 4.1. Experimental Setup 
 

V.) EXPERIMENTAL RESULTS AND DISCUSSIONS 
 
The AES utilize less resources and it provide high 
performance due to pipeline approach. The AES design 
utilize 389FF and 860 LUT. The top-level module of our 
project2 is shown below in Fig 5.1. It contains two SPI 
protocol modules, one for sending the data from Arduino to 
FPGA and second one for receiving the data back to 
Arduino from FPGA. Inside it we implemented our AES 
128-bit core.  
 
 
 
 
 
 
 
 
 
 

Fig 5.1. Top Level module 

The Fig 5.2shows the resource utilization in our design which 
shows how less resources are used and how efficient that 
approach is.  
 
 
 
 
 
 
 
 
 

Fig 5.2. Resources utilization 
 

The Fig 5.3 shows the Simulation result of design system 
i.e. AES output, here we are taking input from testbench 
and from the Encryption and Decryption Modules are 
instantiated inside our Top-level Module. The encryption 
module simulation results are verified.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig 5.3 AES Encryption Module Waveform 
 
 

VI.) CONCLUSION 

 
This paper implemented the AES Core interface with 
Arduino as Hardware approach to provide sufficient space for 
Arduino to perform other functionality. While securing our 
data and dealing with data and control issues using SPI 
protocol, this interface provides an efficient speed 
performance and require least resources as 389 FF’s and 860 
LUTs used inside our FPGA. Further We can use this in 
Securable Arduino Applications where Security is also a 
major concern. 
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Abstract: Dengue is a mosquito-borne, fatal viral 

disease expanding as a global problem. Three climate 

factors effect dengue fever namely temperature, 

rainfall, and humidity, they are critical to mosquito 

survival, reproduction, and development and can 

influence mosquito presence and abundance. A 

Predictive model for the dengue incidence and its 

prevalence has been proposed by considering Kerala 

state’s Dengue data. In prediction module the algorithm 

predicts the number of dengue cases that might occur in 

that month. In meteorological analysis the relationship 

between humidity, temperature, rainfall and dengue 

cases was studied. The machine learning algorithms 

employed for the prediction were Linear Regression, 

SVR and Kernel Ridge. Comparative study been done 

on meteorological and geo spatial analysis on the data. 

The parameters taken into consideration for geo-spatial 

analysis were district’s distance from the equator, 

shortest distance from the nearest seashore and 

percentage of forest cover in district, altitude of the 

district. 

Keywords: dengue fever, regression algorithms, 

meteorological and geo spatial analysis 

I. Introduction 

Dengue has emerged as one of the most important 

mosquito-borne, fatal viral disease, apparently 

expanding as a global health problem [1].  Dengue is 

rampant in urban poor areas, suburbs and the 

countryside. It is also very common in more affluent 

neighborhoods in tropical and subtropical 

countries [2]. Dengue is transmitted through 

mosquitoes namely Aedes aegypti and Aedes 

albopictus. The primary vector of dengue, Aedes 

aegypti, is ordinarily found between 35°N and 35°S. 

The whole tropical area including America, Asia and 

Africa is prone to dengue, and highly populated 

countries like India, Indonesia, Brazil, and China 

have the greatest burden of share.  

 

An estimated 3.6 billion people are at risk for dengue, 

with 50 million infections per year occurring across 

100 countries globally [1]. India has also been 

witnessed an increase in the incident of dengue 

fever. Kerala state has been recording a greater 

number of Dengue fever cases over the years. Kerala 

has seen 1304 dengue cases in year 2011, 4056 in the 

year 2012, 7938 in the year 2013, 2548 in the year 

2014, 4114 in the year 2015, 7218 in the year 2016, 

21993 in the year 2017 and 4083 in the year 2018.  

 

The algorithms which were used for classification are 

support vector classifier, logistic regression, naïve 

bayes, out of which support vector classifier 

performed best scoring an accuracy of 92.85% with 

precision, recall and f1-measure being 0.93,0.93 and 

0.92 respectively. 

For regression linear regression, support vector 

regressor were used. As our data was non-linear in 

nature linear regression didn’t perform well by just 

scoring an accuracy of 48.49% with mean absolute 

error and mean percentage error being 190.04535 and 

-0.69568688 respectively. Support vector regressor 

performed extremely well by fitting a polynomial 

curve and scoring an accuracy of 90.63% with mean 

absolute error and mean percentage error being 

103.48891 and -0.38543662. 
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In geo-spatial analysis the geographical parameters  of 

the districts like distance from sea shore, distance 

from equator, altitude and percentage of forest cover 

were studied and conclusions were drawn in terms of 

how the variance of their parameters is affecting the 

dengue cases. 

II. Background Study 

In this study, the Author [3] adopted Naïve Bayes 

and Multi-regression to understand the relation 

between meteorological parameters and the 

occurrence of Dengue epidemic, also used k-means 

clustering to identify areas with similar spreading 

patterns. 

 

In this study, the Author [4] focused on the extrinsic 

incubation period (EIP) and its  changeability in 

different climatic zones of India. The results 

suggested that temperature is important for the virus 

to develop in different climatic regions and may be 

useful in understanding spatio-temporal variations in 

dengue risk. 

 

In this study, the Author [5] collected the monthly 

mosquito larval survey data of Thailand from January 

to December 2010 and the results suggested that 

Aedes larvae were found more in rainy reasons 

compared to any other season. 

 

In this study, the Author [6] used a methodology 

involving geospatial analysis. The Dengue cases from 

2011 to 2014 were used as inputs for the analysis. 

The results suggested that a relationship exists 

between the climatic conditions and dengue 

occurrence. 

 

III. Methodology 

The methodology of the paper consists of the 

following steps: 

A.  Data Collection  

1.  Epidemiological data  

From January 2011 to December 2018 except the 

year 2017 was obtained from the Directorate of 

Health Services, Government of Kerala [7]. The 

number of confirmed cases registered were taken into 

consideration and studied. 

 

2.  Metrological Data 

The Barometrical data, of Kerala state from January 

2011 to December 2018 was obtained from 

worldweatheronline website [8] as on 27
th

 January 

2018. The data included Behavior of monthly 

rainfall, temperature and relative humidity values. 

 

B. Data Preprocessing  

 

1.  Data Normalization  

Before applying the algorithms, various 

preprocessing techniques were applied to the data. 

The data was normalized using StandardScaler from 

sklearn.preprocessing package. The weather 

parameters such as humidity, rainfall and temperature 

were scaled in such a manner that their mean and 

standard deviation were -1 and 1 respectively [9]. 

2.  Correlation Analysis  

There is good amount of correlation between the 

rainfall and dengue cases occurring in a month. 0.63 

was the correlation coefficient. Also, there was fair 

bit of correlation between humidity and dengue cases 

occurring in a month 0.52. And there is a negative 

correlation of -0.20 between the temperature and the 

dengue cases occurring per month. The pointbiserialr 

correlation between month and dengue cases is 0.12 

[10]. 

3.  Feature Selection 

 Temperature was dropped from the data-set before 

training the regression models for the reason being 

that average monthly temperature throughout the 

state of Kerala doesn’t change drastically  [11]. 

4. Cross-Validation  

For regression the data-set was divided into training 

and testing data-sets. 80% (67 rows) of the data were 

given for training and the remaining data 20% (17 

rows) were given for testing [12]. 

5.  Choosing the best hyper parameters 

Algorithm model ( ) 

{ 

Param1 _combinations:= [val1,............ valn]; 

Param2 _combinations:= [val2,..............valn]; 
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. 

. 

Paramn _combinations:= [val1,............ valn]; 

error:=100000 

for i1 in param1 _combinations  do 

{ 

for i2 in param2 _combinations do 

{ 

. 

. 

for in in paramn_combinations  do 

{ 

model=algorithm(param1=i1, param2= i2,............. paramn=in); 

model.fit(x_train,y_train); 

if error>mean_squared_error(model.predict(x_test),y_test):do 

{ 

error= mean_squared_error(model.predict(x_test),y_test); 

print ( i1, i2,............., in); 

 } 

 } 

 }  

 } 

 } 

 

This logic was implemented in order to extract the 

ideal set of hyper parameters of each algorithm 

(except Linear Regression) which can extract 

maximum performance from the model and generate 

least mean_squared_error. In the above algorithm the 

param1_combinations,param2_combinations,…..,para

mn_combinations   are the lists which contain the 

various values which when taken together generate a 

combination of hyper parameters with which the 

machine learning algorithm is trained.  

In the above algorithm error which is initialized with 

1000000 is later updated with latest maximum 

accuracy value. When the trained model is generating 

higher accuracy score then the till now highest        

acc then we are updating the existing error with new 

minimum error and printing the combination of 

parameters which are giving the best results. In this  

way the best parameters for SVR and Kernel Ridge 

were chosen.  

 

6.  Model Generation 

Regression: To predict the number of dengue cases 

that might occur in a month from 2011 to 2018 

except 2017 based on the weather parameters and 

data of Kerala 

- Linear regression and Support vector 

regressor were used for this purpose. 

- The parameters of support vector regressor 

were tweaked and adjusted in order to 

extract peak performance from the 

algorithm. 

 

IV. Results and Discussion 

The paper is implemented on Python programming 

on Anaconda 3.4 distribution.  The dataset consists of 

humidity, rainfall, temperature and month. The paper 

uses supervised machine learning algorithms for 

predicting dengue cases of Kerala state of South 

India. 

A. As a predictive task  

 

Fig 1 to Fig 7 depicts index values of all records in 

dataset on x-axis and respective dengue cases on y-

axis. 

 

1. Linear Regression:  

 

LinearRegression(copy_X=True, fit_intercept=True, 

n_jobs=1, normalize=False) 

 

The Data was non-linear in nature and as a result 

Linear Regression algorithm didn’t really fare well 

and gave us an accuracy of 47.49%. 

 

The MAE (Mean-Absolute-Error) is 190.0453500344

8942. 

 

The MSE (Mean-Squared-Error) is 87781.036833493

05. 

 
Fig 1 it is clearly visible that the model couldn’t 

catch up to the sudden spikes during June and July in 

few cases. 

 

The model is underestimating the values while 

testing. This is mainly accounted to the sudden spikes 

in the number of dengue cases in months of July and 

august which is the general trend in the state of 

Kerala as we have seen. 

 

The coefficients of the features in linear regression   

decision curve- humidity, month, and     rainfall were 

62.60707993, -21.97886451, and 189.90310392. 376.

6528045066428 is the intercept of the fit equation. 
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Prediction = 62.60707993 (humidity) -21.97886451 (

month) + 189.90310392 (rainfall) + 376.6528045066

428. 

 

This clearly throws light on how different features ar

e affecting the model. The dengue cases clearly depe

nd on the amount of rainfall as it has the highest valu

ed coefficient 182.90 followed by 62.60 of the           

feature humidity. 

 

2.  Support Vector Regressor:  

 

support vector regressor with rbf kernel didn’t really 

perform well as it is  clearly visible in the below 

graph. The model specifically failed in fitting a curve 

which can take a sharp curve during the months of   

May, June and July. Accuracy of the model was 7%. 

 

SVR(C=50.0, cache_size=200, coef0=0.0, degree=1.

0, epsilon=0.001, gamma=1.0, kernel='rbf', max_iter

=-1, shrinking=True, tol=0.001, verbose=False) 

 

MAE (Mean-Absolute-Error) is 180.6120357544998

9. 

MSE (Mean-Squared-Error) is 153681.21744890077. 

 

 
 

Fig 2 the model predicted very badly during the mont

hs which had recorded very high dengue incidences. 

  

SVR(C=50.0, cache_size=200, coef0=0.0, degree=   

1.0, epsilon=10.0, gamma=1.0, kernel='linear', max_i

ter=-1,          shrinking=True, tol=0.001, verbose=    F

alse) 

 

The model with linear kernel performed better than   

rbf kernel but when compared to polynomial kernel d

idn’t                perform well. It scored an accuracy of  

32.4%. 

 

The MAE (Mean Absolute Error) is 177.9041777855

6534. 

The MSE (Mean-Squared-Error) is 112893.94413108

726. 

 

The linear kernel fitted a curve of decision curve with 

coefficients of the feature’s  humidity, month, and rai

nfall              being 3.20686362, 1.88293777, and 2.9

7340883. The intercept of the equation is 253.902288

14.  

 

Prediction = 3.20686362 (humidity) + 1.88293777     

(month) + 2.97340883(rainfall) + 253.90228814. 

 

 
 

Fig 3 The model with linear kernel performed better 

when compared to rbf kernel but still is not the ideal 

kernel for prediction. 

 

The Support vector regressor with polynomial kernel 

outperformed both rbf and linear kernels by a mile as 

it scored an accuracy of 90.63%. 

 

SVR(C=50.0, cache_size=200, coef0=0.0, 

degree=4.0, epsilon=0.1, gamma=1.0, kernel='poly', 

max_iter=-1, shrinking=True, tol=0.001, 

verbose=False) 

 

The MAE (Mean-Absolute-Error) is 103.4889107277

9048. 

The MSE (Mean-Squared-Error) is 15635.611625347

123.  

 

 
The model with polynomial kernel performed very w

ell even during the sudden spikes in dengue incidence

s during     the months of June and July. 

 

 

3.  Kernel Ridge 

  

3.1 Linear 

The R
2 

of the model on training with the model with 

linear kernel is -0.27. The negative value of the R
2 

coefficient indicates that the model predicts values 

lesser than the mean of the target value distribution. 

 

KernelRidge (alpha=1.0, coef0=1, degree=1, gamma

=1e-06, kernel='linear',kernel_params=None) 
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The MSE (Mean-Squared-Error) of the model is        

213211.95906435975 

The MAE (Mean-Absolute-Error) of the model is       

366.5700603704342 

 

 
 

Fig 5 the linear kernel of Kernel Ridge performed the 

worst among all the kernels of SVR and Kernel Ridg

e. It not only predicted way off the target during the J

une and July but also during the non-monsoon month

s during which the dengue incidences are very less. 

 

3.2 poly 

Kernel Ridge with polynomial kernel performed best 

among all the kernels of Kernel Ridge. The R
2 

coefficient of the model is 0.87. 

 

KernelRidge (alpha=100.0, coef0=1, degree=5, gam

ma=1.0, kernel='poly',kernel_params=None) 

The MSE (Mean-Squared-Error) of the model is 2008

9.045130779024 

The MAE (Mean-Absolute-Error) of the model is 108

.96932376142536 

 

The curve was well fit and when compared to the oth

er two kernels of the Kernel Ridge.  

 

 
 

Fig 6 the polynomial kernel of Kernel Ridge 

performed second best among all the models. It 

performed decently during the sudden spikes in 

dengue incidences. 

 

3.3 Rbf 

Kernel Ridge with rbf performed better than the 

linear and rbf kernels of the SVR’s rbf and linear 

kernels. The R
2
 of 0.58. 

 

KernelRidge (alpha=1e-05, coef0=1, degree=1, gam

ma=0.001, kernel='rbf', kernel_params=None) 

 

The MSE (Mean-Squared-Error) of the model is 6883

6.23541726012 

The MAE (Mean-Absolute-Error) of the model is 158

.31175149670418 

 

 
 

Fig 7 the rbf kernel of the Kernel Ridge performed 

better than the rbf kernel of the SVR but it is not the 

ideal model for predicting the dengue incidence. 

 

B. Meteorological Analysis 

 

Here humidity and rainfall refer to the monthly 

averages of the respective parameters. In fig 8 the red 

dots indicate the scenarios in which the dengue cases 

occurring in a month were more than 400. The blue 

dots indicate the scenarios in which the dengue cases 

occurring in a month were less than or equal to 400. 

 
 

Fig 8 is a 3-Dimensional plot to understand the 

relationship between humidity, rainfall and the 

magnitude of dengue epidemic occurrence.  

 

 
 

Fig 9 is KDE plot indicates the ranges of values in 

which majority of points belonging to a class label 

are existing. In this figure the blue spirals indicate the 

existence of scenarios with dengue cases less than 

400 (n<=400) and the orange spirals indicate the 

existence of scenarios where the dengue cases are 
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greater than 400 (n>400). The more densely are the 

spirals indicates that a greater number of points of a 

particular class label are occurring in that particular 

region. 

 

In the case of the blue points, they are generally 

occurring when humidity is varying between 66 % - 

75%. At the same time the rainfall is varying in 

between as low as 63mm-8000mm. But the density of 

blue points decreases as both rainfall and humidity 

increase. More number of blue points can be 

observed when the humidity is in between 66% - 

72% and rainfall is in between 63mm-2500mm.  

 

In the case of red points , they are mostly occurring 

when the humidity is in the high 70’s (77%-82%) or 

higher and when the rainfall is range 2500mm – 

5500mm.  

By this analysis it can be concluded that the ideal 

conditions for aedes aegypti to breed would be 

humidity 77% - 82% and rainfall 2500mm – 

5500mm. 

1. Study on effect on dengue cases changes in 

meteorological parameters throughout the time 

period from 2011-2018 (except 2017) 

In the state of Kerala generally the dengue cases 

rapidly increase after the month April as Kerala 

experiences an early monsoon when compared to the 

rest of the India. Monsoon in Kerala starts right in the 

end of May. This is when things start to change.  

The fig 10 and fig 11 depict the monthly variation of 

humidity, temperature, rainfall and dengue cases in 

terms of percentages with respect to previous month. 

        

               Fig 10                                   Fig 11 

The mean-humidity increases by 5.02% and mean-

rainfall increases by 69.49% and a -1.74 % decrease 

in mean-temperature from April to May and as a 

result dengue cases increase by 175%. 

While going from May to June mean-humidity 

increases by 4.02% and mean-rainfall increases by 

140.14% and mean-temperature falls by -6.26% 

which lead to an increase of 153% in dengue cases 

when compared to May. 

And then going from June to July mean- humidity 

increases slightly by 1.23% and mean-rainfall 

decreases by -12.38% and mean- temperature 

decreases by -2.41% as a result dengue cases 

decrease -13.18%. This is expected as June in Kerala 

has highest mean rainfall and dengue cases. 

This trend continues till September and from there on 

the dengue cases tend to decrease as time passes. 

Figs 12 to 15 depict the variation of monthly mean 

values of humidity, temperature, rainfall and dengue 

cases with respect to their respective mean values. 

                     

      Fig 12                                            Fig 13    

             

            Fig 14                                    Fig 15  

It is clearly visible that whenever there is a rise in 

dengue cases there is also rise in mean- humidity and 

mean-rainfall, while there is a descent in mean-

temperature. 

C. Geo Spatial Analysis: 

To study and understand the relationship between 

geospatial parameters and the dengue cases in the 

state of Kerala: 

- The data considered for this study was the 

cumulative data of dengue cases district 

wise taken from the year 2011-2018(except 

2017) 
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- Study was done on how the variation of 

geospatial parameter like distance from the 

seashore and distance from the equator of a 

district affected the dengue cases recorded in 

that particular district in the time period of 

2011-2018(except 2017). 

- Study was done on how the variation of 

geospatial parameters like percentage of 

forest cover and altitude of a particular 

district affected the number of dengue cases 

recorded in the time period of 2011-

2018(except 2017). 

In the fig 16 and fig 17 dark green points represent 

the districts which recorded total dengue cases in the 

range 0 – 1000, dark blue points represent districts 

which recorded total dengue cases in the range 1001 

– 2000, light blue points represent districts which 

recorded total dengue cases in the range 2001 – 3000, 

light green points represent districts which recorded 

total dengue cases in range 3000 – and above from 

2011 – 2018.  

1. Distance from nearest sea-shore vs distance 

from equator: 

 

 

In the fig 16 Idukki (1112.3,25), Palakkad 

(1198.30,37), Wayanad (1291.23,47), Kannur  

(1353.30,0), Pahtanamthitta (1003.73,17), Kottayam 

(1006.35,1.8), Alappuzha (1055.45,0), Ernakulam 

(1105.61,0), Thrissur (1169.77,0), Kozhikode 

(1251.07,0), Kasargode (1390.19,0), Kollam 

(987.85,0), Malappuram (1228.20,0) and 

Thiruvananthapuram (945.86,0).  

Fig 16 depicts the relationship between distance from 

equator and Minimum distance from the nearest 

seashore.  

The general trend here is as both the distance from 

the coast and equator increase the dengue cases count 

is taking a hit. The only light green point which is 

Thiruvananthapuram is a coastal district and also it is 

the closest district to the equator of the earth 945.86 

km and it recorded 12000+ dengue cases . The 

districts of Wayanad, Palakkad, and Idukki are 47.5 

km, 37.5 km, 25 km away from their nearest sea 

shores. Also, their distances from equator of the earth 

are 1291.23 km, 1198.30 km, 1112.3 km respective. 

All the three districts are far ideal range from both 

the parameters as a result they recorded very a 

smaller number of dengue cases during 2011 – 2018 

which are as low as 571, 893, 770 cases respectively. 

There is one outlier in this graph which happens to be 

Malappuram. Though its distance from equator is as 

high as 1228.20 km it still was able to generate high 

number of dengue cases due to the following reasons, 

It is a coastal district, Also it is the most populated 

district of Kerala with 41,12,920 and also a high 

population density of 1158 people per sq. km. Due to 

high population and population density there is a 

good scope for the dengue epidemic to spread among 

more people as a single aedes mosquito carrying can 

inject the virus into many people.  

2.  Altitude of district vs % area occupied by forest 

in district: 

 

In the fig 17 Idukki (1200,60.62), Palakkad 

(150,34.09), Wayanad (700,42.56), Kannur 

(1.02,8.06), Pahtanamthitta (31,58.05), Kottayam 

(3,4.57), Alappuzha (11,0.004), Ernakulam (4,34.41), 

Thrissur (2.83,33.73), Kozhikode (1,12.39), 

Kasargode (19,5.99), Kollam (3,33.74), Malappuram 

(64,20.39) and Thiruvananthapuram(10,21.16). 

Fig 17 depicts the relationship between altitude of the 

district and percentage of forest cover in district. 

 

The general trend here is as the altitude increases the 

dengue cases are decreasing. But when it comes to 

percentage of forest cover districts like 

Thiruvananthapuram, Kollam, and Malappuram 
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which recorded very high dengue cases are having 

forest cover in range of 20% - 33%. In the remaining 

scenarios where the forest cover is below 20% or 

above 33% the dengue cases took a hit. Districts like 

Alappuzha, Kottayam, Kasaragod, Kannur, 

Kozhikode which are having percentage of forest 

cover less than 20% as a result they have recorded 

lower number of dengue cases. Whereas the districts 

like Pahtanamthitta, Wayanad, and Idukki are having 

percentage of forest cover greater than 33% and even 

they recorded a smaller number of dengue cases.  

Even though the district of Palakkad has the 

percentage of forest cover near to 33% it recorded a 

smaller number of dengue cases because it has higher 

altitude when compared to other districts in that 

range. The districts Ernakulum and Thrissur despite 

having very low altitude and forest cover percentage 

lying in the range of 20% - 33% failed to record 

higher number of dengue cases due to their distance 

from the equator of the earth being seemingly high. 

The districts Wayanad and Idukki have recorded least 

number of dengue cases when compared with other 

districts of Kerala; this is due to them being at a 

higher altitude of 700m and 1200m respectively. 

Also their percentage 42.56% and 60.62% of forest 

cover respectively are above the ideal range which is 

20% - 33%. As altitude increases the average 

temperature of the district decreases, this effect the 

survival of aedes aegypti as they are most likely to 

survive in high 20’s which is around 28 to 30 degrees 

Celsius. The average temperatures of Wayanad and 

Idukki are 24.25 and 25.55 degrees Celsius 

respectively. Also, as the forest cover increases this 

generally leads to decrease in population of a 

particular district as people generally tend to live 

civilizations away from forests. If the forest is 

occupying the majority of the district’s area, then it is 

most likely that the population and population density 

of the district decrease. Generally, when there is less 

population density the scope for dengue spreading 

decreases. It is observed that the districts Wayanad, 

Idukki and Pahtanamthitta are having forest covers of 

42.56%, 60.62% and 58.05% having very low 

population of 817,420, 11,08,974 and 11,97,412 

respectively , these are lower than the average 

population of a district of Kerala which is 23,86,147. 

Also, their population densities are lower 383, 254 

and 453 respectively compared with the average 

population density of a district of Kerala which is 

911. 

V. Conclusion 

 

The SVR algorithm with polynomial kernel 

performed the best among all the algorithms. But 

apart from the polynomial kernel of the SVR the 

remaining two kernels rbf and linear didn’t perform 

as well as the rbf and linear kernel of Kernel Ridge   

algorithm. Both Kernel Ridge and SVR use l2 

regularization but they use different loss function. 

The SVR uses epsilon intensive loss function 

whereas the Kernel Ridge uses squared loss function. 

Linear Regression didn’t perform up to the mark. 

This is expected as the nature of the data is non-

linear. In the meteorological analysis the findings 

suggest that the ideal conditions for occurring of high 

number of dengue incidences the average monthly 

humidity should be in range 77%-82% and average 

monthly rainfall should be in range 2500mm-

5500mm. Also, the variation of average monthly 

humidity is affecting the occurrence of dengue 

incidences to higher extent when compared to what 

variation of average monthly rainfall. The findings 

found in geo-spatial analysis were that as the distance 

of the district from the equator increased the 

occurrence of dengue incidences decreased. Also as 

the distance from the nearest sea-shore increased the 

occurrence of dengue incidences decreased. The ideal 

amount of forest cover to be present in the district in 

order to record higher dengue incidences is 20%-33% 

area in total area of the district. As the altitude 

increased the prevalence of dengue incidences 

decreased in the state of Kerala. 
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Abstract— This paper makes a specialty of the utility of 

Convolutional Neural Networks for pedestrian detection. This is 

important for self riding vehicles. Work in this area become 

based on function based totally methods for a while earlier than 

convolutional neural networks have been implemented to it. On 

this work, a convolutional neural network based totally 

pedestrian detection pipeline become installation the use of the 

AlexNet and ResNet algorithms. Those had been trained on a 

subset of the Caltech Pedestrian Database and then tested on 

another subset of the database. It changed into determined that 

both the methodologies executed pretty nicely in detecting 

pedestrians from the specified photos. But the outcomes seemed a 

bit too constructive due to the small dataset used to check the 

consequences. Exams on the complete dataset is required to 

verify whether or not the methodology works well. 

Keywords— Convolutional Neural Networks; pedestrian 

detection; AlexNet; ResNet;  

I.  INTRODUCTION 

 

Object detection has been an essential and challenging a part 

of laptop imaginative and prescient issues. It is a vital 

component of many regions which includes robotics, 

autonomous systems, protection systems, and unmanned aerial 

automobiles. Pedestrian detection, is a sub-part of item 

detection wherein the aim is to take both a frame (an picture) 

or video and stumble on the presence of human beings (human 

beings) in the picture. This has been a subject of studies over 

the last few years as it is an crucial factor of self 

sufficient/self- using vehicles. It can also be used as a 

protection feature for present motors to come across 

pedestrians and warn the driver, as well as in security 

structures like site visitors cameras. For this paintings we 

cognizance on detection in frames/pictures. Moreover even as 

sensible structures require real time detection, we do no longer 

attempt to speed up the test/detection mechanism. As a result 

the  problem input reduces to a hard and fast of images 

containing or now not containing pedestrians, which are fed 

into the pedestrian detection pipeline (defined underneath) 

containing a convolutional neural community. The neural 

network is needed to offer a bounding container indicating the 

presence of a pedestrian. As a sliding window technique 

(defined below) is used for photo subsampling, the CNN gets 

a hard and fast of cropped images and the output is a class 

declaring whether the cropped photo contains a pedestrian or 

now not. The submit-processing strategies use this output to 

compute the bounding containers. 

II. RELATED WORK 

 

To start with function primarily based strategies were 

implemented to this hassle. With the resurgence of 

convolutional neural networks, those were carried out to the 

trouble as well. Function-based strategies Supervised and 

unsupervised studying techniques have been applied to this 

trouble. The paintings of Rowley[6] which carried out neural 

networks for facial detection become a first step on this course 

with the point of interest on function primarily based 

detection. The work via Viola and Jones[7] among 2001 and 

2003 was a first-rate milestone in pedestrian/item detection. 

They used an crucial photograph representation and a new 

feature detection/mastering set of rules based on AdaBoost. 

This become accompanied by means of the work of Dalal and 

Triggs[5] on Histograms of oriented Gradients (HOG) for 

human detection which ended in addition enhancements to 
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feature primarily based prediction and pedestrian detection 

systems. Those have been followed by using improvements to 

the characteristic based methods with the intention to improve 

characteristic-based totally detection. However maximum of 

these techniques used function-based totally detection coupled 

with SVM regression methods to carry out pedestrian 

detection. The overview papers by using dollar et al. In 

2009[2] and 2012[4] summarize the different function based 

techniques in detail and examine their performance on the 

Caltech pedestrian database[3]. 

 

III. PROPOSED METHOD 

A. Convolutional Neural Networks 

 However since 2012, convolutional neural networks have 

revolutionized the sphere of laptop imaginative and prescient 

and photograph detection. Architectures like AlexNet[12] and 

GoogleNet[13] reduced the mistakes within the picture 

internet project by using report degrees. This has caused a 

sizable shift inside the method of the network with 

convolutional neural networks being applied effectively to a 

huge wide variety of vision and photograph classification 

issues. Due to the fact convolutional neural nets are a brand 

new idea, their software to pedestrian detection systems 

remains in its infancy. The paintings by means of Tome et 

al.[1] in 2015 applied CNNs to this  problem. The work 

checked out the overall performance of different area concept 

and function extraction methods coupled with a CNN. Each 

the AlexNet and the GoogleNet architectures have been 

studied. Different paintings inside the same time frame 

consists of the work by using Fukui et al.[10], Sermanet et 

al.[8] and Angelova et al.[9] . Some of these procedures 

perform a feature extraction from the image and then use 

CNNs for classification. A distinctive approach turned into 

observed within the thesis of Molin, D [11] where the 

community takes within the complete photo as an enter (in 

preference to a characteristic) and generates the chance of a 

pedestrian at the photo pixels (at a place) as the output. The 

method whilst giving results just like present methods changed 

into a shift from present methods discovered. R-CNN based 

totally pipeline turned into recently correctly applied to this 

problem[17]. 

B. Methods  

Solving the pedestrian detection problem requires the putting 

in place of a pedestrian detection pipeline as shown in parent 

1. The pipeline contains a vicinity concept technique, a 

function extraction pipeline and a place classifier. In the case 

while an R-CNN method is used (no longer here), the vicinity 

concept and the feature extraction techniques are part of the R-

CNN. 

  

 

 

  

Fig.1 Pedestrian Detection Pipeline 

 

  Fig.2 Sliding window approach 

 

For area idea, a sliding window technique is followed right 

here. At some point of this technique, sections of the snap 

shots (sub pics) , which could have special sizes/component 

ratios are extracted from the picture. As shown in figure 2 

where the purple phase/window is extracted as a feature. 

Those are then fed into characteristic extractor. The sliding 

window approach is used each at some point of schooling and 

take a look at runs within the same style. The characteristic 

extractor for earlier implementations turned into a simple 

HOG like function detector. For this technique the 

convolutional neural network (CNN) is used as a characteristic 

extractor. The cropped photo from the sliding window detector 

is surpassed directly to convolutional neural community. 

Inside the education runs, the photograph is preprocessed by 

first scaling the image (that is smaller). For maximum of the 

cases, the sliding window detector is ready to go back 

photographs of size 96x48. Those are scaled to required length 

of the CNN (224 x 224) inputs. The images are then 

normalized (subtracting a mean and scaling with the aid of a 

well known deviation). Education is then completed on those 

photographs in batches of 32.  CNN architectures are 

attempted as characteristic extractors, AlexNet[12] and a 18 

layer ResNet[14]. The AlexNet architecture has been applied 

to the trouble in present literature but no cases of the ResNet 

being implemented to the hassle were found via the author. As 

a consequence reading how well the ResNet performs at the 

hassle as compared to the other architectures changed into 

seen to be an interesting problem.  

In education mode, once the set of the scaled and normalized 

photos are passed to the CNN (each architectures), it is skilled 
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in batch mode (32 photos/batch) the usage of a Nesterov 

momentum based SGD method. The presence of the bounding 

containers  within the scaled photograph for the training snap 

shots is handed on to the CNN for training. At some point of 

the take a look at opinions, the photographs are handed to the 

CNN which classifies it as magnificence zero or magnificence 

1 and those magnificence values are extracted out of the 

pipeline. These may be used to test the check accuracy of the 

CNN. 

The AlexNet version is a 8 layer CNN containing five 

convolutional layers and 3 fully connected layers. It is a 

distinctly simple however pretty powerful version that turned 

into attempted for its simplicity and its effectiveness. The info 

of the version are defined in Reference. 

 

The ResNet is a fairly complex CNN with many layers. An 18 

layer network is used for this paintings although a good deal 

large layers were used for other packages. The simple concept 

of the ResNet (Residual network) is that unlike previous 

architectures, the community additionally has connections 

between neurons 2 layers aside. As a result the trade layers 

acquire statistics from neurons that aren't simply within the 

preceding layer permitting the features in that layer to be laid 

low with greater neurons and layer with feature sets. 

Information of the technique are described in Reference. 

 

The closing step of the pipeline is a category pipeline is the 

classifier. For the contemporary examine, the classification 

hassle is stored simple with two training, man or woman 

detected (elegance zero), individual now not detected (class 

1). But, a more complicated problem with lessons together 

with vehicles detected, and so on. Can be solved using the 

identical method with the aid of converting the final fully 

linked of the CNNs. The softmax classifier is used right here. 

The components for the loss is proven in Equation 1 (taken 

shape the CS231N notes)[18] wherein Li is the loss associated 

with sample i, and fyi is the elegance score of the 

magnificence y for pattern i 

 
Furthermore, those can be used for in addition publish 

processing. The sub pics may be regrouped into their figure 

photos and based at the magnificence detected, the bounding 

container may be created inside the picture. Furthermore, 

these can be used to generate other evaluation/checking out 

metrics, which includes the ones distinctive inside the paper 

through dollar et al[2,4].  
The pedestrian detection pipeline is setup in Torch7[19] the 

use of current implementation in torch which have been 

changed to in shape into the pipeline. Python scripts were used 

for pre and submit processing. The overall CNN testing and 

education framework was obtained by using modifying the 

ResNet implementation on github through facebook [15,16]. 

This implementation carries the resent along with and 

interface to load/preprocess pix, educate using sgd and run 

take a look at opinions. This framework turned into tailored to 

allow different networks (AlexNet obtained from the paintings 

of Soumith[20,who installation a fixed of ConvNet 

benchmarks on github) to be plugged in and incorporated with 

the pedestrian detection pipeline.  Post-processing modules 

were introduced to permit extraction of the check/assessment 

results for further publish processing. 

C. Dataset and Features 

The Caltech Pedestrian Database[3] containing approximately 

250,000 frames (60x480) with 350,000 bounding containers is 

used to attain education and take a look at statistics. This is a 

well known take a look at for the pedestrian detection hassle. 

The dataset is described in element in the paper by dollar et 

al[2,4]. Samples from the database are proven in parent 3. As 

shown some of the photograph incorporate a single pedestrian, 

some incorporate multiple pedestrians and some do now not 

incorporate any pedestrians. Moreover in some of the pix the 

pedestrians are clearly seen and are large in length(towards the 

digital camera) whilst in some of the snap shots, the 

pedestrians are occluded with the aid of items or very 

small(far faraway from the digital camera). The dataset 

consists of 11 periods of information amassed from video 

taken driving around busy streets. Periods 0 to five are 

assigned to the education set and the final are assigned to the 

check set. The pics are obtained as .Seq documents which 

have been preprocessed the use of matlab code received along 

aspect the database at the Caltech Pedestrian Database web 

site[3] and python code. The  bounding  boxes  round  the  

pedestrian  is likewise Supplied as a set of text documents 

(again those want to be extracted from a compressed report 

using matlab code furnished). Each report corresponds to a 

body/picture inside the database and is empty if no pedestrian 

is gift or contains the coordinates of the bounding bins if 

someone/multiple humans are gift. 

The dollar et al. Paper cautioned that each 0.33 frame inside 

the schooling set is taken as a schooling pattern and each 30th 

image inside the check units are used as take a look at 

samples. However the sliding technique resulted in the pix 

being in addition divided into approximately 50 sub images. 
This made the training and test pattern sizes intractable for this 

paintings because the schooling times had been becoming 

extraordinarily long and even trying out a assignment. 
Consequently the datasets were in addition sampled from. The 
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schooling dataset changed into sub sampled (randomly) to 

2000 snap shots (around one hundred thousand pictures for the 

CNN) and the check set become also decreased to 1500 

pictures through random sampling. The aim is to re- run the 

answer on larger datasets once basic pipeline is completed 

validated. The same old evaluation metrics for the accuracy of 

the detection system is described inside the paintings via 

greenback et al and additionally in Tome et al. For each set of 

rules/architecture, the pass over charge (MR) and the variety 

of false positives in keeping with image (FPPI) are measured. 

For each bounding container, if the bounding box distinctive 

by the set of rules and the actual bounding field (reality fee) 

do now not overlap by greater than 50% of their location, then 

it's miles considered as miss or a false negative. If the 

bounding field is particular by the set of rules in a region that 

does not contain a (fact )bounding container/pedestrian, then  

it  is considered a false fantastic (FP). That is used to compute 

the quantity of fake positives according to image (FPPI) and 

averaged. The pass over charge (MR) is the ratio of the range 

of false Negatives to the variety of effectively diagnosed 

boxes (Positives). But as defined in the segment under, 

because the type effects seem unrealistic, the usual CNN 

metrics of check accuracy are used for the time being. Yet 

again realistic effects are received by using training/trying out 

on a larger dataset and making sure that the pipeline itself isn't 

always fallacious (in its implementation), those metrics could 

be used/defined. 

D. Experiments/ Results/ Discussion 

To teach the community, the photos are first handed thru the 

sliding window detector which generates a fixed of smaller 

sub snap shots for education. Those are then publish-processed 

and fed into the CNN for education. The Nesterov momentum 

method is used for education. Exceptional mastering costs are 

attempted for each the architectures and the first-class acting 

values are selected (0.1 for the Resnet and zero.01 for the 

AlexNet). The momentum value is set at  0.9 and  the Weight 

decay is 1e-4. For both the networks, the training set is run for 

a couple of epochs (6 for AlexNet, three for ResNet) with a 

batch size of 32 picsan iteration. 

Discern four suggests the evolution of the loss feature in the 

course of training for each the CNN architectures. Whilst 

training was performed for more than one epochs, we see that 

the loss is appreciably decreased inside the first 100 or so 

iterations after which doesn’t alternate drastically. The loss for 

the ResNet comes down a lot faster than the AlexNet. The 

education became achieved for 2000 schooling pics that 

resulted in a complete of about 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3 Samples from the Caltech Pedestrian Database 

 

As hundred thousand photos. The take a look at accuracies for 

the skilled models had been proven to be extremely high 

(round five% for both the architectures). This regarded to be 

an exceedingly constructive measure of performance. A good 

way to determine the motives, the algorithm and the training 

and take a look at set changed into checked out in greater 

element. It turned into determined that the schooling images 

generated by the sliding window (as proven in figure 5 carries 

a couple of times of clear human beings (full line character 

inside the photo) and of sections of humans. Similarly there 

have been also samples containing just the road, simply the 

automobile, lampposts and many others (parent 6). The sliding 

window generator generated only some images throughout 

education that contained humans a long way away/combined 

with the background/trees and so on. Consequently the 

community overfitted for those instances. 

 
Fig.4 Images with/without people that are not classified correctly 

 

Throughout take a look at due to the incredibly small quantity 

of photographs, maximum of the photos had been dominated 

no person gift (discern 5) (automobiles, empty avenue) or 

someone without a doubt gift much like cases proven in  

figure 5. 

The instances that the set of rules had trouble with (shown in 

figure 6) were smaller in number. Thus the overfitted version 

done properly on the test set as well. To triumph over this 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 63



trouble, using a larger pattern set containing extra check 

pictures is required. Other reasons are also being investigated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5 Training results of the CNNs 

 

Fig.6 Images with people clearly defined (easily classified) 

 

 
Fig.7 Images without people (only road etc) easily classified 

  

 

It turned into also located that the use of a sliding window 

method for characteristic detection resulted inside the hassle 

becoming extremely big (in terms of statistics size) requiring 

down sampling. Moreover the sliding window carried out 

become no longer clever sufficient to tug out human beings 

successfully(with out reducing) especially in cases in which 

the humans had been a small part of the entire frame (a long 

way far from the digicam). This likely resulted inside the 

overfitting and wrong take a look at outcomes. Therefore for 

future paintings, transferring to an R-CNN primarily based 

approach in which the CNN acts as each the region inspiration 

and the feature detection techniques is recommended. 

 

   

IV. CONCLUSION AND FUTURESCOPE 

 

As a part of the take a look at, a pedestrian detection pipeline 

became installation the use of the Torch7 framework 

leveraging present implementations [15,16,18,19,20]. A 

sliding window detector changed into used for area proposal 

and both the AlexNet and 18 layer ResNet had been used for 

function detection with the softmax feature serving as a 

classifier. The hassle turned into formulated as a binary 

category trouble (individual detected or character now not 

detected). 

Regrettably the effects obtained indicated that the model 

become possibly overfit and because of the down sampling of 

the check set, test accuracies had been overoptimistic. The 

model works fairly nicely for cases wherein people are 

certainly present inside the frame or completely absent within 

the frame but doesn’t in reality work well for instances of 

occluded pedestrians or for cases of small pedestrians (far 

from the digicam). 

 

The subsequent steps to be performed involve schooling the 

picture on a much larger schooling set and testing the overall 

performance on a bigger test set, furthermore, which will put 

off the trouble of too many samples that occurs because of the 

sliding window technique, transferring to a R-CNN approach, 

which get rid of the sliding window detector could be 

attempted. 
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Abstract—To improve data reliability in NoC, extensively
adopted method is the deployment of error correction codes.
Errors present in the data flit are corrected by these codes and
this is not applicable for correcting errors present in the header
flit. So, there is a need for an coding method which will correct
errors in data and also the header flit. Further, it is important
to have a coding method that will decode the header flit faster
compared to data flit, as header flit is used for processing the data
flits. Existing single error correction and double error detection
code is improved and presented in this paper to support faster
error correction in header flit with retaining the same number of
redundant bits. This improved code is synthesised and results are
compared with existing code. The results show that the header
flit are decoded faster compared to data flits as the critical path
delay is reduced.

Index Terms—Error correction and detection codes, high-
speed networking, Noc, single error correction and double error
detection (SEC-DED).

I. INTRODUCTION

In System on Chips (SoC), the reliability issues are in-
creasing gradually when we move towards Deep Sub Mi-
cron (DSM) Technology [1]. In SoC’s, the information is
communicated through an inter communication architecture
known as Network on Chip (NoC). Generally, the packets
communicated in NoC are more vulnerable to soft errors due to
various external and internal noise sources. To improve SoC
reliability, Error Correcting Codes (ECCs) are used widely.
Error Detection And Correction (EDAC) uses 3D parity check
bits to detect and correct multiple errors [2]. This EDAC
will correct upto 3 bits of errors. Single Error Correction and
Double Error Detection (SEC-DED) code, detect and correct
two and one error bits respectively [3]. Horizontal-Vertical
Parity and Diagonal Hamming (HVPDH) code, detects 8
bit errors and one bit error is corrected [4]. The extended
Hamming code which has similar error correction feature as
SEC-DED is also very commonly used [5]. In all the ECC’s
proposed for Noc and as per the literature survey carried out,
detection and correction of error bits are possible only in the
corrupted data flit. All these codes are not designed to support
error correction in header flit bits.

Various applications of SoC is drastically affected because
of the reliability problems present in NoC [6]. In NoC, com-
munication takes place in the form of packets. Packets consists
of header and trailer flit each one and body flits between them
as shown in Fig. 1. Two or more packets are grouped together
to form a message. A packet is further processed in a router

based on the information taken from the header flit. If this flit
is corrupted, processing of the remaining part of the packet is
effected and delayed. Therefore, an ECC which supports error
correction in header flit is important. This paper proposes an
enhanced SEC-DED Code which can correct and detect errors
present in header flit and also in body flit parallelly.

Fig. 1. Packet format of NoC

Further the paper is organised as follows. Survey on all the
existing works are presented In Section II. Proposed enhanced
SEC-DED code is explained in Section III. Evaluation of
proposed work and the conclusion are discussed in Section
IV and Section v respectively.

II. RELATED WORKS
There are methods available for constructing the single error

correction codes of data bits only with low decoding delay
[7].But those methods are not proposed for SEC-DED. In
general, there are two methods for detection and correction
of errors in the header flit and also in body flit [8]. In first
method, two independent ECC’s are used for header flit and
also body flit, where it requires extra redundant bits. This
requires extra storage for the redundant bits. In second method,
only one ECC is used for correcting and detecting the errors in
both body flit and also the header flit, where same number of
redundant bits are used. Therefore, second method is preferred
over first method. SEC-DED codes are also widely used in
rapid memories [9]. If there are u number of bits in data block,
then there will be k number of parity bits to support single
error correction which can be specified as given in equation
(1).

2k > (u+ k) + 1 (1)

For example, for a 32 bit data block using equation (1)
number of parity bits required is 6. Similarly, for 64 bit data
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block, 7 parity bits are required. Further, to extend single
error correction feature to single error correction double error
detection one extra parity bit is used. So in Hsaio code, here 32
and 64 bit data block requires 7 and 8 parity bits respectively.
There are two types of SEC-DED codes they are extended
Hamming code and Hsaio code. Hsaio code uses H matrix
where every column in this matrix has odd number of ones.
Also, the other rules followed in this H matrix are every
column should be unique and there should be no all-0 columns.
The H matrix for SEC-DED code [10] for data block size of
32 and 64 bits is shown in Fig. 2 and Fig. 3.

Fig. 2. H matrix for 32 bit data block

Fig. 3. H matrix for 64 bit data block

III. PROPOSED ENHANCED SEC-DED CODE

In this paper, by retaining same number of redundant
bits used for SEC-DED code, a extended SEC-DED code is
designed. This is designed to protect the entire packet. A fast
decoding method is also proposed for header flit bits which
reduces the decoding delay of those bits. The same traditional
H matrix as shown in Fig. 2 and Fig. 3 are modified to support
extended SEC-DED code in our work. To the H matrix of
SEC-DED code, which is available for 32 and 64 data block
sizes [4], 16 and 32 columns are added to the most significant
side to support error correction in header flit bits as shown in
Fig.4 and Fig.5.

This extra 16 columns corresponding to the header flit are
unique. The bits corresponding to these columns are decoded
faster in order to support faster processing of data bits. Faster
decoding is performed by considering only fewer redundant
bits. In the same way, 32 unique columns are added to facilitate
the error correction in the header flit of 64 bit data. In general,
the number of bits that can be protected by SEC-DED is
always a power of 2. For 32 bit data, 7 parity bits are needed
that means 27 = 128 i.e 128 total number of possible bits
which are protected by using same 7 parity bits. This is

Fig. 4. H matrix for 32+16 bit data block

applicable for 64 bit data also. Therefore, few extra bits can
also be protected by the same number of redundant bits.

A. Enhanced SEC-DED encoder

Let h, d, r represents the header flit bits, data bits and
redundant bits respectively. In H matrix shown in fig. 4, first
16 columns at the MSB side belongs to headerflit bits (v[0],
v[1], v[2],...., v[15]), last 7 columns at the LSB side belong to
redundant bits (r[0], r[1], r[2],...., r[6]) and remaining all the
32 bits corresponds to data bits (g[0], g[1], g[2],......, g[31]).

The 48 bit data block (16+32) is given as input to the
encoder and the output of the encoder is 55 bits (16+32+7).
These 7 redundant bits are calculated by XORing the bits
present in the bit position holding 1 in the H matrix [11]
without considering the redundant bit columns as shown in
equation (2) to equation (8)

r[0] = v[4]⊕ v[8]⊕ v[9]⊕ v[10]⊕ v[11]⊕ v[12]⊕ v[14]⊕
v[13]⊕ g[16]⊕ g[17]⊕ g[18]⊕ g[19]⊕ g[20]⊕ g[21]⊕
g[22]⊕ g[23]⊕ g[30]⊕ g[35]⊕ g[38]⊕ g[40]⊕ g[46]⊕

g[47]
(2)

r[1] = v[4]⊕ v[5]⊕ v[6]⊕ v[7]⊕ v[11]⊕ v[12]⊕ v[14]⊕
v[15]⊕ g[20]⊕ g[23]⊕ g[24]⊕ g[25]⊕ g[26]⊕

g[27]⊕ g[28]⊕ g[29]⊕ g[30]⊕ g[31]⊕ g[34]⊕ g[37]⊕
g[40]⊕ g[45]

(3)

r[2] = v[1]⊕ v[2]⊕ v[3]⊕ v[5]⊕ v[6]⊕ v[9]⊕ v[8]⊕
v[10]⊕ v[14]⊕ v[15]⊕ g[42]⊕ g[43]⊕ g[45]⊕ g[19]⊕
g[32]⊕ g[33]⊕ g[34]⊕ g[35]⊕ g[36]⊕ g[37]⊕ g[38]⊕

g[39]⊕ g[46]⊕ g[27]

(4)

r[3] = v[0]⊕ v[2]⊕ v[4]⊕ v[3]⊕ v[8]⊕ v[6]⊕ v[10]⊕
v[12]⊕ v[15]⊕ g[18]⊕ g[22]⊕ g[26]⊕ g[29]⊕ g[31]⊕
g[32]⊕ g[40]⊕ g[41]⊕ g[42]⊕ g[43]⊕ g[44]⊕ g[45]⊕

g[46]⊕ g[47]

(5)
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Fig. 5. H matrix for 64+32 bit data block

r[4] = v[0]⊕ v[1]⊕ v[3]⊕ v[8]⊕ v[7]⊕ v[15]⊕ v[13]⊕
v[4]⊕ g[15]⊕ g[17]⊕ g[18]⊕ g[21]⊕ g[23]⊕ g[26]⊕
g[29]⊕ g[34]⊕ g[35]⊕ g[36]⊕ g[37]⊕ g[39]⊕ g[40]⊕

g[42]⊕ g[44]

(6)

r[5] = g[32]⊕ g[33]⊕ g[34]⊕ g[35]⊕ g[36]⊕ g[44]⊕
g[16]⊕ g[21]⊕ g[22]⊕ g[24]⊕ g[28]⊕ g[29]⊕

g[30]

(7)

r[6] = g[16]⊕ g[17]⊕ g[19]⊕ g[20]⊕ g[24]⊕ g[25]⊕
g[26]⊕ g[27]⊕ g[33]⊕ g[39]⊕ g[41]⊕ g[43]⊕

g[47]

(8)

B. Enhanced SEC-DED decoder

The encoder output is now input to the decoder. For 32+16
data block, the 55 encoded bits are decoded by calculating
the syndrome bits. Syndrome bits detect single and double bit
errors that are present in the entire packet assuming error free
redundant bits. Let nr represents newly calculated redundant
bits and r represents the received redundant bits. The syndrome
bits (y[0], y[1], y[2]...., y[6]) are calculated by XORing the
newly calculated redundant bits and received redundant bits.
The calculation of syndrome bits are shown in equation(9) to
equation(15). Similarly, for 64+32 data block the 8 syndrome
bits are calculated in the same way.

y[0] = nr[0]⊕ r[0] (9)

y[1] = nr[1]⊕ r[1] (10)

y[2] = nr[2]⊕ r[2] (11)

y[3] = nr[3]⊕ r[3] (12)

y[4] = nr[4]⊕ r[4] (13)

y[5] = nr[5]⊕ r[5] (14)

y[6] = nr[6]⊕ r[6] (15)

For decoding, the syndrome bits corresponding to the ones
in the column of H matrix are taken into consideration. In this
way the decoding for all the bits are done. In our proposed
decoder, bits that are present on the critical time path are to
be simplified for low delay. To achieve this, the redundant

bits must be divided into two parts. Here, both header flit bits
and data bits are shared by the first group and the second
group is used only for decoding of data bits. The first group
of redundant bits are to be re-computed for header flit bits
decoding.

For 32 bit data block with 16 header flit bits, 7 redundant
bits are required for protection. As discussed earlier these 7
redundant bits should be divided into two parts. First part is of
5 bits and the second part of 2 bits. First part is used for both
header flit bits and data bits and the second part is only for data
bits. In this code, for decoding the header flit bits, only the 5
syndrome bits with value ones and zeros are considered. Other
2 syndrome bits are not considered for the decoding of header
flit bits. For decoding of data bits, all the 7 syndrome bits with
value ones and zeros are considered. For the case of 32+16,
in the first part 5 syndrome bits are used. With 5 syndrome
bits, 25 combinations can be generated. This supports single
bit error correction in 32 bits. This way by considering the 5
syndromes bits for evaluating the header flit bits we achieved
faster decoding and also we can extend the number of header
flit bits from 16 to 32.

Fig. 6. One bit fast decoding of 32+16 data

Similarly, for 64 bit data block with 32 header flit bits, 8
redundant bits are used for protection. These 8 redundant bits
will be divided into two parts. First part is of 6 bits and the
second part is of 2 bits as done for 32 bit data block. The
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Fig. 7. One bit fast decoding of 64+32 data

first part will protect header flit bits and data bits and second
part is only for data bits. In this code for decoding the header
flit bits, only 6 syndrome bits with values ones and zeros are
considered. Other 2 bits are not considered for the decoding
of the header flit bits. For decoding the data bits all the 8
syndrome bits with value ones and zeros are considered. Fig.
6 and Fig. 7 shows Fast decoding hardware architecture for
32+16 and 64+32 data blocks respectively.

IV. EVALUATION

To evaluate the proposed code, this code is implemented for
32, and 64 data block sizes. considering 16 and 64 additional
header flit bits respectively. The codec of these codes are
compared to the original SEC-DED codes. To evaluate these
codes, all these codes are designed in Verilog HDL. The
designed codes are synthesized using Cadence RTL compiler
for 45nm technology [12]. As per the main design goal, the
synthesis for the decoders is to the minimize the delay on the
header flit bits with same number of redundant bits. The same
synthesis constraints are used for both proposed and original
SEC-DED codes. The parameters that are evaluated in this
paper are area, power and delay.

The results of the proposed codes are analysed in terms of
area, power and delay and are compared to the original SEC-
DED code. The encoder results for the case of 32+16 and
64+32 data block size are shown in TABLE I and TABLE II
respectively. similarly decoder results for 32+16 data block,
header flit bits and 64+32 data block, header flit bits and
also the original SEC-DED decoding results are shown in the
TABLE III. In this area, power and delay are calculated by
separating data and header flit bits. The decoding delay of the
header flit bits for 32+16 and original 32 bit is reduced by
approximately 3%. In the same way for 64+32 and original
64 the decoding delay of header flit bits is also reduced by
3%. With this delay reduction, it is clear that bits on the
critical path are decoded faster. There is a slight increase in
circuit area when compared to original SEC-DED codes and
there is marginal increase in the delay and power of encoders.

TABLE I
ENCODER RESULTS FOR 32 BIT DATA WITH 7 PARITY CHECK BITS

Number of bits Area (µm2) power(mW) Delay (pS)
32+16 encoder 410 0.064 1997

original 32 encoder 296 0.038 1295

It is observed that, there is slight impact on the data bits,
that is decoding delay is slightly increased for the data bits.
However, As discussed earlier,we are concerned only on the
fast decoding of header flit bits that are on the critical path.
As a result it is observed that AISC circuit area for encoders
and decoders have slightest variations when compared to the
original SEC-DED codes. Decoding delay of data bits is
slower than minimum-weight codes and power consumption
increased slightly. However, this proposed code will detect
double errors and correct single errors in data and header flit
bits with a marginal increase in overall delay and power.

TABLE II
ENCODER RESULTS FOR 64 BIT DATA WITH 8 PARITY CHECK BITS

Number of bits Area(µm2) power(mW) Delay(pS)
64+32 encoder 830 0.150 2631

original 64 encoder 589 0.090 1567

V. CONCLUSION

This proposed paper presents a code for the construction
of SEC-DED code that has a capability to correct and detect
the errors in both header flit bits and data bits. These codes
are designed for NoC which in turn gives fast decoding of
the header flit bits by using minimum number of parity bits
that are required for decoding of those header and trailer flit
bits. This will eliminate extra memory space that will account
for redundant bits. It can also be extended by changing the
H matrix which will correct and detect multiple errors. With
marginal increase in the overall delay this proposed extended
SEC-DED code is able to protect the errors in both header flit
bits and data flits and with included advantage of fast decoding
of the header flit.

TABLE III
DECODER RESULTS

Number of bits Area(µm2) power(mW) Delay(pS)
Decoder(32+16, data bits) 722 0.135 3630

Decoder(32+16, header 582 0.114 3121
flit bits)

Decoder(original 32+16, data bits) 722 0.135 3630
Decoder(original 32+16, header 584 0.104 3227

flit bits)
Decoder(64+32, bits) 1400 0.309 4364

Decoder(64+32, header 1131 0.263 4234
flit bits)

Decoder(original 64+32, data bits) 1400 0.309 4364
Decoder( original 64+32, header 1150 0.239 4364

flit bits)
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Abstract— A multi-user MIMO network system with channel 

fading effect provide a multiple challenges such as pilot 

contamination, collision, model complexity, resource allocation 

and etc. In this paper, we provide minimal collision probability 
with the less model complexity under consideration of pilot 

contamination problem and resource allocation using RCSA 

approach. Here, the uncorrelated Rayleigh fading channels is 

considered in massive-MIMO network and focused on initial 

timing variation at urban organizations and proposed a random 
access process for UEs that want to communicate in the cellular 

network. In the result analysis, we shown the effectiveness of our 

proposed model in order to minimize the pilot collision, it also 

compared with the state-of-art technique to validate the 

performance of our model. 

Keywords— user equipment’s (UEs); massive multiple-input-
multiple-output (mMIMO); base station (BS); reactive channel 

state based allocation (RCSA) 

I.  INTRODUCTION 

 A recent enhancement in the field of wireless 

communication majorly focussed on the MIMO system, which 
able to provide more spectral efficiency by spatial diversity and 

multiplexing method at the transmitter side as well as at the 

receiver end. In paper [1] [2], shows the related research in 
order to increase the channel capacity with using minimal 

transmit and receive antennas in MIMO system. In [3], the 
channel capacity under channels fading effect are analysed 

using multiple transmission occurrences through emphasizing 
on the coding structures and multi-path fading equalization of 

channels. A hyper-geometric matrix is considered in [4] that 

generates a unique function for the propagation of several 
scenarios in MIMO correlation fading at receiver and 

transmitter side. Moreover, an upper bound sum capacity is 
examined in [5] in order to decentralize the multiple channels, 

which acknowledge all distributed CSI (channel state 
information) and receiver CSI.  

The method of spectrum sharing is considered in [6] by 

using new receiver, which enhance the capacity process, 
minimize collision and decrease problem to obtain efficient 

optimal power at interference power and transmission 
scenarios. The power allocation and optimal bandwidth is 

obtained through frequency-division multiple access protocol 
in cognitive network [7]. In addition, the security of physical 

layer in wireless communication network has studied in [8], 
which compute secure connection probability to provide better 

secure connection and secrecy capacity process. In [9], 

effectiveness of several channel capacity and the outage 
capacity is studied, also it provide probable source distortion 

for the several outage probabilities under the Rayleigh fading 
channels. Though the simplified approach to analyse the 

collision in dual MIMO configuration is considered in [10], 

which is done by using normalized power distribution in a 
configured network system. 

In [11], studied the spatial correlation through considering 
two channel models in order to get optimal MIMO capacity at 

different scenarios, moreover a closed-form appearance for 
maximizing the efficiency of MIMO channels under at 

Rayleigh fading is studied in [12] that approximate optimal 
allocation of antenna, where the transmitter has no 

acknowledge channel and side CSI. In study [13], the capacity 

of the several relay channels is investigated under shadowing 
and fading scenarios with considering constraints of spectrum 

sharing. Minimum mean square error (MMSE) for multi-cell 
that based upon the pre-coding method was considered in [14], 

for each BS the pre-coding matrix was designed to minimalize 
the sum squared errors of UEs in the cells, but it has some 

computational complexity because of its huge matrix inversion. 

In [15], the time-shifted pilot technique is proposed to 
overcome pilot contamination through distributing the 

complete system into some smaller groups, then by make use 
of asynchronous transmission at entire smaller groups. 

Moreover, the time-shifted method makes definite that the very 
less pilot contamination among at users in all smaller groups, 

whenever very large number of the BS antennas is considered 

this leads towards the communal interference in between 
transmitted data and the pilot sequences. 

 A multi-user MIMO network system with the orthogonal 
block coding was considered that tends to compute both spatial 

diversity gain and multi user gain under a low complexity of 
encoding and decoding, in paper [16] a channel fading 

distribution at several real time scenario is considered, where 
the behaviour of the channel is subjected to be independent and 

distributed non-identically such as Nakagami-m fading. 

Subsequently a relay node may be unable to serve 
simultaneously multiple source destination pairs, therefore the 

appropriate design of user scheduling approach is essential. So 
the drawback of this  paper is to not have the opportunistic 

scheduling and one end-to-end pair under the optimal channel 
conditions for the transmission in given time period. 
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In [17], proposed a smart pilot allocation method through 

minimizing the SINR (signal-to-interference-plus-noise ratio) 
of users for individual cells in a consecutive manner, but it 

cannot fulfil the required convergence. Moreover, adaptive 
pilot allocation based method is proposed in [18] through 

dividing UEs in a system into the dual group, in according to 
the present inter-cell interference available number of pilot 

should be larger than the UEs in individual cell and, if the 

available number of pilot is limited and considered to be same 
to UEs in individual cell, then the adaptive pilot allocation 

based method work same as the random pilot allocation. 
However, a pilot contamination based elimination pre-coding 

method is proposed in [19], through exploiting the coefficients 
property of large-scale fading for channel vector of BSs and 

users. Figure I.1 shows the MIMO system model. 

 

Figure I.1 MIMO system model 

In [20], presented a novel approach for intra-cell interference to 
overcome the problem of pilot contamination in massive 

MIMO networks, this approach majorly relies on the channel 

powers stability and the orthogonality at user channels using 
the graph code method. A random access scheme is proposed 

in [21] in order to overcome the collision, power and channel 
estimation through utilizing the huge number of antennas 

planned in mMIMO network. In this paper, we proposed a 
RCSA approach with uncorrelated Rayleigh fading channels, 

the major aim of this is study is to minimize the intra-cell 

interference in between the UEs. Here we have considered the 
time-division duplexing (TDD) for the pilot contamination in 

m-MIMO [22], also we focused on initial timing variation at 
urban organizations and proposed a random access process for 

UEs that want to communicate in the cellular network. In 
addition, UE consigned a pilot sequence before transmitting the 

data to overcome the pilot collisions at intra-cell. To verify the 
performance of our proposed model with uncorrelated 

Rayleigh fading channels  effects, in result analysis section we 

will consider huge number of inactive UEs as compared to 
active UEs with varying the number of BS antennas. 

II. REACTIVE CHANNEL STAT E BASED ALLOCATION 

(RCSA) SCHEME 

In this section, we provide a brief of RCSA approach for 

Massive MIMO that we have proposed in earlier study [23], 

afterwards in next section we will provide RCSA approach 
with Rayleigh fading channels . The proposed RCSA approach 

consist of four major steps as given in fig 1, where the first step 

stands for queuing and system initialization, the second step 

provides the response queuing, the third step provides the 
resource contention and channel state analysis and, at last step 

stands for the resource allocation. Here, we consider the 
cellular network, where individual number of BS is having    

antennas. The considered network system operates at TDD 

mode and time-frequency properties are sub-divided to some 
coherent blocks for the usage of   number of channels. Here, 

the channel responses at BS and its corresponding UEs are 

considered to be constant and the frequency remains same with 
in a same block and vary at different blocks. For this we have 

considered the OFDM (orthogonal frequency division 
multiplexing). 

 

 

Figure II.1: A proposed RCSA Approach for the Massive MIMO 

While assuming huge network of MIMO, the collisions  are 

needed to resolve and recognize as earlier than the UE which is 
coming into the blocks of payload. Our proposed method can 

be distributed the approach to resolve a collision at the UEs via 

using the principle of enormous MIMO. Wherever, the vectors 
of channel at UE are denoted as      and     

  can be 

denoted as BS, whereas we have though- about the model of 

generic propagation and also the channels are pre-expected to 
satisfy these 2 conditions: 

‖  ‖
 

 

   
→          (1) 

  
   

 

   
→                     (2) 

Here,     has much number of strictly values that is well-

known to UE  , so that the channels are provided the 

propagation of asymptotic favorable and the channel hardening 

[24]. While assuming, the step 1 process for RAP, and the 
signal is received by the help of BS is known as         

from the pilot transmission. 
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  ∑ √  
    

     ( )
      (3) 

Where,   is represented by the help of inter-cell 

interference,          is not dependent the receiver noise 
and every single distribution of the element is specified as 

  (    ) and it is more complex as Gaussian distribution, 

where,       metric represents the interference from various 

cells. The resources of time-frequency are separated the 
channel T of coherence block and   denotes the number of 

antennas. The transmit power is given by the help of  , 

complex value corresponds to    and the transmitted value is 

represented by  . 

During queuing of the response, the BS replies at the side 
of RAP pilots via transmitting the pre-coded signals of 

downlink that leads to every single RAP pilots which were 
being utilized in the uplinks. The reaction towards (  ) can be 

the sequence of channel     
   and the sequences of 

downlink channel can be specified as                
   are 

the orthogonal to each and everyone and satisfy  ‖  ‖
    . If 

the BS is considered as the normalized conjugate then 
  
 

‖  ‖
 is 

pre-coded vector at the pilot sequence of     in downlink. Then 

the signal is directed towards MCMR (multi-cast-maximal-

ratio) transmission t the UEs in       Hence, the complete pilot 

signal of pre- coded downlink   is specified as; 

  √ ∑
  
 

‖  ‖

  

   

  
  (4) 

Where, down-link sends the power   and it has pre-defined 

value, the length of pilot channel is mentioned as    and it is 
not dependent from huge number of antennas. The received 

signal (    
  ) at UE      is defined by; 

  
     

    
    

   (5) 

Whereas,   
  represented for the channel of reciprocal 

downlink, and     correspond to     which is interference of 

inter-cell, and    can be the receiver noise signal. Though the 

UE obtain the signal      
   

 

‖  ‖
 by correlating receiver 

signal    with    normalized downlink pilot sequence. 

   √     
        

   
 

‖  ‖
                                           (6) 

In step3, the mechanism of resource contention and 
analysis of channel state has been proposed to resolve the 

contention of channel at the distributed manner, so that every 
single channel can be reiterated only one by the one-UE.  The 

UE (    ) can be considered as       (signal gain) and 

estimate the signal gain ( ̂   ) of the sum of inter-cell 

interference and contending UEs. The BS (base station) 

receives the repeated pilot transmission of RAP that followed 

by the uplink message. The BS can be considered the     level 
of pilot signal to estimate the channel UEs which is transmitted 

   and decode the corresponded messages. After successfully 

decoding, the BS can be recognized one-UEs in    and give it 

to the coherent payload blocks via assigning the sequence of 
pilot channel. These types of allocation decision can be 

forwarded through the downlink in the step 4 and equally for 

step 2. The protocol of RCSA can be reiterated for the fixed 
number of time, if UEs were not recognized in the step 4, then 

it is instructed to send via the new RAP channels.  

 

III. RCSA APPROACH WITH RAYLEIGH FADING CHANNELS 

 

Here, we going to consider the uncorrelated Rayleigh 

fading channels for all UEs, where              can be 

given as;  

 

      (      ) (7) 

Moreover, the model of inter-cell interference can be 

given as      (       ) which is independent from the 

other signals, this will allows for relative analysis of traceable 

performance at any value of  . While considering section II 

analysis on   for the property of asymptotic favorable 

propagation and channel hardening, the   value generally will 

be at larger amount. As per consideration of step 2 (6), the 

distribution of the random variable under considered 

uncorrelated Rayleigh fading channels  for any UE received 

signal can be given as; 

         (8) 

Where, the    and    parameters are obtained from (9) 

and (10).  The    consist of scaled chi-distribution with 

the    degree of freedom. 

   √
        

   
 

    
 
        (9) 

Where,   denotes for the independent chi-distribution 

and its corresponds lower value denotes the degree of 

freedom.  

 

     (   
           

     
   
 

    
 
) (10) 

Through using the statistical property at (8), we will able 

to calculate the value of expectation and variance related to 

random variables for received downlink-signal 
  

√ 
, so the mean 

value can be computed as;  

 {
  

√ 
}  √

     
   
 

    
 

 (     )

√  ( )
 (11) 

Similarly, the variance can be computed as; 
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While,  ( ) denotes the gamma function, while 

considering the   value to infinity, the expected value of 

received downlink signal can be given as; 

 {
  

√ 
}  √

     
   
 

    
 
           (13) 

Where,   denotes the coherence blocks of   channel uses 

and consecutively, if the   value is tends to infinity, the 

variance of received downlink signal can be given as; 

 

 {
  

√ 
}              (14) 

The expected value of received signal with respect to random 

variables satisfied the considered condition and the variance 

value tends to zero that confirms the asymptotic satisfactory 

propagation from the uncorrelated Rayleigh channels fading 

effect. 

IV. SIMULATION RESULT AND ANALYSIS 

 
In this section, we illustrate the RCSA approach with 

uncorrelated Rayleigh fading channels (URFC), which is 

capable to resolve the collision and increase the capacity of 
network. The simulation of code has done using Matlab 2018a 

on a Windows operating system. Here, we considered a 
scenario, where 5000 number of inactive UEs are present in a 

network, active UEs at the neighboring cells  is consider to be 
10 and cell radius is 250m. UEs transmit power in the cell is 1 

dB, the transmit power of BS is also consider to be 1 dB, the 
length of the random access pilot sequence is 30 and the noise 

variance is considered to be 1 dB. The maximum number of BS 

antennas    is 200, and it varies from 1 to 200, in addition the 
number of Monte-Carlo realizations is considered to be 1000 in 

an intra-channel interference module. 

In order to make a decision on UE, whether it’s a strongest 
user or not is very difficult, therefore in order to soften the 

decision we consider the random bias term. As per 
acknowledgment obtained by    to UEs, the bias term value can 

made and provide ability to UE to itself appoints the 

appropriate strongest user under the probability condition. 
Here, we are going to compared with the existing vertex graph-

coloring-based pilot assignment (VGCPA) with URFC [25].   

 

Figure IV.1 Resolved Collision Probability at Zero Bias Term 

 

 

 

Figure IV.2 Resolved Collision Probability at 0.5 Bias Term 

Figure IV.1 shows the resolved collision probability at zero 

bias term, where the x-axis represents the number of antennas 

that varies from 1 to 200 and y-axis represents probability at 
the resolved collision. Here, RCSA-URFC has got minimum 

and maximum probability score of 0.45 and 0.91, where the 
average at total number of BSs is 0.84. Whereas, VGCPA-

URFC has got minimum and maximum probability score of 
0.22 and 0.8, where the average at total number of BSs is 0.7, 

which is 15.4% less than our proposed approach. Similarly, fig 
IV.2 shows the resolved collision probability at 0.5 bias term, 

where our proposed model RCSA-URFC has got maximum 

probability score of 0.9, where the average at total number of 
BSs is 0.78. Whereas, VGCPA-URFC has got maximum 

probability score of 0.77, where the average at total number of 
BSs is 0.66, which is 15.3% less than our proposed approach. 
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Figure IV.3: Probability at Packets Loss 

 

Figure IV.4: False Positive Value at Retransmission 

 IV.3 shows the probability of packets loss with respect to 
number of BS antennas, here the x-axis represents the number 

of antennas that varies from 1 to 200 and y-axis represents 
probability of packet loss. The minimum and maximum 

probability of packet loss is 0.44 and 0.94 from VGCPA-

URFC approach, and from RCSA-URFC approach the 
minimum and maximum probability of packet loss is 0.21 and 

0.87, in average it is 40% more than our proposed model. 
Figure IV.4 shows the false positive value with respect to 

number of BS antennas, where the average false positive value 
from VGCPA-URFC approach is 0.168 and from RCSA-

URFC approach is 0.077, which 54% less than the existing 

approach. 

 

V. CONCLUSION 

 

The proposed RCSA approach consist of four major steps  
such as queuing and system initialization, response queuing, 

resource contention and channel state analysis and, at last 
resource allocation. The mechanism of resource contention and 

analysis of channel state has been proposed to resolve the 

contention of channel at the distributed manner, so that every 
single channel can be reiterated only one by one UE. From the 

result section IV, the average resolved collision probability by 
our proposed model at total number of BSs is 15.4% more than 

the existing approach. So we can say that the RCSA approach 
with uncorrelated Rayleigh fading channels is capable to 

resolve the collision and increase the capacity of network. In 

future-work, we are going to consider the inter-channel 
interference along with the intra-channel interference in m-

MIMO system. 
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Abstract. With the speed in every move in life, the 

speed of processors is vital for the modern 

technology. As the single processor has its own 

limitations, multicore/many-core processor are 

introduced to compete for the speed. 

Communication among the cores in a network on 

Chip(NoC) needs to be expertly handled to avoid 

needless delay in processing speed. The proposed 

work presents a deadlock free adaptive odd even 

routing (OE) to route cache miss packets in the 

cores with less delay in a 2D mesh topology. The 

algorithm is implemented and tested in BookSim 

2.0 simulator. In a multi-core architecture, as each 

core processes multiple applications in parallel 

which results in increase in the chip’s overall 

processing capability. One of the major issue in 

this NoC is congestion management in the network. 

As this routing algorithm is adaptive it can change 

its route accordingly to the traffic present at nodes 

with help of credits. Simulation result shows the 

analysis of the routing algorithm in various 

synthetic traffic patterns such as uniform, tornado, 

bitrev, shuffle and transpose. It also gives a 

comparative analysis of performance in terms of 

latency in various routing algorithms such as XY, 

adaptive XY, shuffle, transpose. 

I.  INTRODUCTION 

Most of the electronic products, such as mobile 

phones, smart devices, and so on, consists a lot of 

software and hardware blocks. Due to usage of several 

advanced techniques  in the products, which results in 

several number of blocks in a chip. Simultaneously, 

the system complexity increases with the increase in 

number of blocks in a chip. With the increase in 

embedded systems complexity, it is essential to 

organize the  SoCs design and architecture[1]. 

According to System on Chip (SoC), on a single chip 

different electronics or computing systems are 

embedded on to it. As the number of cores  increases, 

which leads to  increase in demand for bandwidth  for 

inter core communication to facilitate high core 

utilization. An essential requirement for scalable 

interconnection fabrics such as on-chip 

networks(NoC) is required. The need for better 

performance is satisfied by increasing the processing 

cores count on the chip. To address these problems, a 

new type of interconnect is proposed which is NoC. In 

NoC context, cores communicate with packet-

switching mechanism and all are connected to one 

another through a network of routers. Routing 

algorithm is an essential parameter in determining the  

NoC’s performance. For mesh-based NoC, number of 

routing algorithms have been published and analysed 

[2]. 

Routing algorithm is mainly divided into two classes: 

deterministic and adaptive. In most of the purely 

deterministic routing algorithms, routing reserves only 

one path for each communication pair. An example 

for this type of routing is Dimension Order Routing 

(DOR) [2]. But this also takes large computational 

time as they route packets along the same route every 

time irrespective of the congestion state of the 

network. Deterministic algorithms are reliable and 

have low latency in congestion free networks. But the 

network won’t be congestion free always and may 

need adaptive algorithms for better performance in 

terms of latency and throughput. On the other side, 

packets have a choice of multiple paths to reach its 

destination node in adaptive routing. An example for 

adaptive routing is Odd-Even (OE) turn model [2].  

Network resource utilisation is very high for adaptive 

routing compared to deterministic routing[3]. The 

adaptiveness can be in terms of credits, virtual channel 

etc of the neighbouring cores. There are many 

simulators in which the algorithms can be analysed in 

terms of throughput and latency. The topology of the 

network can like mesh topology, torus topology, 

spidergon, hypercube etc[4]. In those topologies, 

variations can be applied for more cores and better 

connections like 3D connections in mesh topology [5].  
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The algorithms can be tested on different size of each 

topology. Performance of NoC can be analysed in 

terms of throughput, latency, area and power. Apart 

from these, communication errors are also to be 

addressed[6].  

 

Fig. 1 Restricted turns in XY routing 

II.  RELATED WORKS 

In the literature, most widely studied topic is 2D 

mesh[7]. In order to avoid deadlock in 2D mesh 

topology, some 90 degree turns are to be restricted. 

The system performance is influenced by the number 

and distribution of the restricted turns. In XY routing, 

packets are initially routed in X-direction and then in 

Y-direction. Fig. 1 depicts the restricted turns of XY 

routing algorithm. In column’s perspective same turns 

are restricted in every column. similarly,same turns 

are restricted in every row[8]. 

There were many approaches towards optimizing the 

routing on different topologies using different routing 

algorithms and traffics. Some of them are repetitive 

turn model  for adaptive routing [2] their “goal is to 

exploit the designing space for logic based routing 

algorithms, and proposed new logic-based routing 

algorithms that outperformed the state-of-the-art 

counterparts”. The work on “The Odd-Even turn 

model for adaptive routing”[9] present a model 

without virtual channels for designing adaptive 

wormhole routing algorithms for mesh. When 

Minghua Tang, Chunhui Wu[1] conducted a case 

study of a adaptive routing algorithm for NoC, known 

as Odd-Even turn model, Simulation results conclude 

that in local region there is an high amount of 

congestion compared to outer regions. It suggests that 

this issue has to be taken into consideration while 

designing routing algorithm by researchers. 

A model with preemptive approach was applied to odd 

even routing called PWOE[10].which postpones the 

saturation traffic rate of NoC by significant percentage 

compared to odd even under synthetic traffic loads.    

Topologies are one of the most essential part of a NoC 

design, the constraint is performance factor. The 

parameters which influence the network’s 

performance are latency, throughput,  injection rate,  

hop count etc. Performances are studied and analyzed 

with the parameters of the topologies in the work 

“Performance Evaluation of Various Parameters of 

Network-On-Chip (NoC) for Different Topologies” 

[11]. Anil Kumar and other authors proposed a 

machine learning framework[12] that is used on mesh 

and torus architectures to analyze the performance 

factors. A comparison was made between the results 

obtained and the widely used cycle-accurate Booksim-

2.0 simulator. Experiments were conducted with 

various injection rates, virtual channels, and traffic 

patterns on different topology size ranging from 2×2 

to 30×30. The framework showed a prediction error 

ranging between 5% to 8% and overall minimum 

speedup ranging between 1500 times to 2000 times. 

So, considering their analysis, mesh topology is 

chosen for implementing odd-even routing and run the 

simulations on 8x8 mesh to analyse and  to give out 

results which can be useful for further research and for 

development of  other routing algorithms. 

The proposed work emphasizes on the local region 

congestion and implemented a fully adaptive non-

minimal odd-even routing where the traffic avoidance 

is the major focus on and the packets may take a 

longer route in order to avoid the traffic in the mesh. 

III.  FULLY ADAPTIVE NON-MINIMAL ODD-

EVEN ROUTING ALGORITHM 

In adaptive routing algorithm there are choices of 

multiple routing paths  between source node and 

destination node and a single path will be chosen  

which has the least  congestion while routing a packet 

in the network. According to the dynamic changes in 

the congestion condition of a network, the paths keep 

changing. Odd-Even Routing is based upon odd-even 

turn model [9]. It is classified under the class of 

distributed adaptive routing algorithm. 

 

Fig.  2  Restricted turns in odd-even routing 
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Fig.  3 Restricted turns in Odd-Even Routing at each 

column is 5x5 mesh. 

It introduces various restrictions on taking turns which 

is depicted in Fig.2. As a result of restrictions in turns,  

it is deadlock free. Every node in a 2-D mesh has (x, 

y) co-ordinate. According to the turn model, a column 

is termed as even or odd based on the x coordinate if it 

is even then the   column is regarded as even column 

and if it is an odd number then the column is termed 

as odd column. A turn is regarded as a change in 

travelling direction in 90- degree. As per these 

restrictions, there are eight combinations of turns that 

are possible as shown in the Fig.4. If the packet has 90 

degree variation in direction from East to South then it 

is regarded a ES turn. Likewise if the packet has 90 

degree variation in direction from West to South then 

the turn is termed as WS turn. Similarly,  other six 

types of turns can be described namely  EN, WN, SE, 

SW, NE, and NW turns, where N, S, E and W specify 

North, South, East and West respectively. 

 

Fig. 4 Combination of turns possible in 90degree 

angle 

The following conditions are necessary to avoid 

deadlock in OE routing algorithm.  

The packets avoid EN and ES turns when  present on 

a even column node. The packets avoid NW and SW 

turns when  present on an odd column node. 

 

 

ALGORITHM  1 

//Source nodes are (S1,S2);Destination nodes are 

(D1,D2);Current nodes are(C1,C2). 

Begin 

Available_Set         Ø; 

E1          D1-C1; 

E2          D2-C2; 

If(E1=0 and E2=0)//current router is the destination 

router 

the packet is delivered to the local node and exits: 

If(E1=0)//currently the packet and destination are in 

same column. 

If (E2>0) 

Append North to Available_Set; 

Else 

Append South to Available_Set; 

Else 

If(E1>0)// Eastbound messages 

If(E2=0) 

Append East to Available_Set; 

Else{ 

If(C1 is Odd or C1=S1) 

If(E2>0) 

Append North to Available_Set; 

Else 

Append South to Available_Set; 

If (D1 is Odd or E1!=1)//Odd destination 

column or >= 2 columns to destination 

AppendEast to Available_Set; 

} 

Else{         //Westbound messages 

Append West to Available_Set; 

If(C1 is Even) 

Append North to Available_Set; 

Else 
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Append South to Available_Set; 

} 

A dimension is selected from the Available_Set for 

forwarding the packet; 

End 

******************************************* 

The above Algorithm 1 is a Fully adaptive minimal 

OE routing algorithm, available dimensions for 

forwarding the packet are present in Available_Set. 

Available_set is a list of boolean values which 

contains True or False for the directions North, South, 

East, West for a packet to route at the current node. 

This set represents all the available directions 

excluding the turns in Fig. 2. The congestion detection 

is implemented through the credit based system 

present in Booksim 2.0. The detection can be from the 

delay that is occurred in every core in transferring the 

packets[13]. The packet is forwarded to the router 

which has less credits, While routing a packet 

sometimes non-minimal paths are possible. However, 

non-minimal paths are not guaranteed to exist. 

 

ALGORITHM  2  - CREDIT BASED 

The Available_set in algorithm 1 is used in algorithm 

2  to get a a set of available directions of a node and 

using getusedcredits() function we will save the 

respective credits for the directions available and  find 

the most feasible or less congested path for the packet. 

// Initializing the variables. 

Counter,ref = 0; 

store[2]=null 

For  i = 0 to 3 : //  used for finding the no of available 
directions for a node when Available_set is true. 

{ 

If(Available_set[i]==true) 

     { 

         Counter++;//stores the directions 

Store[ref]=j; 

Ref++; 

     } 

} 

If(counter>1)//multiple directions are available 

 {  //Cred1 and Cred2 are the respective credits of the 
available directions. 

    Cred1=getusedcredits(store[0]); 

    Cred2=getusedcredits(store[1]); 

    If(Cred1<Cred2) 

    { 

      Return store[1]; 

Else if(Cred1>Cred2) 

{ 

    Return store[1]; 

} 

Else 

{ 

    Return store[rand( )%2] 

} 

Else  //if only 1 direction is available 

{ 

For j =0 to 3  

{ 

      If(Available_set[j] == True) 

      { 

Return  j; 

      } 

    } 

} 

******************************************* 

 

Fig.  5 Encoding of the 4 directions. 
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In Algorithm 2 we find the number of available 

directions at a node with help of Available_set and if 

they are more than 1 direction available then we will 

find the credits for each direction available and route 

the packet to that direction in which the credits are 

less and this will help in congestion avoidance. If both 

the directions have the same credits then with the help 

random function we randomly choose one path.  

The directions are encoded as depicted in Fig. 5 

.When there is only one direction, the algorithm will 

determine the encoded number for the available path 

and forwards the packet in that direction. While 

performing this process the resultant path can be a 

minimal path or can be non-minimal path depending 

on the direction.  

Existence of non-minimal paths is not guaranteed. If 

there is only one direction is available,  then that is the 

only direction that can be traversed. A sample 

selection of routes from source to destination is shown 

in the Fig. 6. 

From Source and Current 49 to Destination 14 : 

the packet is generated on core 49 which is on odd 

column. Now using Algorithm 1 it will check the 

available paths which are East and South. By using 

Algorithm 2 it will check the credits for both 

directions and found south direction has less credits 

and forwards the packet to the router which is in south 

direction. 

From Current 41 to Destination 14: the available 

directions are east and south from Algorithm 1 and it 

is still on the odd column. Finds the credits for 

available directions and chooses the feasible direction 

which is south and the packet is forwarded to 33, a 

next router in south direction. 

 

Fig.  6  Route of a packet for source to destination 

using OE routing and avoiding congested nodes. 

From Current 33 to Destination 14 : The available 

directions are East and South from Algorithm 1.And 

this time the East direction is preferred over south 

based on Algorithm 2. So the packet is forwarded to 

34. 

From Current 34 to Destination 14 : The available 

direction is only a east direction as it is in even 

column. ES turn is prohibited and it restricts south 

direction. So the packet is forwarded to 35. 

From Current 35 to Destination 14 : The available 

directions are east and south using Algorithm 1 . From 

Algorithm 2 east direction is preferred and is routed to 

36. 

From Current 36 to Destination 14 :  The available 

directions are only east as the packet is in even 

column and restricted to take a ES turn. As the packet 

has only one possibility it is forwarded to the router 

on east which is 37. 

From Current 37 to Destination 14 : The available 

direction is only  south as it is in odd column and the 

difference between the destination and current is 1,So 

the east is not added to the Available_set. As the south 

is the only direction available the packet is forwarded 

to 29. 

Form Current 29 to Destination 14: As its condition 

is same as the condition at node 37.even at this node it 

will have only south as the available direction and it 

will be forwarded to 21. 

From Current 21 to Destination 14 : Even this node 

also has same state as node 37 it also has only south 

direction in the Available_set .and the packet is 

forwarded to the node 13. 

From Current 13 to Destination 14 : As the vertical 

distance is zero and only horizontal distance is greater 

than zero, East direction is added to the Available_set 

and the packet is forwarded to node 14. 

Although the packet had multiple available paths and 

had to take more turns than a deterministic XY routing 

algorithm. It avoids the congested routes by using the 

getusedcredits() function in Booksim 2.0 and routes 

the packet in the less congested path, thus improving 

the performance of routing. 

V.  RESULTS  AND  ANALYSIS 

The simulation is run in Booksim 2.0 for various 

traffic patterns. The synthetic traffic patterns 

considered are bitrev, transpose, uniform, and shuffle. 

In bitrev the node number is converted into binary 

number and the destination will be the reverse of the 

source node’s binary number. In Fig. 7 the results 
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show that the odd-even routing has the least packet 

latency which is till 0.065 injection rate and after 

0.065 it saturates. Out of all the traffics the algorithm 

shows the best results in bitrev traffic when compared 

with standard deterministic and adaptive algorithms. 

 

 

Fig.  7  Packet latency in Bitrev traffic in 8x8 mesh 

 

 

Fig.  8  Packet latency in Transpose traffic in 8x8 mesh 

 

In Transpose traffic, the destination is the transpose of 

the row, column pair which means for example if the 

pair (row=1,column=7)  is the source which is node 6 

will have its destination as node 48 with  row=7 and 

column=1. Fig. 8 shows packet latency for Transpose 

traffic, the packet latency for Odd-Even algorithm is 

almost equal to adaptive xy_yx which is the least upto 

an injection rate of 0.055 and the network latency is 

least among all other routing algorithms after the 

injection rate of 0.072. From the Fig. 8 we can 

conclude that the odd-even routing has the least packet 

latency or delay which means that it is able to transfer 

the packet faster than any other algorithms and other 

algorithms are saturating at low injections whereas 

saturation point of odd-even is high and saturates after 

0.085.
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Fig.  9   Packet latency in Uniform traffic in 8x8 mesh 

 
Fig.  10   Packet latency in Bitcomp traffic in 8x8 mesh 

 

In uniform traffic the destination is random to which 

the packet is sent. From the Fig. 9 we can come to a 

conclusion that although the odd even routing 

algorithm’s performance is almost same till 0.08 but 

the XY routing gets saturated at 0.08 and the odd-even 

still works beyond and saturates at point beyond 0.085 

it means although it gives the same performance as the 

XY routing but it can handle the network with more 

number of packets than the XY routing. 

In bitcomp traffic, the source node number is 

converted into binary number and negation of the 

source node number is the destination node. From the 

Fig. 10,  the performance of odd-even routing is 

almost equal to the XY routing but it shows better 

performance between 0.03 and 0.035 where the odd 

even algorithm is able to route packets well by 

avoiding congestion and as the injection rate increases 

it is same as XY and at 0.06 it shows a little variation 

with XY routing. This is because of the vertical and 
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horizontal distance of the destination is always equal 

from the source. So, the routing the packets in XY is 

feasible at higher injection rates. 

 

VI. CONCLUSION 

Odd even routing algorithm is a deadlock free 

algorithm with its own advantages. Addition of 

adaptiveness results in better performance in routing 

the cache-miss packets in a dynamic network. 

Adaptiveness is implemented in terms of credits of 

each router. The implementation and result analysis 

are done in Booksim simulator for 8x8 mesh network. 

The analysis says that it outperforms most of the 

adaptive algorithms in terms of less latency and 

extension of saturated injection rates.  Latency is 

better in bitrev type of traffic pattern for the 

implemented odd even routing compared to all 

algorithms shown in the graph. It shows better 

performance in most of the other patterns when 

compared with other routing algorithms and working 

of this on larger mesh topology and other topologies is 

an interesting subject for future work.  
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Abstract— With the increasing growth in the network and arising 
with the latest technologies including cloud and big data, to control 
and manage the traditional networks is quite tedious. Therefore, it’s 
mandatory to transform conventional network architecture. In order 
to resolve this issue, Software Defined Networking (SDN) came into 
existence which makes the management of the network more 
conformable. To satisfy the fulfilments of Quality of Service (QoS) 
and with the limited network availability, one of the keynotes that 
have been taken into consideration is the load balancing issue. It is 
quite a tedious job to handle the massive amount of load for a single 
server. Therefore, we can use many servers with the load balancers 
that behaves as the front end. Although Load balancing is an 
important aspect in SDN. The basic motive of SDN is to separate the 
control plane (comprises of intelligent network and this is the area 
where the controller resides) from the data plane (comprises of 
routers, switches, and other networking devices that are used in 
networking). Networks are nowadays more programmable and thus 
the applications like load balancers don’t rely on the dedicated 
hardware that can be executed with the association of controller and 
OpenFlow switches in the network can act as a load balancer for this 
we don’t require dedicated hardware for such applications. This paper
includes different techniques for SDN that are discussed with their 
related work and the tool used for load balancing.

Keywords— Software Defined Networking (SDN); Load Balancing;
Mininet; OpenFlow; Load Balancing Algorithms.

I. INTRODUCTION 

Software Defined Networking (SDN) emerges as one of the 
noteworthy forms of networking concepts. It helps in 
lubricating a convenient and efficient flow of network control 
that facilitates the cost of investment in the meantime which is 
availing the huge number of users [1]. SDN has transposed the 
way of managing the network and it is defined by two 
different tendencies: 1. SDN disassociates the control level
(controllers) from the data level (forwarding plane). 2. 
Decoupling makes the control level programmable by the end 
users. In conventional networks, it is hardly possible to 
separate the control level from the data level [2]. Therefore,
the end users had to rely on the merchants for the 
configurations of a software network and its users. In this 
traditional network data plane, informs your data where it is 
required to go and control plane, is situated inside a switch or 
router, in this one device could take the decision of 

progressing the packet and it also takes into charge of 
maintaining the routing table information and required to 
reserve the data and SDN was refined to design, build and 
manage the networks that decouple the network layer and 
forwarding layer and becomes directly programmable by the 
source automation tools [3]. The concept of SDN is explained 
in Fig. 1. Below:

Fig. 1. Software Defined Networking

SDN consolidated the control layer so that the software 
programmer can have the control over the various data plane 
elements and SDN interacts the control plane elements with 
the data plane elements with respect to the defined Application 
Programming Interface (API). 
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i. Similarities of Software Defined Networking with 
Traditional/ Conventional Networking

a. Controllers of SDN has the northbound application 
programming interface which interacts with the 
tenders via the API’s. It enhances the developers to 
directly program the network and traditional 
networks work by using the protocols [4]. 

b. The main difference between the traditional network 
and SDN is its virtualization and scalability, the 
comparison is shown in Table 1 below:

TABLE 1. SDN V/S CONVENTIONAL NETWORKING

Software Defined Networking Conventional Networking
Forwarding devices and 
Controller level are disassociated
by the API’s.

Forwarding devices and 
Controller level are mingled on 
the same plane, for every service 
they require a new protocol.

Facilitates the entire view of the 
network which leads to 
consistent and effective policies.

Facilitates the limited information 
about the networks.

II. MOTIVATION OF RESEARCH

Software Defined Networking is examined to be one of the 
eminent of the telecom stages. This technology extracts the 
functions at a lower level of a network on the centralized 
control level which permits the administers to direct the flow of 
traffic to the centralized console. 
i. The idea of SDN was based on the switch model. The 

switches process the packets with the system that includes
OpenFlow which oppresses the behavior of the switch of 
the network. This facilitates the control point which 
coordinates how the switches can handle traffic of the 
network [5].

ii. The main purpose of choosing load balancing is to keep the 
network balance the load in SDN. The proposed action is 
adaptive to the traffic of the network and the flow that is 
dependent on the integrated path load that relies on the BP 
Artificial neural network [1]. The primary aim of this
proposed action is to optimize the path load and choose the 
minimal loaded path for the upcoming flow of data. 

III. RELATED WORK

Nikhil Handigol et al.,2009, accomplished the coherent 
technique of optimization algorithm that was developed 
known as LOBUS (LOad balancing UnStructured networks). 
We compared this with that of an oblivious or stateful outlook 
of load balancing.

Chao-Tung Yang et al., 2018, implemented the wildcard 
mask to execute balancing the load and they even assembled a 
predicted mechanism that is done in opinion to the traffic of 
the network.

Ashkan Ghaffarinejad et al., 2014, proposed SDN based 
load balancing scheme for ASU’s Campus Network. In this,
approximately 5000 CISCO scattered in unique locations that
facilitate the redundant 8 Gbps connectivity to several ten 
regional 5000 routers.

Sukhveer Kaur et al., 2014, implemented the mininet 
emulator and compared this emulator with the testbeds which 
include GENI, VINI, and Emulab. It is accessible to run the
real and candid code that are EstiNet, ns-3.

Tariq Emad Ali et al., 2018, proposed the scenario that 
comprises of fat tree topology SDN Data Center Networks. In 
this OpenFlow switches are being used. In this, they 
implemented the OpenDaylight SDN Controller.

Shavan K. Askar, 2016, proposed an adaptive load balancing 
technique uses the OpenFlow switches that was designed to 
work using the function it can be a switch, hub or router. 
OpenFlow switches operate in the charge of the controller that 
is interconnected to the entire switches and has the overview 
of the complete network and its corresponding resources.

IV. PROPOSED WORK

i. Data Centre Networks (DCN): The most challenge of 
SDN is Data Center Networks, which handles the massive 
number of networks which is not sustained by the 
changing requirements of the server virtualization. SDN 
DCN is developed and constructed from a large number 
of OpenFlow switches which is authoritative for the 
configuration of switches so to progress the traffic as a 
layer-2 switch and pertaining the balancing of the load in 
the DCN [6]. SDN modifies the wide area networks that 
are required to have the specific API’s to provide the 
changing flow of traffic to degrade the latency and 
assured the Quality of Service (QoS) for the specific 
applications.

ii. Load Balancing: Load Balancing is defined as the 
distribution of load amongst the different servers in order 
to refinement of the resources, degrade the response time 
and maximize the throughput. In conventional load 
balancing networks, it facilitates the support of hardware 
which is very expensive and suffers from lack of 
flexibility with this it becomes a single point of failure 
easily [7]. Availability of Service is predominant in 
aligning the satisfaction of the end users, which has a 
higher level of significance on the achievement of 
balancing the load amongst the process clusters.
Connection of most of the people with the internet 
affects the web traffic which causes the congestion of the 
network and the loss of packets. With this technique, 
load balancing refines the efficiency of the network [8]. 
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Fig. 2. Load Balancing Architecture

In the process of balancing the load as mentioned in Fig. 
2., the traffic is integrated into the multiple servers and it 
refines the ongoing capacity of the servers [9]. Client’s 
request is forwarded to the backend servers and servers 
give back the reply and which it then replies to the client. 
With this client’s get directly connected to the backend 
servers through which the structure of the network is 
secured, and it inhibits from the attacks on the network.  

iii. Working with Mininet: In order to work with the 
SDN, we require many hosts, OpenFlow switches and 
the wires for creating the connection separating the 
switches and controller of SDN. Therefore, Mininet is 
described as the software program that is used to permit 
the whole network that comprises of controllers, 
switches, virtual hosts and the links that are to be 
emulated on a single PC. Mininet has a simple and easy 
command line API and tools. It is said to be available 
free i.e. open source software that emulates the 
OpenFlow devices and the controllers of SDN. Without 
configuring the physical networks, mininet can generate 
a topology of the network for the purpose of testing. It 
reinforces the simplest and adjustable python API for 
the creation of network and testing.

iv. Controllers in SDN: SDN comprises of five topmost 
controllers that are: POX, Ryu, Floodlight, Open 
Daylight and Trema. It is considered as the brain of 
the network and used to facilitate the required 
information to the switches or routers via Southbound 
API’s [10]. Acts as an intermediator between 
applications and networking devices. Any interaction 
between both will be done via the controllers.
Controllers are explained briefly in below given Table 
2.:

TABLE 2. CONTROLLERS IN SDN

v. OpenFlow Protocol: It is considered as one of the SDN 
standard protocol which is needed for the building of the 
solutions of SDN which was established by Stanford 
University and nowadays is transformed to Open 
Networking Foundation (ONF) [11]. The most 
preferable protocol that is required for interaction
between the control logic and virtual data plane is 
OpenFlow. It is orthodox of SDN Southbound Interface 
Protocol. It is the de-facto interaction between the 
control plane and the infrastructure plane of the SDN 
architecture. It is mostly used in wider area networks 
such as GENI and JGN-X, also useful for ethernet 
networks. 

vi. SDN based on Load Balancing: Load Balancing can be 
administered in either the software or the hardware 
equipment [12]. The main sole responsibility of load 
balancer is to distribute the workload requests into 
multiple servers of a similar type to reduce the burden on 
the single server. Load Balancer consists of OpenFlow 
Virtual Switches (OVS) with a controller and various 
servers that are intermingled to the ports of the OVS
[13]. So, in this, each of the servers is assigned its unique 
IP address and controller has the authority to sustain a 
list of servers that are interconnected to the OVS. Web 
service is implemented on every server having a well-
known port number as 80. 
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Fig. 3. SDN Based Load Balancer

The controller comprises of the physical location as 
explained in Fig. 3. All the requests are sent to the physical 
IP address from the customers [14]. So when the customer is 
sending the request packet to the physical IP address, then 
OVS uses the information that is put in the packet header and 
then later contrast it with the flow entries present in the 
switch, (1) If the customer’s packet header information 
matches with the flow entry then the switch alters the goal IP 
address to the location of any one of the servers that are 
based on strategy of load balancing and forward the bundle 
of packet to that server. (2) [15] If the packet doesn’t match
with the flow entry then the switch will advance this packet 
to the controller. The controller will choose how to deal with
the packet, and it embeds new flow entries to the switch by 
utilizing the OpenFlow [16]. 

V. COMPARATIVE ANALYSIS OF LOAD BALANCING

ALGORITHMS

Load Balancing divides the workload amongst various links 
to optimize the efficiency of scheduling and allocation of 
resources so as to degrade the overloading [17]. We have 
analyzed the performance of load balancing with time and 
cost using the cloud analytical tool.

i. Round Robin Algorithm
This algorithm is used to determines the load randomly 
in the case only when some of the servers are loaded 
lightly or some of the servers are loaded heavily. This is 
based on random sampling [18]. The performance 
analysis is shown in Table 3. and Fig. 4.

TABLE 3.
RECONFIGURATION OF TIME AND COST

Round Robin 
Algorithm Time Cost

R1 40.37 6.09

R10 40.45 10.81

R20 68.9 18.36

R30 48.9 30.7

R40 57.47 39.91

R50 40.73 43.45

Fig. 4. Performance Analysis of Round Robin 
Algorithm

ii. Equally Spread Current Execution Algorithm
This algorithm is prepared to deal with priorities. It 
partitions the load arbitrarily by investigating the size 
and then later forward the load to only that virtual 
machine which is said to be loaded delicately and 
creates the maximum throughput [17]. The 
performance analysis is shown below in Table 4. And 
Fig. 5.

TABLE 4.
RECONFIGURATION OF TIME AND COST

ESCE 
Algorithm Time Cost

EC1 40.09 0.89

EC10 40.07 4.5

EC20 40.17 3.03

EC30 40.33 15.03

EC40 40.49 18.12

EC50 40.66 40.67

Fig. 5. Performance Analysis of ECSE Algorithm
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iii. Throttled Algorithm
This algorithm is done based on the virtual machine
and coordinator of cloud couldn’t divide this task:
∑ The request is first sent to the virtual machine.
∑ The virtual machine has the sole duty to take the 

choice to move the work as indicated by its size 
and accessibility.

∑ Each measure is estimated with its index value.
∑ The index value is matched with the 

accessibility. If there is enough space available,
then the section sends the response back to the 
virtual machine.

∑ After the task is completed the response is stored 
in the virtual machine allocation table [17]. 

∑ The analysis of this algorithm is done in the 
below Table 5. And Fig. 6.:

TABLE 5.
RECONFIGURATION OF TIME AND COST

Throttled 
Algorithm Time Cost

TH1 40.11 0.89

TH10 40.09 4.5

TH20 40.19 3.03

TH30 40.35 15.03

TH40 40.51 18.12

TH50 40.68 40.67

Fig. 6. Performance Analysis of Throttled Algorithm

VI. RESULT ANALYSIS OF LOAD BALANCING ALGORITHMS

We have concluded from the above algorithms that growth of 
increased strategies using improved jobs and load balancing 
techniques of allocation of resource. Equally Spread Current 
Execution (ESEC) algorithm and Throttled algorithm have 
dynamically allocated the resource to the job in a queue that 
leads to the cost reduction in the transfer of data and formation 
of the virtual machine. The result after simulation shows us 
the result of up to 60% reduction in time and cost.

VII. CONCLUSION

Software Defined Networking is a concept of networking that 
facilitates the increasing requirements of the network in today’s 
era. As with traditional networks technology redundancy in the 
path in SDN has efficiently and effectively facilitated the 
robustness and stability for the whole network. This paper has 
proposed a domain area to be done in our research work. Load 
Balancing focusses on how to distribute the massive amount of 
data into the small portions. Data centers in load balancing 
handled the huge amount of the data. Load Balancing
minimized response time, huge data transfer rate, and how to 
efficiently and effectively enhance the performance of the 
whole system are the major key challenges in our research area. 
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Abstract—  Vehicular ad hoc network is a decentralized type 

of network in which vehicles can join or leave the network when 

they want. Due to such type of the network, path establishment is 
the major issue of the vehicle ad hoc network. A broadcasting 

approach is an approach for the path establishment which 

increases routing over head in the network. In this research 

work, a multicasting approach is proposed for the path 

establishment which reduces routing overhead in the network. 
The proposed approach will be implemented in network 

simulator version 2. The results will be analyzed in terms of 

certain parameters.  

Keywords— Broadcasting, VANET, Multicasting, NS2 

I. INTRODUCTION  

 

It is very important to ensure the safety, comfort, mobility 
and quality of huge traffic that is commonly seen within smart 

cities every day. The Intelligent Transport Systems (ITS) are 
introduced to provide such facilit ies within  these applications. 

The Vehicular Ad-Hoc Network (VANET) plays a very 
important role in developing the ITS for all applications [1]. 

There are several researchers attracted towards this latest 
research field from all across the globe. VANETs mainly  

ensure the safety of vehicles travelling on road along with 

providing traffic efficiency and level of comfort to the 
individuals. One of the most important challenges being faced 

when designing the VANETs is the development of dynamic 
routing protocol [2]. Lately, in comparison to other traditional 

approaches, various changes have been made for routing in 
VANET because of the topology changes arising in h ighly 

dynamic and continuous manner. There are several protocols 

designed for MANETs previously, which are applied and 
tested within VANET scenarios as well.  

The most important challenge here is to reduce the delay 
related to passing the information from one node to another. If 

these challenges from MANET protocols are overcome, these 
protocols can be applied within real time VANET applications. 

Examin ing the implications carefully is important [3]. Through 

the examination of dynamic properties of VANETs, it is 
possible to control the unpredicted and dynamic nature of 

vehicular network topologies with the help of routing protocol. 
The most difficult  task to be performed in VANET routing is 

the identification and maintenance of optimal paths of 
communication. It is possible to connect the routing protocols 

of VANET depending upon the topology being used in the 
network architecture. Further, the performance is also affected 

whenever the topology of network is changed. With the help of 
this protocol, it is possible to perform communication amongst 

the source and destination node with the help of geographical 

position [4]. It is possible to provide communication amongst 
the neighboring nodes in such a manner that the beacons are 

transmitted at regular time interval by using the nodes’ 
geographical positions. The three important components of this 

protocol are beaconing, location services and forwarding. This 
protocol also uses the GPS to help in  deciding the location of 

several vehicular nodes. For minimizing the traffic and 

overhead of VANETs, the Cluster Based Routing (CBR) is 
applied. The major concern of this routing is generation of 

network architecture depending upon the clusters that are small 
groups of vehicles. One of the vehicles present in a cluster is 

represented as a cluster-head. The size of a cluster completely 
depends upon the designing of routing algorithm [5]. This 

design completely relies upon the number of vehicles present 

within a cluster or geographical positioning of the vehicles. 
The concept of CBR is also involved previously within ad hoc 

networks.  

The performance of CBR is tested for MANETs that have 

rigid network conditions. In order to develop the cluster range 
in most of the routing protocols, a mechanism is generated 

here. In the next step, the optimal routes are searched to 
provide communication. Because of the scalability issue, it is 

not possible to directly apply the cluster formation techniques 

of MANET in case of VANETs [6]. Broadcast routing is 
known to be one of the traditional routing approaches of 

VANETs. The broadcast routing mechanism is applied so that 
the message that is outside the range of a vehicle can be 

forwarded. For transmitting the packets, flooding techniques 
are applied. This routing approach ensures the delivery of 

information across the network. This approach however, needs 

to include extensive resources of bandwidth. This approach is 
applicable in several well established routing protocols 

particularly within the route discovery process followed 
towards the destination [7].  

Within BROADCOMM, it is possible to simulate the 
hierarchical structure of highway. The complete region is 

divided with the help  of v irtual cells. In case when Cell 

Reflector (CR) acts like a base station, it is possible to collect 
the messages from part icular call and neighboring calls. CR is 

used to make judgments when the messages are to be 
forwarded to individual vehicles. Geocast routing is performed 

within specific regions that require the need to handle 
dissemination of informat ion. Due to the increase in use of 
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VANETS, several geocast routing approaches have been 

proposed [8]. It is important to perform position based 
multicasting in several VANET applications in which the 

vehicles are moving in one similar direction. This routing is 
also applied for minimizing the search area for next hop to a 

specific Zone of Relevance (ZOR). 

II. LITERATURE REVIEW 

Following are the major research work done in the area of 

VANET:- 

 
Zhiwei Yang et al. (2017) [9] proposed a novel technique 

for clustering which provides information about the vehicular 
navigation systems [9]. The author designed a residual route 

time function which evaluates the overlapping time among the 
vehicles according to route information. The researchers also 

designed a method that selects a new cluster head which helps 
to avoid the exchanging of messages at intersection and 

maintenance of cluster head is reduced. The comparison is 

made between the existing algorithms and proposed clustering 
algorithm, the results shows that the proposed methodology 

can improve the stability of cluster, in terms of various 
parameters like lifetime of clusters, number of changed status 

and so on. Therefore, the researcher draws conclusion from the 
simulations results that clustering algorithm achieves higher 

stability and in turn reduces the cost.  

Yangyang Xia et al. (2018) [10] presents greedy traffic 
light and queue aware routing protocol. There are certain  

benefits provided by applying this approach by performing 
vehicle clustering at the time of intersection and balance the 

traffic load among the vehicles. The simulations performed 
provide results which prove that the designed approach 

provides better results in comparison to TLRC and GLSR-L. 
Therefore, the researcher concludes that the simulation 

performed provides effective results as compared to the other 

position-based routing protocols.  

Abdul Kareem Basil et al. (2017) [11] proposed OSLR 

routing protocol in which AODV values are evaluated using 
NS3 simulator [11]. A common geographical topology is used 

within these applications. There are certain important 
properties provided within the congestion region. Hence, the 

researcher concludes that OSLR performs much better than 

other protocols in terms of the throughput values, PDR values 
and latency by 17.4%, 7%, and 5% respectively also reduces 

the density crossroad scenarios.  

Wenxiao Dong et al. (2017) [12] proposed a routing 

protocol called cluster-based recursive broadcast (CRB) which 
is used to solve the issues and problems faced by other 

scientists in this field [12]. The re-broadcasting is performed 

only by the selected vehicles. By taking in consideration the 
traffic light signal, the CRB is able to achieve the broadcasting 

along with improvement in efficiency of the forwarded 
message. The simulat ions were performed which show that the 

proposed approach outperform flooding one at a time, in  
delivery time and delivery ratio. Therefore, the researcher 

concluded that the proposed approach avoids the storm related 
issues but outperforms the flooding at the time of high 

vehicular density and message rate. 

Seung-Seok Kang et al. (2017) [13] proposed a simulator 

called SUMO which is a road traffic simulator and part of NS3 
computer based simulator [13]. Th is proposed simulator is used 

in monitor the real time traffic of roads and vehicles. The result 
of this simulation proves that the DSDV routing protocol 

transfers the information to the network which affects the 
performance of the packet delivery ratio. Hence, the researcher 

concludes that the proposed simulator shows better 

performance and drives at very high speed.  

Harinder Kaur et al. (2017) [14] presented two routing 

protocols called Anchor based street and traffic Aware routing 
(A-STAR) and Greedy Perimeter Stateless Routing (GPSR) 

which is used to analyze the real city map [14]. A simulation 
performed on real map scenario gives accurate results and 

helps in designing and deployment of VANET in real life. The 
performance of the proposed approach is evaluated in terms of 

certain parameters. Simulat ions were performed by using 

variable density nodes.  Therefore, the simulations of GPSR 
and A-STAR provide better performance on city map of 

Bathinda which in turn also shows that A-STAR technique is 
better. Therefore, the author concludes that the proposed 

approach is better than the other conventional routing protocols 
and show effective and satisfactory results. 

A. Malathi et al. (2017) [15] presented new multicast 

routing algorithm for VANET which meets the challenges of 
multicasting. The proposed approach focuses on the analyzed 

cluster based routing performance of VANET. The HSSABC 
optimized algorithm is used to make sure about the effective 

routing path. The researcher concludes that the proposed 
algorithm show much better performance in comparison to the 

already existed routing protocols of ACO, AODV and GA-

ACO routing protocols. The experiments were performed  
which concludes that the proposed approach show effective 

results in terms of the delivery packet ratio, end-to-end delay, 
bandwidth and the consumption of energy. 

Rajesh Kumar M et al. (2016) [16] proposed quantities 
like movement of vehicles, vehicular density, and velocity by 

implementing the Ant Colony Technique. This algorithm 
responds to the routing protocol having dynamic source routing 

and improves the working of the MANET. The combined form 

of algorithm shows much better results at least much better 
than the end to end delay and packet delivery ratio. In this 

paper the researcher focuses on the use of ACO technique and 
provides good routing adaptability at various VANET network. 

Also, the proposed approach characterizes the dynamic 
topology, calculation of link quality and so on.  

Awos Kh. Ali et al. (2016) [17] proposed routing protocols 

like AODV, OSLR and GPSR and provides in-depth 
evaluation of the MANET. This performance is compared in  

terms of three parameters which are DEL, delay and PDR. The 
simulations were conducted on NS2 and SUMO and the 

platforms are configured with the real time situations. Hence, 
the researcher concluded that the proposed approach OSLR 

achieves less drop burst length and provides increased PDR 

results in comparison to the AODV and GPSR load of network. 
Also, GPSR shows much better results in terms of high node of 

network and delivers the packets through shortest path.  
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Arohi Gupta et al. (2016) [18] presented the study of 

VANET and their routing protocols. The paper also introduces 
the comparison of AODV, DSR, DYMO and OSLR routing 

protocols for VANETs along with their advantages and 
disadvantages [18]. The existing ad hoc routing protocol was 

also reviewed and elaborated in the respective paper. The paper 

also shows the comparison between the routing protocols. 

Every protocol has certain advantages and disadvantages. 
Therefore, the results of each protocol are compared with one 

another. Hence, the proposed algorithm is effective and 
provides much better results. 

TABLE I.  COMPARISON OF EXISTING ROUTING SCHEME IN VANET  

 

Author’s Names  Year Description Outcome Advantages  Disadvantage 

Yangyang Xia, 

Xiaoqi Qin, 

Baoling Liu, Ping 

Zhang, 

2018 Presents greedy traffic 

light and queue aware 

routing protocol. Certain  

problems are caused due 

to vehicle clustering at the 

time of intersection and 

balance the traffic load  

among the vehicles. 

The proposed approach shows 

much competitive 

performance as compared to 

the other routing algorithms.  

It provides 

better results as 

compared t  

other protocols.  

Large amount 

of bandwidth 

is wasted in 

this protocol.  

Abdul Kareem 

Basil, Mahamod 

Ismail, 

Mohammed A. 

Altahrawi,  

Hussain Mahdi 

and Nordin Ramli, 

2017 Presented an OLSR 

routing protocol and 

evaluates the value of 

AODV protocol in various 

traffic scenarios.  

OSLR is effective than the 

AODV networks in terms  of 

the network metrics.  

This protocol is 

much better 

than the AODV 

networks 

during network 

blockage 

scenarios.  

Delay in time. 

Wenxiao Dong, 

Fei Lin, Hongling 

Zhang, Yuping 

Yin, 

 2017 Proposed a routing 

protocol called CRB 

which is used to solve the 

issues and problems faced  

by other scientists in this 

field 

The researcher concluded that 

the proposed approach avoids 

the storm related issues but 

outperforms the flooding at  

the time of high vehicular 

density and message rate. 

It avoids the 

storm problems  

and having 

high message 

rate 

It increases 

network 

congestion. 

Harinder Kaur and 

Meenakshi 

2017 Presents two routing 

protocols called A-STAR 

and GPSR which  are used 

to analyze the real city  

map. 

The author concludes that the 

proposed approach is better 

than the other conventional 

routing protocols and show 

effective and satisfactory 

results. 

It is much more 

effective than 

previously 

existed 

approach. 

It shows bad 

performance 

for long 

distance 

between 

sources and 

destination. 

A. Malathi , Dr. 

N. Sreenath, 

2017 Presented new multicast 

routing algorithm for 

VANET which meets the 

challenges of multicasting. 

The experiments were 

performed which concludes 

that the proposed approach 

show effective results in terms 

of several parameters. 

Shows superior 

performance in  

terms of 

different 

parameters.  

It has no fixed  

access point. 

Rajesh Kumar M 

and Sudhir 

K.Routray, 

2016 Proposed quantities like 

movement of vehicles, 

vehicular density, and 

velocity by implementing  

the Ant Colony 

Technique. 

In this paper the researcher 

focuses on the use of ACO 

technique and provides good 

routing adaptability at various 

VANET network. A lso, the 

proposed approach 

characterizes the dynamic 

topology, calculation of link 

quality and so on.  

It provides 

excellent 

adaptability to 

routing 

protocol at 

VANET. 

The hybrid 

approaches 

cannot be 

used and 

applied to the 

VANET 

environment. 
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Awos Kh. Ali, 

lain Phillips and 

Huanjia Yang 

2016 Proposed routing 

protocols like AODV, 

OSLR and GPSR and  

provides in-depth 

evaluation of the 

MANET. 

The researcher concluded that 

the proposed approach OSLR 

achieves less drop burst length 

and provides increased PDR 

results in comparison to the 

AODV and GPSR load of 

network.  

The DEL 

reduces and 

PDR increases 

as per the 

performance 

results.  

No protocol 

provides 

complete 

informat ion 

about the path.  

Arohi Gupta, 

Raghuraj Singh, 

Danish Ather and 

Ravi Shankar 

Shukla, 

2016 Presents the study of 

VANET and their routing 

protocols. The paper also 

introduces the comparison 

of various protocols for 

VANETs along with their 

advantages and 

disadvantages. 

The proposed algorithm is  

effective and provides much 

better results.     

It is better and 

shows 

satisfactory 

results.  

It requires 

longer latency 

for the 

establishment 

of the route.  

Zhiwei Yang, 

Weigang Wu, 

Yishun Chen, 

Xiao la Lin, Xiang 

Chen 

2016 A novel technique had 

been proposed for 

clustering which provides 

the information about the 

navigation of vehicles.  

The proposed approach shows 

higher stability and is less 

expensive.  

Higher stability  

is achieved and 

becomes less 

expensive.  

The route 

discovery is 

floods during 

the initial 

phase.  

 

 

III. INFERENCES DRAWN FROM LITERATURE REVIEW 

 

Following are the various inferences drawn from the literature 

review:-  

1. The vehicular ad hoc network has the self 

configuring nature and vehicles have high mobility 

due to which  it  is difficu lt to establish stable path. 

The techniques that are proposed in the previous 

years have problem of link failure which affect its 

efficiency. 

2. Since the mobility of vehicles is high, road side units 

plays importance role for the path establishment. The 

techniques which are already proposed by the authors 

require extra hardware to deal with the issue of 

network mobility  

3. To establish stable and secure path, clocks of vehicles 

must be synchronized. An approach needs to be 

proposed here which can synchronize clocks of the 

vehicles.  

IV. WORK METHODOLOGY 

A. Problem Formulation  

Most popular amongst all is the reactive routing protocol 

which establishes the path due to its effective performance. 

The concept of broadcasting is used in the reactive routing 

protocol in order to establish the path from source to desired 

address. Route request packets are flood by the source node 

when broadcasting the data packets. Route reply packets are 

sent in response to those requests by the nodes closer to the 

source node. Hop count and sequence number are the two  

factors based on which  the path for data transmission is 

chosen.  

It had been found that by using broadcasting the nodes which 

are unable establish a path from source to destination will also 

receives a request packet which in turn enhances the delay 

within the network. In this research paper an innovative 

approach is proposed in which  multicasting is used in  order to 

establish a path from source to the desired address. 

B. Methodology  

In this research work, we will propose scheme for the path 

establishment using the concept of mult icasting. The 

following are the various steps which are followed for the path 

establishment:-  

1. The VANET is made up of large number of vehicles. 

In this the road side parameters are employed for the 

vehicle to vehicle and vehicle to infrastructure 

interactions.  

2. In the second step, the road side units send the 

control message to each node in the network. The 

vehicle nodes receive that message and check number 

of nodes in their direct range.  

3. In the third step, each node in the network which 

presents its number of nodes in their range with the 

other nodes. The vehicle node which has maximum 

number of nodes in their range is selected as the 

zonal head node.  

4. The message is transmitted by the source node to its 

zonal head and verifies that whether it  is in  its zone 

or not. When the requesting node is in its zone then 

path will be directly established from source to the 

destination and when the requesting node is not in its 

zone, the zonal head passes  the request to the next 

zonal head. The process is repeated unless the desired 

path is established. 
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              Fig 1: Proposed Flowchart 

V. IMPLEMENTATION AND OBSERVATION 

Since VANETs are decentralized in nature, routing is one of 

the major concerns in these networks. For establishing a path 

from source to destination, several reactive and proactive 

types of routing protocols are applied. The reactive and 

proactive routing protocols are implemented in this research 

work in network simulator version 2. The table II  describes 

various simulat ion parameters. The performance of the 

reactive and proactive routing protocols are compared in  terms 

of throughput and packet loss  

                                T ABLE II. : SIMULATION PARAMETERS  

Parameters Values  

Number of nodes  34 

Type of Propagation Two-Ray Ground   

Link layer  LL 

Queue type  Priority queue  

Queue Length  50 

Antenna type   Omni directional  

 

 

  
Fig 2:  Throughout Comparison 

Figure 2 shows a comparative analysis of AODV and DSDV 

routing protocols in terms of throughput. It is seen that in 

comparison to DSDV protocol, the throughput achieved when 

applying AODV protocol is high.  

 

 
 
                         Fig 3: Packetloss Comparison  

Figure 3 shows a comparative analysis of DSDV and AODV 

protocols in terms of packet loss. It is seen that in comparison 

to DSDV protocol, the packet loss achieved when applying 

AODV protocol is less.  
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VI. CONCLUSION AND FUTURE WORK 

A decentralized type of network which allows the nodes to 

enter or leave the network freely is called VANET. VANETs 

face certain  issues while routing is performed due to their 

dynamic nature. Th is research work proposes to use 

multicasting approach to establish paths in these networks. 

NS2 simulator is used to implement this proposed approach 

and with respect to certain performance parameters, analysis 

of outcomes is done at the end.  
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Abstract— Technologies like Augmented Reality (AR) and 

Virtual Reality (VR) have been advanced quickly in recent 

years. Many hardware devices and special techniques have 

been developed. AR is a technology which integrates the virtual 

objects with the real time environment. But the critical 

breakthrough came, when AR spread to the smart phones, this 

enabled mass spread of AR applications in the field of 

Education, Manufacturing industries, Military, Medical etc. 

providing the information about the specified targets to the 

users. It is also one of the key technologies used in Industry 4.0. 

AR systems have already reached some level of maturity in 

educational field and the effectiveness have been widely 

proven. This paper proposes the development of Marker-based 

mobile Augmented Reality application, which demonstrates the 

working of RVCE All-in-one Interface Card. 

 

Keywords—Augmented Reality, Virtual Reality, Industry 4.0,  

RVCE All-in-one Interface Card 

I. INTRODUCTION  

Interaction of Human Computer [1] is a field which is 

related to Design, Evaluation and implementation of 

interaction computing systems for use of humans and the 

study of surrounding phenomena. Augmented reality and 

Virtual reality are the technologies, which are under Human 

Computer Interaction. Augmented reality is a technology 

where virtual reality is combined with real world 

environments to make it look as if the virtual object is in 

real world [9]. Augmented Reality can be integrated into 

daily life and activity, and can be used for various purposes.  

Augmented Reality (AR) applications provide environment 

to the users, where they can immerse themselves in to the 

partially virtual world and interact with the virtual objects 

and user interface. A lot of Artificial Intelligence (AI) 

technologies [2] have been used in Augmented Reality. 

Computer vision is the one area, where AR meets with AI. 

Computer vision utilizes techniques for computer learning 

and pattern recognition, that is the reason why it is part of 

AI. 

 

AR  has increased its popularity in both industry and 

academia, the evolution to Industry 4.0 [3], where during 

manufacturing , using some of the new technologies in that 

even AR is also been included. 

 

There are basically two types of Augmented reality, 

 

Marker-Based AR which uses a camera and some type of 

visual marker from the real-world to produce the result, 

Virtual objects pop-up only when the marker is sensed by 

the camera. 

Marker-less AR applications [4] have implemented most 

widely. This is also called as Location-based or GPS, 

position-based. Uses GPS, Velocity meter, or Accelerometer 

which is integrated in device to provide the data based on 

the user’s location. 

This paper proposes the work of developing a Marker-Based 

mobile Augmented reality application, which demonstrates 

RVCE All-in-one Interface Card by using AR technology. It 

gives the information about the Interface card in the form of 

buttons, videos and other virtual enhancements integrated 

with real world objects. 

 

A. RVCE ALL-IN-ONE INTERFACE Card 

 

Microprocessors / Microcontrollers is one the core courses 

studied by under graduate students of computer science, 

Information Science, Electronics & communication, 

Instrumentation, Electrical & Electronics Engineering in 

many universities. R&D Labs of CSE Department, RVCE 

has taken up the Design & Development of ―All In One – 

Multipurpose Interfacing Card‖ for PC for X86 

Programming and product developments, successfully 

manufactured and adopted. 

 

RV All-In-One Interface Card can be used to convert PC to 

PC based product for number of applications and also to 

create interest and bring innovation among students by using 

the interface card to conduct different experiments and 

projects using their computer system. 

   

 
 

Figure 1: RVCE All-in-one Interface Card 

 

The Different Interfacing Modules Integrated in RV ALL-

IN-ONE Interface Board are Logic Controller, Seven 

Segment Display Module, LCD Interface ,Stepper Motor 

Interface, DAC Interface, ADC Interface, DC Motor 

Interface , DC Solenoid , Temperature Sensor Interface , Ac 
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Gadget Interface, Industrial Sensors Input Interface, 

Elevator Interface , Keyboard Interface. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Figure 2 : Block Diagram of RVCE ALL-IN-ONE Interface 

Card 
 

 

The application senses the Interface Card and mixes it with 

virtual objects (like text, graphics and audio) and gives back 

those information to the users. 

 

II. OBJECTIVES AND SCOPE 

1. The main purpose of the work is to demonstrate the 

RVCE All-in-one Interface card using Augmented 

Reality by providing each module’s internal 

working ,functionalities, architecture and code-

snippet, and providing all the information at one 

place and making students understand the concept 

in easier way.   

 

2. Idea of introducing the technology to the students 

and make learning as  new and creative. 

 

3. This application helps the student to understand 

about the basic information of Interface card 

independently. 

 

4. One of the useful technology in the Industry 4.0, 

which helps engineers while manufacturing by 

guiding them the procedure. 

III. THEORY AND CONCEPTS 

AR uses the device’s camera of handheld mobile devices, 

such as a smart-phones or tablets to capture the video and 

place virtual objects on top of the real world. To run an AR 

app on a mobile device, point its camera to the target and 

application will recognize the target and render computer 

graphics which is registered for the target position and 

orientation. 

 

Mobile devices [5] should have the following important 

features to run AR application 

 

1. Flat panel graphic display touch-screen input. 

Rear-facing camera. 

2. Motion sensors, rotational motion has been 

recognized by the gyroscope and linear motion has 

been detected by the accelerometer. 

3. GPS and other position sensor for geo-location and 

wireless. 

4. Untethered and battery powered. 

5. GPU (Graphics processor), CPU(Main processor) 

and Memory. 

The video frames of the real-world have been captured by 

the rear-facing camera and displays it in screen. Because the 

video data is digital, app will modify it and combine virtual 

graphics in real-time. 

 

AR uses computer vision to recognize targets in the field of 

view. Whether natural feature tracking (NFT), specific 

coded markers or other techniques to recognize text or 

object. The application generates computer graphics that 

aligns with those real-world transform that overlaps on top 

of real world imagery when it recognizes the targets and 

orientation. 

 

The key to the success of mobile AR, also includes sensors 

which measures orientation, motion and other conditions. A 

gyroscope for detecting rotational motion around the axes 

and an accelerometer used for detecting linear motion. The 

software estimates the device’s position and orientation by 

using three data in real 3D space at any given time. The 

specific view of the device camera capturing is determined 

by this data. And  uses this 3D transformation to register the 

computer generated graphics in 3D space as well. 

A. Target Based AR 

 

The device camera captures a frame of video [6]. The 

familiar target is analyzed from the frames by the software, 

such as a pre-programmed marker, by using the technique 

called Photogrammetry. 

 

Deformation like size and skew is analyzed as part of target 

detection, is analyzed to determine its distance, orientation 

and position relation to the camera in a three-dimensional 

space. The 3D space is determined from that camera pose 

that is position and orientation. And these values are used in 

the computer graphics calculations to reduce virtual objects. 

Finally, the video frame and rendered graphics are merged 

and displayed it to the user. 

 

 
          Figure 3: Explains the modules in which AR works 
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The ability to recognize and track complex 3D objects   goes 

beyond the 2D image recognition [8]. A good marker is 

detected easily in all the conditions or circumstances. The 

brightness differences is easily detected than color 

differences using machine vision techniques. This is because 

of camera’s automatic white balance are poor: it is incorrect 

color register. The object changes the color depending on 

the view in the image. The lightening also changes the 

colors of the objects, that’s why color detection becomes 

challenging. The object detects easily, when there is more 

contrast in the luminance, that means there should be 

optimal black and white markers. By using the detected 

markers, the system also calculates the camera’s pose. 

 

B. Marker pose 

The object’s pose always refers to is location and orientation 

[6]. Around the three co-ordinate axes, the orientation is 

expressed with three rotational angles (α, β, γ) and with 

three translation co-ordinates (x, y, z) location can be 

expressed. Thus the pose has six degrees of freedom. 

 

 
Figure 4: The pose of camera (Orientation and Location in 

the world co-ordinates)  

 

From a minimum of four coplanar and non-collinear points, 

the camera’s pose can be determined. Thus, calculation of 

marker’s pose in 3D co-ordinate by the system using four 

corner points of the marker in image co-ordinates. 

 

In digital cameras, co-ordination of elements and image 

registers on the image sensors differ from ideal co-ordinates. 

The camera image depends on the camera’s physical 

characteristics such as size and orientation of  Image sensor, 

focal length etc. 

 

 
 

Figure 5: Additional conversion to the camera co-ordinate 

system is needed as ideal  pinhole camera models does not 

hold for digital camera. 

1. Camera transformation 

 

 Camera and marker’s transformation T  

                          x = TX, 

where X is a point world co-ordinates, x is its 

projection in ideal image co-ordinates and T is the 

camera transformation matrix or pose matrix. 

Transformation T consists 3*3 rotation matrix R  

and translation vector t and can be expressed in the 

form of matrix. 

 

x = [ R | t ] X , which is homogeneous co-

ordination is  

 
There are only three parameters in rotation matrix 

(α, β, γ) which defines its nine elements. There are 

also three parameters in translation vector and six 

free parameters in pose matrix. When the marker is 

detected, the marker tracking system needs to solve 

this camera for each frame.  

 

 
Figure 6: Conversion of worlds co-ordinate to ideal 

camera co-ordinates by transformation matrix. 

 

2. Detection errors in pose calculation 

It is more reliable to detect the x and y translation  

than z translation. The movement of image plane is 

smaller It is more reliable to detect the x and y 

translation  than z translation. The movement of 

image plane is smaller when object moves the same 

distance in x or y direction than the object moves 

some distance in z direction.  
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Figure 7: If the black dot (object) moves parallel to 

the optical axes (on the top) [12], the moment in 

the image plane is small than the movement of 

perpendicular to the bottom (optical axes). That’s 

why detection of errors on the image plane have a 

great detection on the z dimension.  
 

3. Rendering with the pose  

 

The camera is moved to render the virtual object in   the 

right scale and perspective, the camera should be 

moved to same pose as the real camera and on top of 

the real image, virtual objects are rendered. 

 

         

 

 
 

           

 

Figure 8: Augmentation in origin 

 

IV. METHODOLOGY 

The proposed methodology for the Marker based 

Augmented reality mobile application has six modules [7]. 

Below are the names of the following modules. 

 

 

- Camera 

- Capturing Image module  

- Processing Image module  

- Rendering Image module 

- Tracking marker module 

- Display the screen 

 
 

Figure 9: Methodology  of the proposed application. 

 

1. Camera module 

 

Camera module takes the live video as an input 

from the Android smart phone. In Augmented 

reality displaying this live video is reality 

 

 

2. Capturing Image module 

 

The live video from the camera module is given as 

an input for the capturing image module. This 

module analyses each frames from the live video 

and generates binary images that has only two 

values for every pixel. Basically white and black 

are the only two colors that are used for the binary 

images. 

 

3. Processing image module  

 

Binary images from capturing module is given as 

an input to this module. Here binary images are 

processed by using techniques of image processing 

to detect the markers for Augmented reality, this is 

necessary to identify the position  to place the 

virtual objects [10]. Once this is identified, then the 

location of AR marker is given as an input to the 

tracking module. 

 

4. Marker Tracking module 

 

The marker tracking module is like heart of AR 

systems. Calculations of the real-time camera’s 

relative pose is done by this module. 3D orientation 

and 3D location is the meaning of the term pose, 

i.e. six degrees of freedom position. 

 

5. Rendering module 

 

Basically the inputs of rendering modules are two. 

One is tracking module’s calculated pose and the 
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other is virtual objects that needs to be augmented. 

By using the calculated pose, the rendering module 

combines the virtual objects with the original 

image that has been capturing from the camera and 

displayed on the screen of android smart phone. 

 

 

 

 
 

Figure 10: Screenshots of the application which  

demonstrated the virtual objects of RVCE All-in-one 

Interface Card. 

 

V. CONCLUSION 

                             

This paper proposes the marker based augmented reality 

using Android, which helps the students to understand the 

working of RVCE All-in-one Interface card in better way by 

showing the virtual objects in the form of video (which 

explains the working of modules like Matrix keyboard, 

Elevator, Stepper motor) audio and virtual buttons and also 

provide the program of each module. So that students get all 

the materials in one place.  Further, AR modules can be 

developed to enhance different electronic devices, machines 

motors, etc., to enhance the learning [11], in turn enabling 

the way to adopt and enhance ICT based learning 

techniques.  
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Abstract: Metal oxide semiconductor (MOS) devices are the 

basic building blocks for the logic circuits. Advancement in 

technology increases the expectation of customer in electronics. 

Various challenges face by IC designer during the uses of this 

Nano-scale technology because no one technology is completely 

satisfied all requirements. Better performance with minimum 

power dissipation and high stability is become basic need and low 

power dissipation is possible when power consumption of VLSI 

device is low. As the need of small electronics components and 

devices is increased day by day. There is a rapid growth in 

industry of electronics in few decades. World and technology are 

growing at the same speed. Day by day as the demand for small 

devices increases with high efficiency and result in flip-flop came 

into existence. These flip-flops have number of applications in 

electronics like used in communication, computers. As the size of 

the flip-flops decrease there is a problem of leakage current 

which prevents us to design a low power circuit. To decrease 

these leakage currents in the SR flip-flops and made it as a low 

power flip-flop an approach is used in this paper called as 

ON/OFF (ONOFIC). This ONOFIC implementation of SR flips 

decreases the leakage current and in this way our SR flip-flop is 

low power consuming  

Keywords—Flip-Flop, ONOFIC, Power Dissipation, VLSI 

I INTRODUCTION 

World and technology are growing at the same speed. Day by 

day as the demand for small devices increases with high 

efficiency and result in flip-flop came into existence. Flip 

flops have a number of applications in electrons and nowadays 

these flip-flops are used for optical signal processing and 

transparent optical fiber processing [1]. Flip-flops is main 

hardware device that is highly used in synchronous finite state 

machines [2]. SR flip-flop have number of application one of 

the application is mechanical bounce and its elimination 

removal [3]. Flip-flops can be simple or clocked[4], they are 

positive edge triggered I.e. when clock is raising we are 

accepting the data from the input and also negative edge 

triggered which means when clock is falling down at the time 

data is sampled. There are two types of logic circuits 

combinational and sequential logic circuits. Combinational 

logic circuits are the function of current input values but 

sequential logic circuits are the function of current values of 

the inputs and also on the preceding input values. Set reset 

flip-flop is called SR flip-flop and is the simpler one among all 

the other flip-flops. SR flip-flop has a clock signal and two 

inputs called as set and reset. When the set input is high output 

 

  

 

is high and when reset is high output is low. When the set and 

reset input both are high output is this state is Invalid. NOR 

and NAND gates are used by simply cross coupling to each 

other. Due to tremendous use of small devices in electronics 

field the technology is also scaled down day by day. Scaling 

has lot of advantages like we are able to make small and small 

devices like in these days small iPods, tablets, pacemakers and 

hearing machines but on the other hand we are losing the 

property of low power. These small devices must be low 

power dissipation because low power devices are highly 

demanded in these days. Maximum power consumption of a 

chip depends on its implementation and technology [5]. 

Aggressive scaling of MOS devices requires use of ultra-thin 

gate oxides to maintain a reasonable short channel effect 

[6].When we are scaling the device parameters we have to 

scale the supply voltage, threshold voltage and oxide 

thickness. Supply voltage plays an important factor to reduce 

the power dissipation in portable devices [7]. Reducing the 

supply voltage increases the sub-threshold leakage current and 

decreasing the oxide thickness results in increase of junction 

tunneling of electrons. When the gate oxide is reduced to a 

large extent there is exponential increase in gate leakage 

current and reduction of transistor threshold voltage increases 

sub-threshold leakage currents [8]. The tunneling of electrons 

is directly proportional to scaling, new standard CMOS SOCS 

face major challenges because of leakage current. These 

leakage currents have a serious effect i.e. the device consumes 

large quantity of power and this is the main challenge in the 

VLSI technology.  
 
These leakage currents pose a challenge to the low power 

devices and lead to the instability of logic circuits. These 

leakages currents needs to be reduced so that power 

dissipation of the CMOS devices is low and stability, speed 

should be improve. This high dissipation power is becoming a 

serious design concern as we towards the mobile computing 

world [9]. In this paper CMOS SR flip-flop is designed with 

ONOFIC implementation which reduces the leakage to a great 

extent. A comparison is made between the conventional SR 

flip-flop and our ONOFIC implementation of CMOS SR flip-

flop in terms of power dissipation. This paper is divided into 

four sections. Section 2 explains the related work and 

ON/OFF (ONOFIC) approach for designing of CMOS SR 
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flip-flop, section 3 explains the conventional CMOS SR flip-

flop and ONOFIC implementation and finally results and 

conclusion in section 4. All the simulations are done using 

cadence tool at 45nm. 

II RELATED WORK 

In [12] a SR flip-flop is designed by using CMOS 90nm 

technology. Two layout models I.e. semicustom and full-

custom design technology are made. A comparison is made 

between these two in terms of power and fully customized 

layout is 39%better than semi-custom layout 

In [3] SR flip-flop is designed by using 45nm CMOS 

technology. By using MOS transistors less energy is 

consumed than by using conventional gates. 

 

 

ON/OFF (ONOFIC) APPROACH 

In the ONOFIC approach design, a logic block consists of one 

PMOS and one NMOS is inserted between the pull-up and 

pull-down network. This logic block is known as ON/OFF 

logic block we usually use PMOS as pull-up and NMOS as 

pull-down because NMOS will let us go to zero and PMOS 

will let to go to VDD so we get maximum swing available in 

this case. If we change the position of the pull-up and pull-

down we have to compromise on certain output parameters. 

This approach is less complex only one logic block is added 

between the pull-up and pull-down network.  

 
Figure 1.Schematic of ONOFIC approach [10] 

This PMOS and NMOS block should work in ON/OFF 

condition for any logic output. This block works like as force 

stacking concept providing maximum resistance in OFF 

condition and minimum resistance in ON condition thus 

reduces the leakage current. These two transistors should be in 

cut-off or in linear state depending on the output logic.  Figure 

below shows the schematic of ONOFIC approach. The 

ONOFIC transistors are connected in this way. The gate of 

NMOS is connected to the drain of PMOS and source of 

PMOS is connected to VDD and then the gate of PMOS with 

the output. The right turning of the ONOFIC transistors helps 

us in low propagation delay [10]. 

 

III CONVENTIONAL AND ONOFIC 

IMPLEMENTATION OF CMOS SR FLIP-FLOP  

The below circuit diagram represents the SR flip-flop with 

a NOR based design this is the basic design. R and S are 

inputs and E is clock signal. In this section the SR flip-flop is 

designed by CMOS technology, designing the SR flip-flop 

with CMOS technology has number of advantages like low 

power dissipation, high noise immunity, lower propagation 

delay and high speed high frequency of operation [11]. The 

advantage of MOSFET’S is that they draw almost zero control 

current while idle [12]. 

 
Figure 2 NOR based SR flip-flop 

The conventional CMOS SR flip-flop consists of twelve 

transistors only. The status of the transistors in this design are 

when clock signal is low in N tree the two series terminals N 

are and  open and also in P tree two parallel transistors are ON 

by this the state is retaining in the memory cell. When the 

clock signal is high the circuit is simple a CMOS NOR latch 

which will answer to inputs S and R. 

 

 
Figure 3.Conventional CMOS SR flip-flop 
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ONOFIC implementation of CMOS flip-flop 

The below circuit represents the ONOFIC implementation 

of SR flip-flop. It consists of conventional CMOS SR flip-flop 

and further with addition of ONOFIC logic block. Two logic 

blocks are added in this implementation between the two pull-

ups and pull-down networks. The total number of transistors 

in this implementation is sixteen. These four extra transistors 

help us to reduce the leakage current in the network. PMOS 

transistors control the operation of the NMOS transistors In 

the OFF state this block provides maximum resistance due to 

which the leakage currents are reduced because we know these 

leakage currents arises in OFF state when we go scaling to a to 

a large extent. 

 

 
Figure 4.ONOFIC implementation of CMOS SR flip-flop 

 

 Static power is consumed even when chip is in quiescent 

(sleep mode). Static power can also be defined when device is 

in OFF state still current is flowing from VDD to ground. The 

main cause of static power consumption is scaling of transistor 

geometries which cause various leakage currents. Leakage 

power is about 20-50% today and increasing. The static power 

can be minimized by using various techniques like in this 

paper ONOFIC approach is used. 

 

IV RESULT AND CONCLUSION 

 
Table 1 comparison of power dissipation 

POWER DISSIPATION OF 

CONVENTIONAL CMOS 

SR FLIP-FLOP 

POWER DISSIPATION OF 

ONOFIC 

IMPLEMENTATION OF 

CMOS SR FLIP-FLOP 

2.8µ 2.1µ 

 

In this section a comparison is made between the 

conventional CMOS designs of SR with the ONOFIC 

implementation in terms of power dissipation. The results 

obtained in ONOFIC implementation are better than the 

conventional method. 

CONCLUSION 

 

In this paper we have discussed various leakage currents 

and their impact on low power devices. In VLSI technology 

low power is the main focus of IC designer. The above 

discussed ON/OFF (ONOFIC) method was used to design a 

SR flip-flop. ONOFIC technique is easy and only one 

threshold voltage is used for decreasing the leakage current. 

The main point of this technique is better ON/OFF property. 

ONOFIC implementation reduces leakage power and boosts             

the performance of the digital circuits which is need of the     

hour. Low power consumption is the outcome of this 

approach. the future scope of this approach is that if this logic 

block is turned ON/OFF in a better way it will help in 

reducing the propagation delay of logic circuits. 
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Abstract—Due to the tremendous increase in power 

dissipation in sub-micrometer region of operation, there arises a 

need to design low power circuits. The continuous scaling of 

CMOS logic circuits is not straight forward in the sense that 

when CMOS devices are scaled below 16nm, short channel effects 

are observed. These effects increase leakage power dissipation to 

large extent. The memory occupies about 90% of area in any 

logic design. The design of memory is of main concern as there 

occurs parameter variations in CMOS SRAM cells when 

designed below 16nm. This can be solved by the replacement of 

CMOS with FinFET in traditional SRAM cells. In this paper, 

design of 6T FinFET SRAM cell is presented at 7nm technology 

using ASAP7 PDK and Cadence virtuoso tool. Besides, 

parameters like power dissipation, delay, power delay products 

and static noise margins are also analyzed. The simulation results 

showed that design of SRAM cells using FinFET can be highly 

efficient in comparison to CMOS SRAM cells.  

Keywords—SRAMt; CMOS; ASAP7 PDK; Power 

dissipationg;Sub-threshold region; FinFET  

I.  INTRODUCTION  

The parameters like performance, speed, propagation delay 

and energy per transition improves with continuous scaling. 

But scaling proves beneficial only upto certain level i.e. below 

16nm in complementary metal oxide semi-conductor (CMOS) 

logic devices. Scaling is not straight forward as it results in 

degradation of performance. In addition to this, scaling of 

threshold voltage increases sub-threshold leakage as well [1] 

Continuous scaling results in short channel effects. These 

effects include drain induced barrier lowering, velocity 

saturation, hot carrier effect, impact ionization, gate induced 

drain lowering etc. Many methods are devised from time to 

time to overcome these short channel effects. The methods 

include channel engineering techniques like retrograde doping, 

halo doping etc. [2]. Besides, circuit level techniques like 

INDEP, LECTOR and ON/OFFIC techniques are also 

suggested [3, 4, 5]. These techniques no doubt reduce leakage 

power but at the same time increase in propagation delay as 

well. The best method to reduce leakage in static random 

access memory cells is to replace CMOS with FinFET logic 

gates. 

FinFETs are best for the design of SRAM cells in the sense 

that they improve electrostatic behavior of a device. FinFETs 

are the double gate devices and leakage power dissipation can 

be controlled by providing two gates instead of one gate which 

occurs in CMOS logic circuits. Increasing the gate control i.e. 

by using double gate reduces the leakage power dissipation to 

huge extent.  

FinFETs consist of thin body of silicon and the gate 

electrodes are wrapped over it as shown in figure 1. There are 

many types are FinFETs and among them short gate and 

independent gate FinFET are the common types which are used 

in digital design [6]. 

 

   Figure 1: Fin type Field Effect Transistor (courtesy T.J 

King and C.Hu, UC BERKELEY) 

 

 In static random access memory design leakage power 

dissipation is of primary concern. This can be reduced by the 

use of FinFET in designing SRAM cells. There occurs increase 

in area overhead due to the use of FinFET in SRAM cells but 

this can be compensated by considering the trade-off between 
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various parameters [7]. The ease and compatibility to design 

static random access memory (SRAM) cells using FinFET [8] 

make us to design 6T FinFET SRAM cell.  

The design of 6T FinFET static random access memory cell 

is done using cadence virtuoso tool. Moreover, ASAP7 PDK is 

used because cadence virtuoso tool does not have any inbuilt 

library to design FinFET logic circuits. The design of 6T 

FinFET SRAM cells is performed at 7nm technology.  

 The development of ASAP 7nm process design kit (PDK) 

was made at Arizona State university in association with ARM 

research .This is free PDK used at academic level by various 

researchers. The PDK has FinFET device models compatible 

with SPICE for cadence virtuoso tool. The PDK is helpful in 

designing six transistor (6T) FinFET static random access 

memory cell at 7nm using Cadence virtuoso tool. The section 

II describes how FinFET logic circuits are better in comparison 

to CMOS logic circuits. Section III discussed the modes of 

operation of FinFET SRAM cells and the section IV consists of 

simulation results and discussion. Finally the conclusion and 

future work is provided in the section V. 

II. RELATED WORK 

 

To minimize the leakage power many techniques are 

suggested from time to time for CMOS logic circuits but these 

techniques have many disadvantages like increase in 

propagation delay and area. Designing of logic circuits using 

FinFET is better in the sense because it reduces power 

dissipation by minimizing short channel effects and at the same 

time improves subthreshold slope and drive current capability 

of logic circuits as well. There are certain design challenges 

which should be taken in consideration i.e. quantized nature of 

the fin in case of FinFET static random access memory design 

[9]. 

 The scaling in CMOS logic devices is limited to 16nm 

only due to scaling obstacles. In case of metal oxide semi-

conductor (MOS) devices, high channel doping and moderate 

thickness of thermal oxide is required at lower dimensions. If 

these considerations are not satisfied it may lead to degraded 

performance and reduction in carrier mobility. Better channel 

control due to dual gate structure, straight process flow and 

improved on-current capability makes FinFET better in 

comparison to MOS devices [10, 11]. 

 Due to larger on-current of FinFET devices, FinFET 

SRAM cells can be operated at higher speed in comparison to 

conventional CMOS SRAM cells. In addition to this FinFET 

SRAM cells have low propagation delay for read and write 

cycles as compared to CMOS SRAM cells [12]. 

III. PROPOSED SIX TRANSISTOR(6T)  FINFET SRAM CELL 

Modes of operation in FinFET SRAM  cell 

 

FinFET static random access memory (SRAM) cell has 

three modes of operation i.e. FinFET SRAM hold, FinFET 

SRAM read and FinFET SRAM write mode. The memory cells 

are designed at 7nm technology. These cells consist of two 

cross coupled FinFETs inverters and two access transistors 

(FinFETS). The access transistors are controlled by word lines. 

Besides, bit and bit bar voltages are also applied to access 

transistors. 

A. FinFET SRAM  HOLD  

 

In hold mode FinFET static random access memory cell has 

to retain its data and for this word lines are kept at ground or 

low voltage. Due to this access transistors (FinFETs) are in off 

state and hence the data present in cross coupled FinFET 

inverters is retained and the FinFET SRAM cell acts as latch in 

that case. The circuit diagram for hold operation is given in 

figure 2. FinFET SRAM cell consists of six FinFETs. The 

FinFETs used in our design are short gate FinFETs. As shown 

in figure 2 the word lines are set to “0” or grounded. This 

suggests that in hold condition 6T SRAM cell acts as latch and 

latches the value at the output of cross coupled inverters. 

 

 

 

Figure 2: FinFET SRAM hold circuit 
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B. FinFET SRAM READ 

 

In read mode,   which is considered most vulnerable state to 

parameter variations [13]  because both bit and bit bar are set to 

high voltages (Vdd). The voltage at word lines is also high 

equal to Vdd (0.7). The node which has “0” value is detected 

using sense amplifier because this node pulls the respective bit 

voltages to ground, hence detected by sense amplifier. The 

circuit diagram for read operation is given in figure 3. 

 

Figure 3: FinFET SRAM read circuit 

C.  FinFET SRAM WRITE 

In write operation also word lines are set to high voltage i.e. 

equal to Vdd=0.7 in our design of 6T FinFET SRAM cell. For 

writing “0” at node q , the bit lines are set to “0” and Vdd 

respectively. To write “0” at qbar, bit and bit bar lines are set to 

Vdd and “0” respectively. 

 

 

         Figure 4: FinFET SRAM write circuit  

IV. SIMULATION RESULTS AND DISSCUSSION 

 As we know power dissipation is one of the major issues 

which the modern electronic industry is facing these days. The 

density of chips is increasing day by day and simultaneously 

increasing power dissipation. Due to this cooling devices are 

inserted in chips which increase the cost. To overcome this 

problem FinFET devices can be used which reduce the power 

dissipation in digital logic circuits.  

The parameters like power dissipation, propagation delay 

and power delay products are obtained for 6T FinFET static 

random access memory cell in hold, read and write condition.  

 The power dissipation has gained vital importance now a 

days due to the reason that as the technology is scaled, there 

occurs rise in leakage power dissipation to a large extent. The 

parameters of 6T FinFET SRAM cell at 7nm technology node 

obtained on cadence virtuoso tool using ASAP 7nm PDK are 

tabulated in table 1. 

 

Table 1: Parameters of 6T FinFET SRAM cell at 7nm 

Parameters 

of 6T 

FinFET 

SRAM cell 

HOLD 

condition 

Read 

condition 

Write 

condition 

Power 

dissipation 

(µW) 

0.10 10.68 31.01 

Propagation 

delay(pS) 

11.02 12.8 13.98 

Power delay 

product(aJ) 

1.10 136.70 433.52 

 

Besides other important parameter of FinFET SRAM cell 

i.e. static noise margins are also obtained as shown in figure 5.  

The static noise margin curves for read and write are 

obtained.  The static noise parameter is considered as one of 

the important parameters for FinFET memory design as well. 

The static noise margin in 6T FinFET affects both write and 

read margins of FinFET memory and have a relation with 

threshold voltage of nfet (n type FinFET) and pfet (p type 

FinFET) as well, hence determines stability of SRAM cell. The 

static noise margin curves obtained are given in figure 5 and 6 

for read and hold operation respectively. 
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Figure 5: static noise margin for READ operation 

 

Figure 6: static noise margin for HOLD operation 

The static noise margin obtained for hold condition of 

FinFET memory cell comes is obtained by taking the diagonal 

length of smallest square obtained from butterfly curves as 

shown in figure 5 and figure 6. For read and hold operation of 

6T FinFET SRAM cell it comes out to be equal to 103mV and 

205.06mV respectively. 

 

V  CONCLUSION  & FUTURE SCOPE  

For the minimum possible leakage power and better 

stability of static random access memory cell, it is preferred to 

design it with FinFET logic devices. The FinFET logic circuits 

have lower power dissipation and power delay products 

compared to complementary metal oxide semi-conductor 

devices. The various parameters for 6T FinFET SRAM cell are 

analyzed. In addition to this, stability in terms of static noise 

margin is analyzed which clearly depict better stability of 6T 

FinFET SRAM cells. This clearly make us understand that 

design of 6T FinFET SRAM cell at 7nm has better 

performance parameters in comparison to CMOS static random 

access memory cells. 

Scaling down of FinFET less than 7nm is the new 

challenge for design engineers. The Fin height, length and with 

can be varied which also plays crucial role in determining 

functionality of logic design. Besides, parameter variation will 

be carried out to further improve performance of FinFET 

SRAM cells. 
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Abstract 

The Digital era marked by the unparalleled growth of Internet 

and its services with day-to-day technological advancements 

has paved way for a data driven society. This digital explosion 

offers huge market value to organizations and business 

processes who gain valuable information from the collected 

data to promote futuristic decision making. The aftermath of 

this large scale analytics is the privacy breach of sensitive 

information of individuals. The confidential information of 

people is at a risk of disclosure when it is used for a purpose 

not intended. Not only should privacy techniques guard 

classified data, but also ensure that it does not weaken data 

value when considered for analytical purposes. The proposed 

work focuses on assessing the expediency of sanitized data for 

analytics, using a threshold based optimal strategy for 

improving anonymization with large data. Classification 

models are trained on the anonymized data using benchmark 

algorithms and its accuracy is determined. The work is 

extended to evaluate the performance aspects of the proposed 

technique on diverse parallel execution environments, Hadoop 

and Spark. 

 

Keywords: Privacy Preserving, Spark, anonymization, 

MapReduce 

 

I. INTRODUCTION  

 

Security and Privacy are issues that are a cause of concern 

in the Digital era. With technological advancement being 

the norm of the day, data is divulged through many a 

source and used by organizations for economic benefit. 

Although regulations regarding privacy are being 

formulated within an organization‟s periphery, strict 

enforcement is a matter of debate, since there is no 

watchdog policy that ensures the correct use of the data 

collected. What appears as safe to an end-user may not be 

the case, in reality. Privacy preservation techniques have 

been a subject matter in the recent past, in the light of data 

proliferation from IoT devices and electronic media. 

These techniques throw light on the challenges that are 

required to be handled, to sustain quality of data while 

enforcing privacy. As a matter of fact, utility of data is an 

important aspect that needs to be considered if analytics 

should generate meaningful results. Achieving a trade-off 

between the two is demanding, given the fact that the 

scale of data is ever-increasing. There is a need for an all-

encompassing solution that can handle scale, efficiency 

and usefulness, while upholding privacy. 

 

    The rest of the paper is organized as follows: Section II 

discusses the privacy scheme used in the paper, discussing 

the key characteristics of the technique to be considered 

for privacy enforcement. The section also highlights the 

processing framework, Spark, used for testing 

performance aspects of the privacy design in the context 

of Big Data. Section III defines the overview of the 

problem stating the objectives of the research. Section IV 

details the proposed methodology and workflow. Section 

V details the preparatory data groundwork, categorizing 

the privacy attributes. Section VI covers the results and 

discussion, Section VII discusses the related work and 

Section VIII concludes the paper. 

 

II. BACKGROUND 

A. Acronymns 

AD Anonymized Data 

NAD Non-Anonymized Data 

AnonyOPT - k Anonymized Optimal - k 

LIL Local Information Loss 

GIL Global Information Loss 

s.t. Subject to 

B. Privacy Scheme 

Anonymization is a technique of obscuring published 

data to prevent sensitive information from disclosure.[1] 

The parent of all anonymization privacy models, k-

anonymity[1][2] is a group anonymization technique that 

tries to conceal confidential data by creating  group of 

unidentifiable records that avoids the isolation of singular 

identity by grouping it with k other individuals. The 

algorithm categorizes the attributes in the dataset into 

three: sensitive attributes that are not public, but 

containing personal information of individuals such as 

salary, disease conditions etc.., quasi-identifying attributes 

which is a group of attributes that when collectively 

linked with publicly available data can identify an 

individual and identifying attributes that are uniquely 

associated with an individual. Although anonymization 

literature has shown that the technique fails to handle 

inference attacks [2] in poorly assorted data belonging to 

the same equivalence class [2], there are numerous works 

[2][3] which prove that it can be used as an efficient 

technique to  handle high dimensional data in a context-

aware premise. 

C. Processing Engine 

Spark is a fast in-memory cluster computing 

framework based on Hadoop MapReduce(MR)[4] capable 

of  handling large workloads. While Spark uses the 

underlying HDFS[4] for storage, its  clusters are utilized 

for parallel processing of data. Computing is done by 

creating Resilient Distributed Databases [4] that   enables 

faster MR operations. Due to its in-memory computing it 

overcomes the slow data transfer associated with 

Hadoop‟s MR. The use of Spark data processing has been 
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found to be greatly efficient for processing large data 

streams, text, graph data and high dimensional tabular 

data. Spark can be integrated with many data querying and 

processing tools that can be integrated as a stand-alone 

environment or on a cluster based Hadoop platform. 

 

III. PROBLEM OVERVIEW 

A. Objectives 

1. To evaluate the efficacy of  optimized data 

anonymization  on  a data analytic functionality 

2. To evaluate the performance improvement of the 

mining functionality on Apache Spark for Big 

Data 

How does anonymization affect usefulness of data? 
Can it be used for an effective data analytic functionality in 
the context of Big Data? A clinical dataset has been used 
for the purpose. The clinical data is anonymized (AD), the 
data thus masked is then used for classification. The work 
evaluates the consequent variation that occurs in the 
accuracy of classification by comparing it with the 
classification accuracy on non-anonymized data.(NAD) In 
addition, the performance of the classification task on 
Hadoop and Spark is also determined. The parallelization 
of task on cluster based executing platform brings about 
significant rapidity in execution. Performance 
enhancement for large scale data processing is one of the 
key factors that can be exploited and leveraged in the 
context of Privacy Preserving Big Data processing. Data 
worth and performance with scale are challenging issues 
that have a wide scope of research in the Big Data era 
while not compromising privacy. 

IV. PROPOSED METHODOLOGY 

 

The proposed research goes through two phases of 

implementation as shown in Fig 1. In the first phase, the 

data is de-identified by applying the k-anonymity 

algorithm. This is a preliminary step in the preparation of 

the data for privacy preserving analytics. Although 

privacy literature [2] [3] cites a number of variations in 

the implementation of k-anonymity, the parent algorithm 

is still known to show convincing results [5] for privacy 

preservation in the context of Big Data. It is a group based 

strategy by which the algorithm creates group of 

anonymous records based on their similarity of certain 

attributes. The grouping is done by classifying attributes 

in the dataset into four types [1], sensitive, identifying, 

quasi-identifying and non-identifying. The identifying 

attributes are attributes that uniquely identify an 

individual and are generally removed before the data gets 

published for analysis. Quasi-attributes are a combination 

of one or more attributes, which in isolation may not 

cause privacy breach, but can be linked with publicly 

available data to identify a data subject. For instance, a 

voter database may have attributes such as zip code, 

which can be linked with personal information to zero in 

on an individual.   Information such as disease condition, 

income etc...are sensitive attributes which are deemed 

personal and hence should not carry a risk of disclosure. 

k-anonymity groups data in such a way that the 

probability of an individual record being identified from 

the a set of k records is only 1/k. The value of k chosen 

depends upon the size of the dataset. Here the value of k is 

chosen optimally based on the general loss information 

obtained from anonymization. The privacy preserved data 

is used for classification task implemented using the 

classic benchmark algorithms such as ID3 and SVM. The 

results are found to be reasonable and of comparable 

accuracy with that of the non-anonymized counterpart. In 

the second phase, the classifiers‟ performance on Spark is 

assessed and the result is compared with that of Hadoop 

execution. 

 

 
 

Fig 1 Proposed Workflow 

A. Optimal Strategy for anonymity 

a) Optimization Formulation 

As literature reiterates[1], the choice of k greatly 

influences the trade-off between privacy and data 

worthiness. In this work, we propose an optimal algorithm 

for selecting k value based on the general information loss 

that occurs when data in a table T is divided into k-

anonymous groups. The usefulness of data is prioritized in 

the formulation of the optimization problem. We call our 

proposed algorithm as AnonyOPT-k.  

b) Definitions 

1) Let S represent the total number of data subjects 

in the input set T, m represent the total number of 

attributes. The Generic Information Loss [3] is 

defined as follows: 

            (1) 

where  and  represent the limiting range of 

data,   and  represent the range value of any 

attribute k.  
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2) The selection of k is formulated as an 

optimization problem, considering the following 

objective function [6] 

Maximize  „k‟  s. t. inequality constraint 

 

                       (2) 

                

with range constraint         

 

            (3)

  

In Eq. 2, α is the predefined threshold, set for acceptable 

information loss prioritizing data worth over privacy. The 

algorithm is repeated for different random seed values of 

k limited by the range 100-500 as specified in Eq. 3 

  

B. Algorithm AnonyOPT -k 

Algorithm AnonyOPT - k (X = { x1, x2, x3….xn} ϵ T) 

// select optimal k 

1. k ← Assign a value in the range { kl, ku } 

2. Repeat until 

a. Generalize the quasi-group and suppress 

the sensitive attribute using k     //Split T 

into k groups 

b. Calculate LIL for every group  

c. Calculate GIL for T 

d. Increment k  

GIL <= α 

3. return k  

V. DATA GROUNDWORK 

 

A. Essential Requirements 

A clinical dataset has been used for implementation. 

The data has more than one lakh instances with 24 

attributes, containing both categorical as well as numerical 

attributes. As a preparatory step, data is first checked for 

missing values and inconsistencies. Numerical data is 

normalized in order to reduce noise, missing values in 

categorical data is filled with frequently occurring values. 

The categorical data are adaptively discretized to facilitate 

privacy quantification. 

 

B. Privacy Qualifying Attributes 

The identifying attribute in the data, patient-id is 

eliminated, and the disease condition is assumed sensitive. 

The race, gender, age, occupation, and zipcode attributes 

are categorized into quasi-group. Generalization is applied 

to the quasi-group and the data instances are grouped into 

k-anonymous groups. The disease condition is suppressed 

to protect sensitivity. Initially, the value of k is chosen 

randomly, limited by the range constraint of the problem 

formulation. The upper and lower bounds are assumed for 

the data under the assumption that the data size and k 

follow an inverse linear relationship.  An optimal value of 

k is chosen using our proposed AnonyOPT – k, varied at 

each stage to experiment the change in the level of 

accuracy of classification task.  

 

VI. RESULTS AND DISCUSSION 

 

The results were considered from two perspectives. 

Firstly, the usefulness of sanitized data was quantified 

based on the accuracy of the classifiers on the anonymized 

data. Results indicate that anonymization technique can be 

used for privacy preservation, provided an optimal 

strategy is applied to choose k value. An arbitrary choice 

of k does not give good results for large data due to the 

diversity of attribute values. The optimal selection of k 

using our AnonyOPT – k was found to give reasonable 

accuracy. Secondly, the execution performance of the 

technique is evaluated on MapReduce based execution 

environments, Hadoop and Spark. Results clearly showed 

that significant performance enhancements are realizable 

with the in-memory computations of Spark in comparison 

to Hadoop, both of which are based on MapReduce. 

 

A. Utility of data 

The benchmark classification techniques such as 

Decision Tree and SVM were used to evaluate the 

usefulness of the transformed data. These results were 

then compared with the non-anonymized counterpart to 

assess the variation in the classification accuracies due to 

the privacy constraints. As shown in the figures 

[2][3][4][5],         anonymization can be used for imposing 

privacy restrictions, albeit a degree of reduction could be 

observed in the classification accuracy. The accuracy of 

the classifiers were checked for differing and increasing 

sizes of data.  The accuracy of classifier was found to 

reduce as the value of k was increased as shown in 

figure[6].  A larger value of k minimizes the possibility of 

an individual record being identified, but reduces the 

value of data, directly reflected in the reduced accuracy of 

the classifier. The choice of k is directly proportional to 

the level of privacy and hence the information loss, and 

affects data quality that is essential for analytical 

purposes. In order to bring a balance between the two, 

AnonyOPT-k followed a threshold based approach so that 

loss can be kept at check. A threshold of 0.3 for generic 

information loss was assumed, which helped maintain the 

usefulness of data. Further increase of k augmented loss. 

The algorithm was tested with different random seed 

values for k and experimented for classification accuracy. 

The data sizes were also gradually increased for testing 

the effectiveness of the classifiers on AD along with 

optimal selection for k. 

B. Performance 

The classification task on anonymized data was tested 

on Spark to measure speed of execution for increasing 

data sizes. The results showed that Spark‟s use of RDD 

speeded up execution through parallel MapReduce 

computing in contrast to its equivalent execution on 

Hadoop. The implementation was optimized using the 

Dataset API and hence improved the computation speed 
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of iterative processing required for most of the machine 

learning tasks. Figure [7] shows the execution time 

difference between the two environments. For the purpose 

of testing, initially the experiments were conducted on 

Hadoop with the cluster environment set in a pseudo-

distributed mode. Next, the experiments were carried out 

on Spark with data on HDFS, and execution on Spark. 

The task was repeated with Spark set up in stand-alone 

mode. Stand-alone Spark execution and HDFS based 

Spark execution did not create much differences in the 

execution time. The partitioning and splitting of 

processing into stages was found to vary with expansion 

in data sizes.  

 

 

 

 

.  Fig 2 Classification Accuracy–DecisionTree-NAD 

 

 

Fig 3 Classification Accuracy–DecisionTree-AD 

 

 
 

Fig 4 Classification Accuracy – SVM –NAD 

 
 

 
 

Fig 5 Classification Accuracy – SVM – AD 
 

 

 

Fig 6 Classification Accuracy Vs K 
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Fig 7 Execution Time Hadoop Vs Spark 
 

VII. RELATED WORK 

 

A vast history of research exists for privacy preserving 

analytics, primarily classifying work into privacy 

preserving data publishing [2][3] and privacy preserving 

data mining [2][3]. A number of privacy techniques have 

been studied in literature, k-anonymity[1], l-diversity[7], 

t-closeness[8] and differential privacy[9] being the major 

ones. Variations of k-anonymity [10] have been discussed, 

that detail the need to overcome linkage attacks,   possible 

due to linking data with publicly available databases. 

Although k- anonymity is cited in literature as a poor 

handler of large data, causing high information loss, the 

large crowd effect [11] of Big Data is a strong reason to 

believe that this notion could be proved otherwise. The 

hindering fact is the optimal choice of k. The value of k 

chosen largely determines the level of privacy and hence 

the information loss. The work in [5] uses anonymity to 

mask large web logs and shows that analytics on such 

large data can produce acceptable level of correctness. 

The large crowd effect [11] of Big Data is a fact that can 

be considered in analyzing the effectiveness of 

anonymization algorithms for large-scale data. Numerous 

works has been carried out using k –anonymity as the 

basic algorithm for privacy preservation, along with 

MapReduce based computing. The MapReduce based 

parallel computing platform Hadoop has been used in a 

number of research innovations for splitting data and 

working in groups to speed up data execution. The 

distributed data processing of Big Data using MapReduce 

gives better performance in terms of scalability as well as 

speed. The data is uploaded to Cloud, and privacy 

techniques work on data in the presence of assumptions 

on the possible attacks on the Cloud Environment. Recent 

work in anonymization based privacy preservation has 

focused on improving its effectiveness, by testing 

heuristic techniques for k value selection. A greedy 

approach [12] has been used to make an optimized 

selection, without considering the performance factors.  

Various techniques of optimization have been tried in 

order to balance privacy-utility trade-off by using 

evolutionary [15] algorithms that works on the principle 

of genetic mutation [15] that works iteratively to arrive at 

a suitable value of k. Recent work by [16] splits data into 

homogenous groups, visualizing the data as graphs. It 

follows a heuristic algorithm [16] that is based on 

minimum cost flow algorithms. [13] has showed that 

Spark can be used to improve performance of 

anonymization due to the use of Resilient Distributed 

Databases [14]. Anonymization on Spark[13] has been 

tested on large data of varying sizes and its found that 

Spark scales well in performance over  Hadoop. 

Algorithms can be fine tuned by using high performance 

computing techniques that can cater to the Big data 

technological demands.  Spark can also be used with 

Hive[17] for large scale data querying over  millions of 

instances,  and it can be seamlessly integrated with any 

structured databases. 

 

VIII.  CONCLUSION 

 

Large-scale analytics with the onset of Big Data and 

IoT paradigm is the norm of the day.  Useful analytics on 

data has far-fetched benefits that can be put to advantage 

in a number of ways for futuristic decision making. But on 

the downside, lot of personal data is used in the bargain. 

Hence sensitive information of individuals is disclosed 

and used for unwarranted reasons. To keep privacy at 

check and still stride forward with useful analytics in the 

Big Data era, effective techniques are required that can 

handle scale and performance. The investigation in this 

paper firstly uses the classical anonymization algorithm 

for imposing privacy that is optimized for bounded 

information loss. Thus the technique prioritizes utility for 

privacy although reasonably. Secondly, benchmark 

algorithms are used to train and build classifiers, whose 

accuracy claim the quality of data. Lastly, the 

performance of the technique is experimented on parallel 

execution environments to handle speed of computation. 

In conclusion, the work suggests that ever growing data 

sizes require robust algorithms, associated with high 

performance computations to withstand the growing 

demands of the digital revolution.  
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Abstract—In the present work, we propose an optically con-
trolled graphene field effect transistor (OC-GFET) structure
where saturation can be attained at lower supply voltage of the
order of 1 V. It is compared to present GFET structures using
only electrical bias which reaches saturation by using higher
supply voltages. The optically induced mobility for the OC-GFET,
of the order of 105 cm2/V-s on h-BN substrate allows it to achieve
higher current at the aforesaid bias voltage level. An extrinsic
timing analysis is carried out and the OC-GFET is found to have
a response time of the order of 10 ps and a bandwidth of the
order of 60 GHz.

Index Terms—Field effect transistor (FET), mobility, response
time, bandwidth

I. INTRODUCTION

The growing need for increased data and process capability
has led to the development of advanced electronic systems
equipped with complex architectures. The operating frequency
designed for the state-of-the-art ICs is in the order of 109

Hz. This is devised to cater to the requirement of the on-
chip operation bandwidth for high-performance multiprocessor
systems [1]. In pursuit of faster ICs a quest for a material
with faster response time escalated the interests of researchers
towards graphene [2].

Graphene is ideally a one atom thick 2D layer of carbon
with a very high mobility, thermal conductivity, optical re-
sponsivity and ambipolar transfer characteristics [3]. These
properties of graphene can enhance the applications of GFET
devices in analog electronics and spintronics [4], [5]. Graphene
has extraordinary electronic and optical characteristics and
studies have suggested it to be a potential replacement for
silicon-based optoelectronic devices [6]–[8].

GFETs are used in electronic sensing applications, non-
volatile memory devices and analog RF circuits [9], [10].
Its excellent optical properties provide flexibility in designing
highly sensitive photo-detectors [11], electromagnetic wave
shields [12] and waveguide polarizers [13]. Graphene has been
able to prove its significance in only a handful of digital
logic circuit applications, although it has been envisaged for
logic circuits for desirable GFET applications [14]. Due to
negligible band gap, these devices show low on-off current

ratio [15] which does not allow them to achieve saturation
region, essential to determine logic ’1’ in a digital logic circuit
[16], [17].

The intrinsic mobility of graphene at room temperature is
of the order 2 × 105cm2/V − s. The effect of scattering
due to mismatch in lattice symmetry between graphene and
silicon (Si) substrate on electrical biasing limits the mobility
of GFET devices thus exhibiting a mobility of the order of
103cm2/V −s [18]. This decrease in mobility enables GFETs
to reach from cut-off region to linear region but fails to attain
saturation region even with the industry standard input voltage
ranges (1.8-3.3 V ) [19], [21]. A perfect cut-off point is also not
achieved in GFETs, because graphene has negligible bandgap,
but in the present work the attainment of the saturation region
is addressed.

In this theoretical work a laser beam of 1550 nm is
modelled on the graphene channel of a dual-gated GFET. A
comparative analysis is made between the proposed optically
controlled GFET (OC-GFET) and conventional electrically
biased GFETs (see figure 1(a), (b)) on the performance criteria
like saturation velocity attainment voltage, bandwidth and
response time. A drain-source voltage (VDS) of around 1 V
is required for OC-GFET (see device structure in figure 1(c))
to reach saturation region in contrast to 7 V for an electrically
biased GFET [20]. In all the present work endeavours to
test the applicability of graphene in FET structure for digital
applications. A method of charged impurity scattering into
the graphene layer to obtain saturation velocities is reported
[22]. However in the present work, we report attainment of
saturation around VDS = 1 V by using 1550 nm light incident
on intrinsic graphene channel which makes fabrication easy.

II. DEVICE STRUCTURE

We consider a dual-gated GFET of length (L) and width
(W) 1µm, respectively as shown in figure 1(a),1(b) [20].
The top-gate oxide and the back-gate oxide are both made
of SiO2. The thickness of the former (toxt) is 4 nm whereas
that of the latter (toxb) is 300 nm. The substrate for both
the devices as shown in figure 1(a), 1(b) is made of Si. The
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(a)

(c)

(b)

Fig. 1. (a) Schematic of 1µm electrically biased dual-gated G/SiO2/Si FET (b) Schematic of 1µm electrically biased dual-gated G/h-BN/Si FET with
graphene on 10nm h-BN sheet as channel (c) Schematic of 1µm dual-gated G/h-BN/Si FET with graphene on 10 nm h-BN sheet as channel and an incident
laser source of 1550 nm is modelled on the channel

top-gate, back-gate, and the drain source electrodes are made
of Cr/Au. Graphene channel is in direct contact with SiO2 as
shown in figure 1(a) for which it is named as G/SiO2/Si FET.
In figure 1(b) it is shown that graphene channel is in contact
with h-BN of thickness 10 nm and is named as G/h-BN/Si
FET. Both the FET devices are biased electrically.

1) Electrical characteristics for GFET modeling: A
graphene channel has a net mobile sheet charge density
(assuming hole conduction) responsible for generation of drain
current (IDS) [20] for both G/SiO2/Si and G/h-BN/Si FETs.
The expression for an electrically biased graphene channel
potential (Vch) (see equation (1)) is found using Kirchhoffs
Laws [18].

Vch =
−(VGS − VGS0 − V )Ct + (VBS − VBS0 − V )Cb

Ct + Cb + aCq
(1)

where VGS and VBS are top and back-gate source voltages.
VGS0 and VBS0 are the top- and back gate voltages at which
IDS reaches minimum. V is the voltage across channel consid-
ered as 1 V . Ct and Cb are the top and back gate capacitances.
The parameter a is defined as capacitance weighing factor
which is 0.5 in this work. The value of quantum capacitance
(Cq) is obtained by using Vch value of 0.0034 V (found when
VGS and VBS are biased at 0 V ) [20] .

2) Drain-Current Model : The effective mobilities (µeff )
at 300 K which is 1125 cm2/V − s [20] for G/SiO2/Si/Si
and 40000 cm2/V − s [23] for G/h-BN/Si/Si are substituted

in the drain-diffusion model based current equation shown in
expression (2) [13], [16] to estimate their respective transfer
and output characteristics.

IDS =
W

∫ VDS

0
µQtotdV

L+ |
∫ VDS

0
µ

vsatopt
|

(2)

where vsat is equated and shown in equation (3) as:

vsat = vF (
e

1 + fV 2
ch

+ g) (3)

The fitting parameters e, f and g are used from the previously
obtained calculations [20].

A. Transfer/Output characteristics for verification

The transfer characteristics (IDS vs VGS) for G/SiO2/Si
FET (refer figure 1(a)) are calculated by varying VGS from -5
V to 5 V for every constant value of drain-source voltage VDS
(0.05 - 0.2) V as shown in figure 2(a). The carrier mobility
for this device is 1125 cm2/V − s [20]. The IDS calculated
is of the order of 10−3A.
The output characteristics (IDS vs VDS) shown in figure 2(b)
for G/SiO2/Si FET are calculated by varying VDS from (0-
7) V for every VGS (0-4) V . The obtained IDS is of the
order of 10−3A. The device reaches saturation region when
VDS applied is 7 V . The obtained IDS is of the order of
10−3A. A detailed analysis of the IDS vs VDS characteristics
for G/SiO2/Si FET are explained and shown in figure 6(a).
The obtained IDS vs VGS characteristics for G/h-BN/Si FET
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Fig. 2. (a) Transfer characteristics of 1 µm dual gated electrically biased G/SiO2/Si FET for varying VGS from -5 to 5 V for every VDS ranging from
(0.05 - 0.2) V , toxt= 4 nm, toxb = 300 nm, T = 300 K, VGS0 = 1.1 V , VBS0 = 11 V , VBS = 5 V , VBS = 5 V , V = 1 V, m = 0.1 V 2, ∆ = 92
meV , µeff = 1125 cm2/Vs. (b) Output characteristics of a 1 µm dual gated electrically biased G/SiO2/Si FET exhibiting the saturation region it attains by
applying VDS of 7 V .

are estimated by the same method but the achieved IDS is
of the order of 20 mA at VGS -5 V for VDS at 0.2 V and
is shown in figure 3(a). The IDS is higher compared to the
G/SiO2/Si FET.
The IDS vs VDS characteristics calculated by the same method
as described in sections II(1), II(2) are shown in figure 3(b).
It is observed that the G/h-BN/Si FET reaches saturation state
on applying VDS of 2 V in contrast to VDS of 7 V used by
G/SiO2/Si to attain saturation. The graphene channel on h-BN
has µeff value 40000 cm2/V − s [23] which is far higher
compared to graphene channel on SiO2 which has µeff of
1125 cm2/V −s. On applying VDS of 1.3 V G/h-BN/Si FET
can reach saturation region faster than G/SiO2/Si FET.

III. EFFECT OF INCIDENT LIGHT ON CONDUCTIVITY AND
MOBILITY

The optical conductance that occurs as a result of π − π∗

transitions for graphene are mathematically represented by
equation(4) [24].

σπ−π∗ = σr1 + iσi1 (4)

We approximate σπ−π∗ ∼ σ0 (for wavelengths of visible
spectrum which doesn’t influence the optical conductance
[24]) and create universal optical conductance of graphene,
identical to conductance of graphene that occurs due to π−π∗

transitions. The intrinsic conduction in graphene is represented
by equation(5) [25].

σ0 = (
π

2
).(
e2

4~
) =

e2

4~
∼ 6.08.10−5Ω−1 (5)

The term σ0 (see equation (5)) is the real part of the expres-
sion (10) and has minimum conductivity (6.08.10−5Ω−1) at
charge neutrality point and is neglected. The imaginary part

of the conductivity as shown in equation (4) contributes to
the electron transportation in graphene and is expressed in
equation (6) [24], [26].

σ(ω) = −iεr(ω)ε0ωd (6)

Here ε0 is the permittivity of free space, ω is frequency of
the incident light, d is the thickness of monolayer graphene
which has a value of 0.34 nm. The relative permittivity is
obtained from the expression (7) [24].

n+ ik =
√
εr(ω) (7)

The values of refractive indices (r.i.) of a monolayer graphene
for the wavelength range (0.2 to 3.5) µm were reported in
[24], and are used to calculate σ(ω). The µeff of a monolayer
graphene for corresponding wavelengths (0.2 − 3.5)µm is
obtained from expression (8) and is shown in figure 4. The
µeff at 1550 nm is found to be 1.06×105cm2/V −s (marked
by the red dotted line) and the r.i. is found to be 50+50.68i.

µeff =
σ(ω)

ne
(8)

Here e is the elementary charge and n is the number of
charge carriers in the monolayer graphene channel taken as
(6.2× 1011cm−2).

1) Device structure of OC-GFET: A G/h-BN/Si device of
the same device parameters as shown in figure 1(c) is chosen
staying consistent with the electrically biased G/SiO2/Si and
G/h-BN/Si FET. It is named OC-GFET, where the graphene
channel is on a 10 nm h-BN layer [23]. The choice of interact-
ing layer is considered as h-BN, since it has reported to have
achieved a higher µeff of the order of 60000 cm2/V − s at 2
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Fig. 3. (a) Transfer characteristics of 1 µm dual gated electrically biased G/h-BN/Si FET for varying VGS from -5 to 5 V for every VDS ranging from
(0.05 - 0.2) V , toxt = 4 nm, toxb = 300 nm, T = 300 K, VGS0 = 1.1 V , VBS0 = 11 V , VBS = 5 V , VBS = 5 V , V = 1 V, m = 0.1 V 2, ∆ = 92
meV , µeff = 40000 cm2/Vs. (b) Output characteristics of a 1 µm dual gated electrically biased G/h-BN/Si FET exhibiting the saturation region it attains
by applying VDS of 2V .

K [23]. In this FET a laser source of 1550 nm is modelled on
the graphene channel to generate a number of photogenerated
carriers as shown in figure 1(c). Due to presence of modulated
potential step throughout the graphene channel sheet, the
incident laser source does not contribute to generation and
transport of photocurrent equally in the channel. However
photocurrent due to incident laser beam intensity shows linear
dependence due to presence of electrostatic potential steps
at the contacts. Such a situation is termed as contact edge
effects in OC-GFET which generates a photovoltage of 2 mV
[27]. The incident photons on the electrodes will generate
less photocurrent compared to graphene channel due to higher
resistance of Cr/Au. In this scenario incident photons due to
input optical power (Popt result) in a photovoltage (Vph) on
the channel as formulated in equation (9) [1].

Vph = −0.021× ln(Popt − 0.54) (9)

As a consequence the µeff of the graphene channel is
found to be 1.06 × 105cm2/V − s as mentioned in the
previous section. A question may arise that the graphene on
h-BN interaction may cause scattering in the channel thus
reducing the µeff . However the µeff is determined from r.i.
of monolayer graphene, neglecting the effect of the substrate
[24].

A. Channel Potential change due to modelling of Light on the
Channel

On the basis of the effect of incident light according to
the experimental work [1] on Vch as in literature [27], in
the present work it has been assumed that the Vph has an
additive effect on the Vch. Hence Vph affects the potential of

0 0.5 1 1.5 2 2.5 3 3.5
0,5

1

1.5

2

2.5

3

3.5

4
M

o
b
il
it

y
 x

 1
0

5
 c

m
2
/V

s

Input wavelength (�m)

Monolayer

�n = 1.06 x 105 cm2/Vs

Fig. 4. Input wavelengths ranging from (0.2 to 3.5) µm vs effective carrier
mobility µeff for a monolayer graphene channel.

the electrically biased graphene channel as shown in equation
(10). It is a modification to equation (1) with the establishment
of Vph.

Vchopt
= Vch + Vph (10)

The effect of Vchopt
influences the vsat and is expressed in

equation (11):

vsatopt = vF (
e

1 + fV 2
chopt

+ g) (11)

which is essential for calculating IDS for OC-GFET.

B. Output characteristics of OC-GFET

The IDS vs VDS characteristics for OC-GFET are obtained
by keeping a constant λ at 1550 m anda constant Popt of 10
µW . VDS is varied from (0-1) V for every VGS ranging from
(0-4) V . It is evident from figure 5(a) that the device achieves

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 119



0

1

2

3

4

5

6

7

V (V)

I
(m

A
)

V = 5 V []
V = 4 V 
V = 3 V 
V = 2 V 
V = 1 V 
V = 0 V 

dark current

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
V (V)

I
(m

A
)

0

0.5

 1

1.5

2

2.5

3.5

4

4.5

3

(a)

(b)

0.1 nW
1 nW

10 nW
100 nW
1 W
10 W

G/h-BN @ Vph =0

D
S

D
S

DS

GS

GS

GS

GS

GS

GS [20]

DS

μ
μ

Fig. 5. (a) Output characteristics of 1 µm dual-gated OC-GFET for Popt at 10 µW , toxt = 4 nm, toxb = 300 nm, T = 300 K, VGS0 = 1.1 V , VBS0 =
11 V , VBS = 5 V , VBS = 5 V , V = 1 V, m = 0.1 V 2, ∆ = 92 meV , µeff = 1.06×105cm2/V − s when light of wavelength λ = 1550 nm is modelled
on the channel with VDS varying from (0-1) V for every value of VGS ranging from (0-4) V .(b) Output characteristics of a 1 µm dual-gated OC-GFET
for VGS at 0.6 V , toxt = 4 nm, toxb = 300 nm, T = 300 K, VGS0 = 1.1 V , VBS0 = 11 V , VBS = 5 V , V = 1 V , m = 0.1 V 2, ∆ = 92 meV , µeff =
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saturation by applying VDS of 1 V . The IDS obtained is of
the order of 10−3A. The achieved IDS for VGS = 5 V (see
figure 5(a)) is in close agreement with the results as in [20]
for a µeff value of 1.15× 105cm2/V − s. Hence the output
characteristics of OC-GFET are deemed to be sufficient.
In figure 5(b) the IDS vs VDS characteristics are presented
by keeping VGS constant at 0.6 V , λ at 1550 nm and
Popt is varied from dark current to 10µW . In this case
also the saturation is reached within applied VDS of 1
V . The calculated IDS is of the order of 10−3A. The
reason OC-GFET achieves saturation on applying 1 V is
due to its achieved optically induced mobility which is
1.06× 105cm2/V − s. The IDS vs VDS characteristics were
recalculated in terms of G/h-BN/Si FET (see section 2(c))
with VGS as 0.6 V and has been compared with VGS =
0.6 V when Vph = 0 V . Intuitively with no modelled light
source on the graphene channel, the OC-GFET should behave
like an electrically biased G/h-BN/Si FET. Therefore the
output characteristics marked by the yellow dotted lines of
G/h-BN/Si FET overlap with the blue line (dark current) of
the OC-GFET as shown in figure 5(b).

IV. COMAPRISON OF FETS

This section compares the 3 types of GFETs based on their
requirement of VDS values to attain saturation velocity. This
also comprises of the comparison based on the response time
and bandwidth for each of these devices.

A. Fast attainment of saturation velocity

It is evident from the sections II and III that OC-GFET
has the µeff of 1.06×105cm2/V − s whereas G/SiO2/Si and
G/h-BN/Si FETs have µeff values of 1125 cm2/V − s and
40000 cm2/V −s respectively. This proves that a FET device
with higher µeff attains saturation velocity, and subsequently
the saturation region with less drain-source supply voltage
(VDS). The G/SiO2/Si continues to show a linear behaviour
when the applied VDS is 1 V (see figure 6(a)), but it reaches
the saturation state on applying a VDS of 7 V as shown in
figure 2(b). On the other hand a G/h-BN/Si FET does not
attain complete saturation state on applying VDS of 1 V , it
attains saturation for the VGS values ranging from (0-3) V , on
applying a VDS of 0.73 V , shown by the red dotted lines in
figure 6(b). It attains complete saturation on applying VDS of 2
V as shown in figure 3(b). In the case for an optically induced
mobility in a monolayer graphene channel, the OC-GFET
attains the saturation region with a VDS of 1 V as shown in
figure 6(c). For all VGS values ranging from (0-5) V it attains
the saturation region on applying a VDS of 0.62 V which
is indicated by red dotted lines in figure 6(c). It is inferred
from figure 6(c) that saturation has been attained (at VDS =
0.62 V ) by using light on pure graphene without any material
alteration. However, it can be seen that perfect cut-off is not
obtainable. Hence, GFET structures may not be advisable for
switching, but for high power applications and RF circuits
it shows outstanding performance. Heterostructure variations
like graphene/MoS2/h-BN (G/MoS2/h-BN) [28] may be tried
with light illumination for simultaneous fast saturation attain-
ment and cut-off achievement.
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linear behaviour on applying VDS - 1 V (b) Output characteristics of a G/h-BN/Si FET where VDS ranges from (0-1) V for every value of VGS ranging
from (0-4) V , the FET reaches saturation region for VGS ranging from (0-3) V correspondingly marked by red dotted lines till VGS of 3 V (c) Output
characteristics of a OC-GFET where VDS ranges from (0-1) V for every value of VGS ranging from (0-4) V , the FET reaches saturation region at VDS -
0.62 V marked by red dotted line

B. Extrinsic timing analysis of GFET, OC-GFET and OCFET

The timing analysis is fundamentally characterized by the
response time of FET devices. Response time for FETs is
measured by rise time (τr) and fall time (τf ) of the output
pulse with respect to the given input pulse [29]. It is inversely
proportional to the average current (Imean) during the transi-
tion of voltage. The power supply (VDD) for all the devices is
considered to be 2 V . It is inversely proportional to the average
current (Imean) during the transition of voltage. The power
supply (VDD) for all the devices is considered to be 2 V .
The load capacitance (Cload) and load resistance (Rload) are
connected to the drain electrode from where the output voltage
Vout is measured. The external load added to all the devices
and the output measured from the load at the drain electrode
gives the extrinsic timing analysis for the devices. In this work
to perform extrinsic timing analysis for the devices Rload of
10 kΩ and Cload of 1 pF [29] are chosen. The higher Imean
in a device will represent faster rise and fall time compared
to a device with lower Imean. It clearly suggests that Imean
for OC-GFET in this case has Imean of the order of 10−3A
in contrast to an optically controlled MOSFET (OCFET) with
Ge gate and Si channel [1] which has Imean of the order
of 10−6A. Carrying forward from intrinsic timing analysis of
OCFET [1], an extrinsic timing analysis was performed on the
same using Rload of 10 kΩ and Cload of 1 pF [29]. The τr
of the OCFET is found to be 4.95 * 10−8s.

While comparing the response time for all the four devices

it is found that the OC-GFET has τr and τf of the order of
10−11 s, G/h-BN/Si FET shows τr of 1.4*10−10 s, G/SiO2/Si
FET bears τr of 5.2*10−10 s, whereas OCFET delivers τr in
the order of 10−8 s.
When a Vin with τr and τf of 5 ps (see figure 7(a)) is
applied to all the FETs, the output voltage Vout is observed
with respect to time (ps). In figure 7(b), the Vout for an ideal
inverter is observed at 0.1 ps, where it follows the Vin pulse
exactly i.e. Vout is OFF when Vin is ON and vice-versa. In
figure 7(c) an OC-GFET observed at 0.1 ps as marked by the
red dotted line only shows one Vout pulse when already two
Vin pulses have passed by. It has the τr of 6*10−11 s which
is the fastest among all the other FETs but ∼ 10 times slower
than input pulse. In figure 7(d,e) the G/h-BN/Si and G/SiO2/Si
FETs observed at the same time 0.1 ps display only the rising
half of the Vout pulse. However G/h-BN/Si FET (τr - 1.4 *
10−11 s) is faster than G/SiO2/Si (τr - 5.2 * 10−11 s) because
of its higher current carrying capability. At 0.5 ps it is clearly
demonstrated that G/SiO2/Si FET is lagging behind the G/h-
BN/Si FET (marked by blue dotted line). An OCFET inverter
[1] (τr - 4.95 * 10−8 s) is illustrated in figure 7(f) and it is
almost ∼ 103 times slower than the OC-GFET. At 1 ps the
output pulse is very relaxed and only the rising half of the
pulse is visible.

Faster response time in photodetectors lead to higher band-
width (BW) capability which is expressed by the relation (12).

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 121



time(ps)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

1
2

0.25

1.99

0.25

1.99

0.25

1.99

0.25

1.99

0.25

1.99

V
in

(V
)

V
o
u
t
(V

)
V

o
u
t
(V

)
V

o
u
t
(V

)
V

o
u
t
(V

)
V

o
u
t
(V

)

Output pulse for OCFET with resistive load

 

(a)

(b)

(c)

(d)

(e)

(f)

OC-GFET

Input reference pulse

Output pulse of ideal inverter

Output pulse of G/h-BN/Si (electrical bias)

Output pulse of G/SiO2/Si (electrical bias)

Fig. 7. Timing analysis of FET with devices respect to voltage with resistive load resistance RL = 10kΩ, load capacitance Cload = 1 pF (a) Input reference
pulse in picoseconds(ps) (b) Output reference pulse of an ideal inverter (c) Output pulse of OC-GFET with τr and τf as 60 ps, Popt =10 µW (d) Output
pulse of electrically biased G/h-BN/Si FET with τr and τf as 1.4 * 10−10s (e) Output pulse of electrically biased G/SiO2/Si FET with τr and τf as 5 *
10−10s (f) Output pulse of OCFET [1] with τr and τf as 4.95 * 10−8s.

TABLE I
COMPARATIVE RESULTS OF FETS

Device
Name(FET)

Supplied
VDS (V)

τr(s) BW(Hz)

G/SiO2 7 5.2*10−10 1.4*109

G/h-BN/Si 2 1.4*10−10 5*109

OC-GFET 1 6*10−11 1.25*1010

OCFET - 4.95 * 10−8 5.8*107

A high performance FET exhibits an enhanced BW due to its
faster response time. A faster τr results in higher BW.

BW =
0.35

τr
(12)

The performance parameters for all the graphene based FET
devices and OCFET are enumerated in table I.

Intuitively it may be argued that OCFET has similar
attainment properties in terms of VDS values in order to
attain a saturation region faster. However a comparison of τr

and BW between OC-GFET and OCFET as shown in table
I suggests that OC-GFET may outperform an OCFET by an
order of 103 in performances of both τr and BW. It may be
noticed that experimental values of IDS for an OCFET are
in order of 10−6A [1] while graphene based FETs show a
possible range of 10−3A at similar VDS ranges.

V. CONCLUSION

In this work an OC-GFET with a drain-source supply
voltage of 1 V and an incident laser source of 1550 nm
reaches saturation in comparison to G/SiO2/Si and G/h-BN/Si
FETs which requires 7 V and 2 V respectively. The extrinsic
timing analysis determined in this work establishes that the
response time for OC-GFET is of the order of 10−11s and
bandwidth is in 109Hz range. The optically induced mobility
is of the order of 105cm2/V −s which achieves drain-current
in the range of 10−3A. Light assisted GFET devices have the
potential to be used in digital applications.
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Abstract - Military and Army need weapons for military 

activities or operations to safeguard our country and its 

citizens. They already have exquisite weaponry and 

ammunition for ensuring our safety. But all these weapons 

are costly, exclusive and bulkier. Military people face many 

problems due to the difficult conditions in warfare. 

Therefore, we came up with an idea of integrating different 

technologies and implementing augmented reality in helmet 

to display battlefield information in one screen. This should 

help improving strategies in war and can get more insights 

during military operation. 

 

Keywords - Augmented Reality, Wireless Video 

Transmission, Radar Motion Detection, GPS tracking, 

Strategic War Improvement. 

 

I. INTRODUCTION 

Our military & army are ought to do surveillance in 

regions of extreme weather and terrain conditions. Military 

people face problems during their operations like counter 

insurgency operations, Night operations or surveillance. Bad 

communication scenarios, surprise attacks by enemy are few 

of the problems faced. Soldier may be stranded or blinded in 

desert sand storms or cold winds in snow clad regions, 

problems such as low visibility might cause hindrance to their 

operations and might get isolated from their troops. 

Indian Army is already provided with advanced 

machinery and ammunition. They work in extreme weather 

conditions while securing our nation’s borders. They can 

perform their mission with high awareness if they get 

information of their surrounding, with enhanced safety, speed 

and be in close co-ordination with team members, if they get 

excess to this information by an augmented reality display. 

Artificial Intelligence, Encrypted Secured Networking, 

Dedicated Satellite Communication or WiMAX, Night Vision 

Camera & Radar Technology can be a helping aid to this 

system.   

One of the Successful mission of US military was to 

catch UN declared Global Terrorist Osama Bin Laden; during 

this mission they acquainted with technology such that 

satellite linked camera feeds, wherein the President Barack 

Obama and several key advisors, saw the real time footage of 

the operation. High-Tech Drones were also been used with 

camera with hyper spectral sensor. [1] 

It is also expected that in the coming few years, there 

will be a vast implementation of virtual reality & augmented 

reality system in military domain. Market of augmented reality 

is growing worldwide with advancement in technology.[2] If 

we integrate, all the battlefield parameters, with the augmented 

reality system, it could result to be a boon for Indian military.  

According to 2018 report, use of Artificial neural 

Networks, Computer Vision, Advanced Computing 

Autonomous System, Machine Learning and Robotics will 

keep up with the technological advancements such as warfare 

platforms, cybersecurity, logistics & transportation, Target 

recognition, Battlefield healthcare, Combat simulation and 

Training, Threat Monitoring & situational awareness, thus 

improving the military intelligence. [3] 

Therefore, our project aims to create a best solution 

by combining all the features into one application that gives 

output of varied modules on one screen altogether. 

 

II. PROPOSED METHODOLOGY 

 Our proposed project prototype is attempting to 

provide a helping aid to the Indian military to strengthen their 

Defenses and Strategic attack on a whole new level. During 

the military operation, harsh weather conditions and long-

range attacks, our soldiers don’t get proper insight, so our 

main aim here is to provide a modified vision to the soldiers. 

             The proposed helmet will contain a head mounted 

display on which we will beam information such as 

environmental conditions, distance from an enemy/obstacle, 

motion detection of enshrouded person, to help out with the 

user's position by displaying GPS co-ordinate to the user if 

personnel is lost. The helmet will have live wireless encrypted 

video transmission between the user and the central system. 

The most important aspect of helmet is built in such a way that 

it doesn’t provide hindrance to the soldier in close combat 

operations. The Helmet works on a portable power supply. 

Here, for visibility problems the solution can be 

Thermal IR and night vision camera. But it is important to 

note that undoubtedly, the cost of this accuracy is high 

enough. There is possibility that the person is separated from 

his troop & is attacked by the enemy army. In such conditions 

there is need of personnel’s update by location tracking, 

distance between personal and the attacking troops; so, they 

could get prepared with their plan of attack. A good 

communication via audio along with live transmission 

between his fellowmen can intensify their strategy. 

In Military applications, Radar is highly used for its 

features like stealth, long range coverage, high speed and 

altitude, maneuvering targets while facing the issues of 

jamming and fluctuations of radar cross-section with a minute 

change in the aspect angle of targets. Since, its features are 

appealing and hence, it is the prime component of helmet. [4] 

It is necessary to be equipped with handy devices and 

be ready for any kind of combat and emergency situations. So 
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there is a need of provision of real-time information from 

combat soldiers in battle to their commanders. Hence, we have 

integrated all sensors onto one headgear, and made a product 

out of these.  

III. PROPOSED SYSTEM 

 

 
fig. 1 Block Diagram 

 

The above block diagram shows the interconnection 

of all sensors and flow of data through different devices in a 

virtual network. The Temperature & Humidity sensor 

(DHT22) and Ultrasonic distance sensor (HC-SR04) is 

connected to Raspberry Pi. The GPS (NEO-6M) and Radar 

module (HB-100) is connected to Arduino. The Arduino is a 

micro-controller whose function is specific and gives output of 

sensors accordingly, while Raspberry Pi is microprocessor 

which integrates all the data coming from sensors and 

Arduino, combines them in a GUI and send to the display unit 

of augmented reality headset. Further detailed explanation of 

individual block is given below. 

 

• Distance Calculation using Ultrasonic Sensor HC-SR04: 

 

Ultrasonic sensor works on principle of reflection of 

sound waves i.e. short high frequency sound pulses which 

propagates at the velocity of sound. All materials reflect 

sound, regardless of colour, object shape and size. The time 

span between the emitting ultrasonic sound wave & receiving 

echo is termed as Time of flight. It is the measuring factor 

which determines the distance of the object from the wave 

source using kinematic formulae.  

HC-SR04 Ultrasonic sensor sends 8, 40 KHz signal 

detecting the echo pulse. The measuring range being up to 

400cm with a ranging accuracy of 3mm. High precision sensor 

can also be used to enhance the range. [5] 

 

• Motion detection using HB100 Radar module: 

 

When the Microwave of the Radar sensor are targeted 

to a particular object, there might be a chance of change in 

frequency of reflected signal. This change depends upon 

whether the target is stationary or not. When microwave signal 

falls on the moving object, the change in the frequency is 

determined based on that we can identify if there is any 

motion, this is Doppler effect. The output isn’t affected by the 

presence of factors like temperature, humidity, light, dust or 

harsh environment.  

HB100 uses a frequency of 10.525 GHz, and works 

up to the range of 20m. The signal detected by Sensor is in 

range of μV, hence further amplification is required using 

Operational-Amplifiers. This amplified signal is sent to the 

Main control unit. Radar systems can be configured in a 

number of different ways and across many different frequency 

bands. 

 

• Temperature and Humidity detection using DHT22:  

 

Temperature and Humidity are relative parameter 

when it comes to stating the environmental comfort for any 

living being. In DHT 22, measurement of temperature and 

humidity takes place simultaneously by 2 different 

independent sensors. For the measurement of humidity, 

capacitance as a principle is used. The moisture present in the 

atmosphere is adsorbed by the micro fiber material present 

between the two capacitive plates. The variation of 

capacitance helps sensor determines the humidity of the 

environment. A temperature compensation circuit is also taken 

into consideration for accurate humidity measurement. Also, 

an independent Thermistor is used for measurement of 

ambient temperature. Thermistor is a semiconductor device, 

which has a Negative Temperature Co-efficient (NTC). 

Am2302 sensor has a humidity measuring range of 0 

%RH to 100 %RH and temperature range of -40°C to 80°C 

with an accuracy of ± 2 %RH and ± 0.5°C respectively, with 

an average sensing time of 2 sec. 

 

• Location detection using GPS NEO-6M: 

 

GPS uses the method of trilateration to calculate the 

location. GPS satellites transmit information signal over radio 

frequency (1.1 to 1.5 GHz) to the receiver. Three GPS satellite 

revolving around Earth, this GPS module receives information 

from satellite and calculates the location. This is done by 

measuring the time required for signal transmission. The 

satellite transmits the pseudocode; which is received by the 

GPS receiver. These two signals are compared and the 

difference between the signals is the travel time. 

Neo-6m GPS module has a ceramic antenna with 

strong satellite search capability. With a default baud rate of 

9600 bps and interfaces with RS232 TTL.  

 

• Live video transmission:  

 

In this process, Pi-Camera module is connected to the 

CSI (Camera Serial Interface) port of raspberry pi via 15-pin 

ribbon cable. Then the camera option is enabled in interfacing 

options of raspberry pi. The video mp4 format carries huge 

data and hence for wireless transmission, we needed a device 

which will provide high speed and bandwidth.  

Therefore, Raspberry pi is connected to the router, 

and transmits video data wirelessly at 15fps. Using python 

commands, video is uploaded to the virtual network having a 

specific IP address. Other users can access the data if they are 

connected to the same network. 

Therefore, to access the live video, the end user has to 

put IP address of the video on the web browser. Also, many 

users can access this data by making this as one-to-many 

sharing features. Similarly, many-to-many transmission 

features is also possible. [6] 

 

• Virtual Networking: 

  

 In many war zone regions, there is a problem of 

communication as there is no network available due to bad 

weather or geographical region constraints. Also there is a 

high change that the enemy can hack the network if the 

network is weak and can access our information which can 
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lead to losing of war. Hence, Military people uses dedicated 

satellites or transponders for encrypted and effective 

communication. [7]-[8]  

 Also in India, ISRO has launched its first military 

satellite i.e. GSAT-7 which is multi-band military 

communication satellite, revolves in geosynchronous orbit and 

connects ocean & land mass covering Indian Navy and 

Military forces. 

 In this prototype, we have created virtual network by 

using Wi-Fi router. As shown in the block diagram, this router 

is connected to base station i.e. in our case is computer which 

gets all data. We can connect multiple helmets as shown in fig 

1 as nth number of systems. Wi-Fi router works on DHCP 

principle which connects multiple devices.  

 

• Augmented Reality: 

 

 
 

fig. 2 Augmented Reality 

 

The Augmented Reality system is display unit for our 

Helmet, the data is been collected from the sensors via 

different modules by Raspberry Pi, is transmitted to a 

Smartphone with LCD display (6” diagonal length) via Wi-Fi. 

Augmented reality display is interactive experience with the 

real world, the normal insights of the ambience can be seen 

clearly through a transparent glass, also the interactive 

transparent display will show the LCD Display as shown in 

fig. 2, the display unit i.e. mobile screen (yellow zone) used as 

the display and kept on transparent rack (blue zone), the image 

on the screen from the rack is reflected on the 45° tilted 

transparent screen (red zone). Since the tilted screen is 

transparent the ambience can be clearly seen through it. The 

LCD display reflected on the 45° tilted glass can also be seen 

superimposed.  

Hence, an interactive display could be seen on the 

transparent glass. This transparent display act as a High-Tech 

Display system helping the personnel to view the real world as 

well as the data provided by System. The data helps the 

personal to analyze the environment in a better way and could 

be a helping aid in areas with Low visibility. [9]-[10] 

   VNC server software is already available as android 

application package file (.apk) format. Hence the UI which we 

have created using Python Tkinter library is shown on mobile 

screen for Augmented reality Display. The combination of 

glass and mirror is structured in such a way that the 

superimposed image is formed in the glass structure. The 

augmented reality creates a superficial display of another data 

to a normal human vision.  

IV. IMPLEMENTATION 

 

 
 

fig. 3 Connection of Components 

 

 The Raspberry Pi is the CPU, the brain of the whole 

setup. All the modules are connected to it and interfaced 

via I/O ports and serial communication. 

 

 Since Raspberry Pi is a micro-processor, it needs a 

screen to access the pi and give commands. We used 

VNC server software to access the Raspberry Pi User 

Interface wirelessly via router.  

 The Arduino Nano is the microcontroller connected to 

pi and eases the interfacing of Radar and GPS module 

via analog and digital pins of Arduino.  

 

 The Radar microwave sensor (HB100) is connected to 

Arduino Nano which is used for detection of motion of 

objects which are behind the solid obstacles using 

doppler principle of radar waves. 

 

 GPS module (Neo-6m) is connected to the Arduino 

Nano which gives location in terms of longitude and 

latitude co-ordinates using trilateration methods. 

 

 The DHT22 and Ultrasonic sensor are connected to the 

GPIO pins of the Raspberry Pi. 

 

 The Temperature and Humidity Sensor DHT22 is 

connected to the Pi directly, giving the Temperature 

values in Centigrade and Humidity in percentage. 

 

 The Ultrasonic Sensor HC-SR04 uses SONAR concepts 

to calculate distance effectively. 

 

 The Raspberry Pi is provided with the power supply of 

5 v & 2 amp. The Raspberry Pi Camera of 5 MP is 

connected the dedicated camera slot of the pi via serial 

communication. The camera frame rate is 15 fps. 
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 Raspberry Pi is connected to the router that acts like a 

satellite/transponder. Here router is an essential 

component to create a virtual network & imitate a 

satellite communication for transmission of data. 

 

 The camera is for the live transmission following 

Master Slave communication protocol and all the ‘N’ 

number of systems are connected to the master via 

router, which had been allotted unique IP address to 

each device by DHCP. 

 

 All these communications were possible because of the 

High-speed Router. Router allocates dynamic IP 

address to Raspberry Pi and other accessing devices as 

well. This is how we have achieved wireless 

communication and created a system of virtual network.  

 

 The data of all the modules and video is combined in a 

GUI using Tkinter Library of python and is projected 

on mobile screen. 

 

V. RESULT 

 

 

fig. 4 Prototype Model 

 

 The fig. 4 shows the prototype hardware model, with 

all components connected together. The front and rear view is 

shown on left and right image respectively. The AR is worn 

separately and then helmet over it. The sensors are kept in 

front and the processing unit towards sideway. 

 

 

fig. 5 GUI Screen 

 

The fig. 5 shows the GUI Screen. The Ultrasonic 

sensor shows the accurate distance of 10 cm. The distance 

shown had accuracy of 3 mm. This distance was also verified 

with scale. The DHT22 sensor gave us the accurate reading of 

surrounding temperature and humidity as 28°C and 75% 

respectively.  

 

 
 

fig. 6 Output of GPS and Radar Module 

 

The fig. 6 shows GPS Co-ordinates and Radar output. 

The GPS module Neo-6M gave us GPS co-ordinates in terms 

of latitude and longitude only in open space/ground. The radar 

module gives us the average frequency value as 3 Hz and 

velocity reading 0.2 Kph but it shows change in value when it 

detects the motion of the target. The value of frequency and 

velocity was 50.47 Hz and 2.59 Kph when we created dummy 

motion. This module shows motion detection for frequency 

value above 19.37Hz and velocity 1.0 kph. 

 In case of wireless transmission, router transmitted 

sensor and video data properly in a range of 20m radius. This 

video which was generated by the system was accessible to all 

the devices by putting the IP address on web browser. We can 

increase the number of devices if the bandwidth of the network 

is increased.   

VI. CONCLUSION 

This prototype project provides solution to all the 

problems which we discussed. It combines all possible 

features into one single unit and handles multiple devices 

simultaneously. The helmet is cost effective and accurate 

enough to spot the suspect and help making respective combat 

plans, while being updated about the live data feedback. The 

implementation of augmented reality in the field of military 

domain is a new idea and can be developed even more with the 

upgradation of technologies. 
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VII. FUTURE SCOPE 

 Compact Design can be made using advanced VLSI, mini 

projector and smaller AR Headset. 

 Use of bulletproof material makes it sturdier and more 

reliable. 

 Voice communication between military personnel is an 

extension of our project. Addition of Voice control system 

to control all features of helmet with voice commands. 

 Implementation of Artificial Intelligence and Advanced 

Image Computing will make these devices smarter and 

more reliable by scanning and determining any foreign 

material. 

 Hologram projection of maps.  
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Abstract– Addition is a standout amongst the most 

fundamental operations in VLSI frameworks such as 

microprocessors and digital signal processing systems. Therefore, 

the adders must render high speed operation. This paper proposes a 

novel implementation of 8-bit adder architecture using modified 

Gate Diffusion Input (m-GDI) approach. The primary blocks of 

adder are partial full adder, 1-bit full adder, 4-bit ripple carry adder 

(RCA), 4-bit carry look ahead adder (CLA). The proposed adder 

architecture devours 70% lesser area, 71% lesser delay and 35% 

lesser power dissipation w.r.t traditional CMOS design. The 

proposed adder is implemented utilizing Cadence Virtuoso Tool in 

180nm technology. 

Keywords– Area, carry look ahead adder (CLA), m-GDI, 

Power, ripple carry adder (RCA), Speed  

I. INTRODUCTION 

LOW-POWER design has turned into a basic concern in 

VLSI design, exceptionally for portable gadgets and high-

density frameworks. As the integration density on the chip 

increments, fundamental concerns regarding the size and 

power dispersal of the components emerges. Therefore, the 

primary point is to lessen the power devoured by the digital 
circuits. 

The design of digital circuits utilizing traditional CMOS 

technique requires large transistor counts and the circuit 

consumes larger area. As the technology reduces it results in 

high leakage power and dynamic power from the CMOS 

circuits. Digital circuit designed using m-GDI technique 

outcomes in high speed low power operation and devours 

lesser area. This approach permits the actualization of large 

variety of logic functions with a solitary m-GDI cell that’s 

made up of two transistors. Thus, it expends lesser power, area 

and delay when contrasted with the circuits implemented 

using traditional CMOS technique [1-3]. Fig. 1 depicts the 

basic structure of m-GDI cell. 

In the first view, the m-GDI cell looks alike to the CMOS 

NOT gate, but it consists of 3 inputs, one common input to the 

gate of both NMOS and PMOS, one input to the source/drain 

of PMOS and another to source/drain of NMOS [1,2]. 

Table I demonstrates the distinctive logic functions that 

can be actualized utilizing the single m-GDI cell [1]. 

 

 

 

 

 

 

 

Fig. 1. Basic m-GDI cell 

TABLE I.  DIFFERENT LOGIC FUNCTIONS  
                         REALIZED USING m-GDI CELL 

INPUTS O UTPUT LO GIC 
FUNCTIO N N P G 

 VSS VDD X 
 

NOT 

VSS Y X 
 

F1 

Y VDD X 
 

F2 

VDD Y X X+Y OR 

Y VSS X XY AND 

Y X S 
 

MUX 

 

Generally, the realization of basic logic gates utilizing 

static CMOS technique requires a transistor count varying 

from 6-12, whereas using a single m-GDI cell different logic 

functions can be actualized, as the transistor count lessons the 

circuit becomes compact and devours lesser area and intern 

offer high speed- low power operation [4]. 

Adders act as one of the fundamental building blocks of 

any higher subsystem design such as multiply accumulate 

units, arithmetic logic units, multipliers, microprocessors and 

so on [5]. 
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The organization of the present paper is  as per the 

following: Section II discusses the implementation of basic 

logic gates and full adder circuit. Section III aims at the design 

and implementation of Ripple Carry Adder and Carry Look 

Ahead Adder. Section IV aims at the design, implementation 

and performance analysis of 8-bit novel adder architecture and 

finally, Section V concludes the paper. 

 

II. DESIGN AND IMPLEMENTATION OF VARIOUS 
LOGIC GATES AND FULL ADDER ARCHITECTURE. 

It ought to be noticed that the producing of all logic gates, 

in basic m-GDI cell, can’t be possible in CMOS process, so 

twin- well CMOS or Silicon oxide insulator (SOI) technology 
can be utilized for the cell fabrication [6]. 

Due to limitation of library in our Cadence simulator, there 

exists only single-well CMOS in the software, so maximum 

output voltage swing cannot be achieved. To reduce this 

disadvantage remarkably, we must use buffer at the output of 

basic gates to gain maximum output swing. Here, Cadence 

Schematic Editor was used for the front-end design and the 

layout was designed using the Cadence Layout XL. In order to 

carry out the performance analysis of various logic gates and 

proposed adder architectures Cadence spectre simulator was 
utilized. 

A. AND gate 

The realization of AND gate using traditional CMOS 

technique requires a transistor count of 6. Whereas the using a 

solitary m-GDI cell the AND operation can be realized. Fig. 2 

depicts the traditional CMOS based AND gate. Fig. 3 depicts 

the m-GDI based AND logic. One input ‘A’ is applied to the 

source of NMOS i.e. N input of the m-GDI cell & another 

input ‘B’ is applied to the source of PMOS i.e. P input of m-

GDI cell. Table II shows the different regions of operation of 

NMOS and PMOS of the m-GDI cell for the AND operation 
[3]. 

TABLE II.  Different regions of operation of NMOS & PMOS for logic  
                           AND operation 

 
 

 

Fig. 2. CMOS AND logic 

 

Fig. 3. m-GDI AND logic 

Fig. 4 depicts the layout of CMOS based AND gate. In 

order to achieve full swing output from the m-GDI based 

AND gate, the output of the logic gate is connected to a buffer. 
Fig. 5 depicts layout of m-GDI based AND gate with buffer. 

 
Fig. 4. CMOS AND layout  
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Fig. 5. m-GDI AND layout  

B. OR gate 

In order to actualize OR gate using traditional CMOS 

technique, it requires a 3 NMOS-PMOS transistor pair that 

counts to 6 no. of transistors, whereas actualization of basic 

OR gate using m-GDI technique can be done employing a 

solitary m-GDI cell. 

 

Fig. 6 depicts the traditional CMOS OR logic and Fig. 7 

depicts the m-GDI based OR logic. 

 

Fig. 6.  CMOS based OR logic 

 

Fig. 7.  m-GDI based OR logic 

Fig. 8 shows the layout of CMOS based OR gate and Fig. 

9 shows the layout of m-GDI based OR gate buffered to 
achieve full swing output. 

 
Fig. 8. CMOS OR layout  

 

Fig. 9. m-GDI OR layout  

C. EX-OR gate 

The realization of EX-OR gate using traditional CMOS 

technique requires a transistor count of 12 whereas when 

realized using m-GDI technique the transistor count reduces to 

4 nos. 

Fig. 10 depicts the schematic of EX-OR gate realized 

utilizing traditional CMOS technique and Fig. 11 depicts the 

m-GDI based EX-OR gate. 

 

Fig. 10. CMOS based EX-OR logic 
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Fig. 11. m-GDI based EX-OR logic 

Fig. 12 depicts the layout of the CMOS based EX-OR 

gate and Fig. 13 depicts the layout of m-GDI based EX-OR 
gate. 

 

Fig. 12. CMOS EX-OR layout  
 

                

Fig. 13. m-GDI based EX-OR layout  

D. Full Adder 

A full adder circuits perform the addition of 3 one-bit 

numbers and often produces a sum and a carry output [5,7]. 

Table III shows the truth table of 1-bit full adder. 

 
TABLE III. TRUTH TABLE FOR 1-BIT FULL ADDER 

          
 

From the above table, the expressions for Sum can be 

given as: 

Sum= A⊕B⊕C                   (1) 

In order to realize the expression for carry bit, let us  
examine the table. 

When  A⊕B = 0;  

                 Carry = B 

Similarly, when  A⊕B = 1; 

    Carry = Cin 

Therefore, this whole carry operation can be realized 

using a 2:1 MUX circuit. Where, A⊕B output can be given to 

the select line S of MUX B can be given to I0 input and Cin can 
be given to I1 input of 2:1 MUX. 

2:1 MUX can be realized utilizing a single m-GDI cell, 

where the A⊕B output can be given to gate input of cell, B 

can be applied to P input of cell and Cin to the N input of the 

cell. Fig. 14 shows the schematic of m-GDI based Full Adder. 

 

Fig. 14. m-GDI based Full Adder 

Therefore, the no. transistors required to implement the 

full adder circuitry using the above equations employing 

conventional CMOS technique counts to 42, whereas when 

implemented using m-GDI the transistor count cut downs to 
10 nos. only. 

Fig. 15 depicts the layout of 42 transistor CMOS based 

full adder circuitry and Fig. 16 depicts the layout of m-GDI 

based Full adder circuitry which is buffered to get the full 
swing output.  
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Table IV shows the performance analysis of various 

logic gates and full adder circuitry. In order to carry out the 

performance analysis, cadence spectre simulator was utilized. 

Both the input to the logic gates where varied from 0-1.8V, 

with one input at 100ns time period and another at 50ns. For 

the full adder circuitry, the 3 inputs where varied from 0-1.8V 

and the time period were set to 150ns, 100ns & 50ns 
respectively. 

 
Fig. 15. CMOS Full Adder layout  

 
Fig. 16. m-GDI based Full Adder layout  

 
TABLE IV.  PERFORMANCE ANALYSIS OF  

                     VARIOUS LOGIC GATES AND FULL  
                     ADDER CIRCUITRY 

Logic Transistor 
count 

Area 
(µm

2
) 

Delay 
(psec) 

Peak 
power 
(mW) 

NO T 2 21.59 88.46 0.242 

Buffer 4 52.219 196.95 0.647 

AND CMOS 6 151.40 146.9 0.638 

mGDI 2 103.36 80.85 0.432 

O R CMOS 6 185.29 187.7 0.547 

mGDI 2 87.19 147.4 0.427 

EXO R CMOS 12 426.92 181.4 0.762 

mGDI 4 158.81 175.1 0.263 

Full 
Adder 

CMOS 42 3751.2 154.9 2.180 

mGDI 10 829.23 73.42 1.390 

 

From the above table, it can be seen that the design of 

basic logic gates using m-GDI technique offers 30% lesser 

delay, 60% lesser area consumption and 30% lesser power 

dissipation w.r.t those designed using CMOS technique. Full 

adder design using m-GDI technique results in 50% lesser 

delay, 27% lesser power and 80% lesser area in contrast to 
CMOS based Full adder. 

III. DESIGN AND IMPLEMENTATION OF RIPPLE 

CARRY ADDER AND CARRY LOOK AHEAD ADDER 

 
A.  Ripple Carry Adder 

Here, a 4-bit Ripple Carry Adder (RCA) is designed by 

connecting 4 nos. of proposed full adder in cascade. In RCA, 

the carry bit ripples from each lower stage to the following 

higher stage and the final sum is only produced when the carry 
bit reaches the last MSB full adder [8,9]. 

CMOS based RCA design requires a transistor count of 

168 whereas the RCA implementation through m-GDI 

technique requires a transistor count of 40 only. Fig. 17 
depicts the m-GDI based schematic of 4-bit RCA design. 

 
Fig. 17. m-GDI based 4-bit RCA 

Fig. 18 depicts the layout of CMOS based 4-bit RCA 

design and Fig. 19 depicts the m-GDI based 4-bit RCA design 

employing buffers to obtain full swing outputs. 

 
Fig. 18. CMOS based 4-bit RCA layout  
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Fig. 19. m-GDI based 4-bit RCA layout  

Fig. 20 depicts the simulation results for 4-bit RCA 

using m-GDI technique for input combination of B3B2B1B0= 

‘1111’ and A3A2A1A0 = ‘1111’ & ‘0000’. Table V illustrates 

performance analysis of 4-bit Ripple Carry Adder. 

 

 

Fig. 20. Simulation result for 4-bit RCA employing m-GDI  
 technique 

 

TABLE V.  PERFORMANCE ANALYSIS OF 4-BIT RCA 

Design 
Approach 

No. of 
Transistors 

Area 
(µm

2
) 

Delay 
(psec) 

Peak 
Power 

(µW) 

CMO S 168 33767.1 381.50 5.19 

m-GDI 40 6292.91 105.08 3.53 

 

B. Carry Look Ahead Adder 

This section proposes the implementation of 4-bit Carry 

Look Ahead Adder. A strategy for accelerating the addition 

process is by taking out inter stage carry delay. Such an 

addition operation is termed as look ahead-carry addition. The 

look ahead approach uses logic gates to look at he lower-order 

bits of augend and addend to check whether a higher order 

carry is to be generated. It makes use of two functions carry 

propagate (Pi) and carry generate (Gi) [10-12]. 

Where the equations for Pi and Gi can be expressed as: 

 Pi= Ai⊕Bi         (2) 

 Gi= AiBi          (3) 

For a 4-bit Carry look ahead adder (CLA) the carry 
output for each stage can be given as: 

C1=P0C0+G0         (4) 

C2=P1C1+G1=P1.(P0C0+G0)+G1       (5) 

C3=P2C2+G2=P2.(P1.(P0C0+G0)+G1)+G2      (6) 

C4=P3C3+G3=P3.(P2.(P1.(P0C0+G0)+G1)+G2)  
                      +G3            (7) 

The C1 stage carry can be realized by using a m-GDI cell, 

by applying the P0, the output of 1
st

 partial full adder (PFA1) to 

the gate input of m-GDI cell, one input to the PFA i.e. C0  as 

an input N of m-GDI cell and B0 input of PFA as input P of m-

GDI cell. The carry part of stage 1 i.e. C1 is used for 
subsequent stage carry generation C2, C3 and C4. 

Fig. 21 stage shows the schematic of 1
st

 partial full adder 
stage (PFA1) and Fig. 22 shows the schematic for C1. 

 
Fig. 21. 1

st
 Partial Full Adder stage 

 
Fig. 22. Schematic of C1 stage 

To realize the sum for subsequent stages the partial full 

adder shown in the Fig. 23 is utilized.  
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Fig. 23. Partial full adder for the S1, S2 & S3 stage 

Fig. 24 shows the schematic of m-GDI based 4-bit Carry 

Look Ahead Adder. Fig. 25 depicts the layout of 4-bit CMOS 

based CLA and Fig. 26 depicts the layout of m-GDI based 

4-bit CLA. Table VI shows the performance analysis of 4-bit 

CLA. 

 
Fig. 24. Schematic of 4-bit m-GDI based CLA 

 
Fig. 25. Layout of CMOS based 4-bit CLA 

 
Fig. 26. Layout of m-GDI based 4-bit CLA 

 

TABLE VI.  PERFORMANCE ANALYSIS OF 4-BIT CLA 
Design 

Approach  
No. of 

Transistors 
Area 

(µm
2
) 

Delay 

(psec) 
Peak 

Power 
(µW) 

CMO S 240 80350.7 261.60 6.38 

m-GDI 70 27870.2 22.08 5.58 

 

IV. DESIGN AND IMPLEMENTATION OF 8-BIT NOVEL 

ADDER ARCHITECTURE 

 

The 8-bit hybrid adder is designed by cascading the two 

adder modules discussed in section III. 

The lower 4-bits of the hybrid adder architecture uses 4-bit 

Carry Ripple Adder to carry out the summation of 4-LSB 

inputs to the adder. The carry output C4 of the 4
th

 stage of the 

CLA is applied as C0 input to 1
st 

stage of 4-bit Ripple Carry 

Adder. The 4-bit RCA calculates the sum of 4-MSB inputs to 

the adder. The final carry can be obtained at the carry output 

from the C4 stage of the RCA. 

Thus, the sum of lower 4-bits input A3A2A1A0 and 

B3B2B1B0 are calculated employing the 4-bit CLA and the 

higher 4-bits input A7A6A5A4 and B7B6B5B4 are calculated 

using 4-bit RCA. 

Fig. 27 illustrates the schematic of m-GDI based 8-bit 

Hybrid Adder Architecture and Fig. 28 depicts the layout of 

proposed 8-bit adder architecture using m-GDI technique.  

Fig. 29 depicts the simulation waveforms of 8-bit proposed 

adder architecture for input combination ‘11111111’ for 

A7A6A5A4A3A2A1A0 and ‘00000000’ & ‘11111111’ as input 

to B7B6B5B4B3B2B1B0. 

 

 
Fig. 27. Schematic of 8-bit Hybrid Adder architecture using 

 m-GDI technique 
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Fig. 28. m-GDI based 8-bit adder layout  

 
Fig. 29. m-GDI based 8-bit Adder simulation waveform 

Table VII gives the performance analysis of 8-bit Hybrid 
Adder architecture. 

TABLE VII.  PERFORMANCE ANALYSIS OF 8-BIT  
                  NOVEL ADDER ARCHITECTURE. 

Design 
Approach 

No. of 
transistors 

Area 
(µm

2
) 

Delay 
(psec) 

Power 
(mW) 

CMO S 408 191235.6 286.7 18.50 

m-GDI 110 56638.3 82.58 12.05 

   

V. CONCLUSION 
 

This paper proposes a novel design of 4-bit Carry Look 

Ahead adder and 8-bit novel adder architecture. From the 

simulation result it was observed that the design of adder 

architectures using m-GDI technique results in high speed 

operation and consumes least no. of transistor. For ripple carry 

adder it was observed that the m-GDI based design consumes 

81% lesser area, offers 72% lesser delay and the peak dynamic 

power reduced by 30% with respect to the traditional CMOS 

design.  

Similarly, for the 4-bit carry look ahead adder it was 

observed that the m-GDI based design offered 91% lesser 

delay, a reduction in area by 65%, peak dynamic power 

reduced by 13% w.r.t the traditional CMOS design. 

The proposed 8-bit hybrid adder architecture using m-GDI 

approach offered reduction in delay by 71%, the number of 

transistors reduced by a count of 298 when contrasted with the 

traditional CMOS design. The reduction in peak dynamic 

power was observed to be 35%. The reduction in area of the 

proposed adder architecture using m-GDI technique w.r.t the 
traditional CMOS implementation was found to be 70%.  

Thus, from the above results it is clear that the design of  

8-bit novel adder architecture using the mGDI technique 

results in lesser transistor count, dissipates lesser power and 
results in high speed operation. 
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Abstract—In wireless sensor network, cluster based routing
approach is a major step in the direction of energy efficiency.
However, research shows that the energy dissipation in cluster
based approach predominantly occurs in two cases; first during
data transmission to the base station and second during data
fusion, which foremost is the job of a Cluster Head (CH).
Eventually this leads to sizable energy dissipation ,early death of
CHs and lower network lifetime . Thus to address the problem,
this paper proposes a new protocol which uses two cluster
heads namely Primary CH (PCH) and Secondary CH(SCH).The
Primary CH, which is deployed to collect information from
sensor nodes and further performs data aggregation, and
is elected based on the similar method used in LEACH
protocol, but PCH also considers a threshold energy value
while election whereas the Secondary Cluster Head (SCH) is
selected considering the distance to the Sink and also considers
a threshold energy value. Comparisons with LEACH protocol
are shown in result area to substantiate the claim of this paper.

Index Terms—LEACH, WSN, DUAL CLUSTER HEAD, Clus-
tering Protocol.

I. INTRODUCTION

Wireless sensor network is a group of huge numbers of
sensor nodes which are randomly stationed in harsh conditions
or difficult terrains to monitor and gather information of
surrounding environment like temperature, humidity, forest
fire, automobile movement, etc. Basically, the nodes deployed
are limited on battery power and because of the area of de-
ployment, replacing or replenishing of power source becomes
very difficult. To overcome this issue, numerous studies [2][12]
were brought out to look out for solutions to improve the
network lifetime. In clustering based algorithms, the non-CH
nodes forward the sensed data to respective CHs where the
data aggregation/fusion is carried out and the output data
signal is later transmitted to the sink for further processing
by the CHs. The CH sends the data to the sink using either a
single-hop or a multi-hop communication approach depending
upon the distance to the sink [1]. If the distance between the
two is greater than the prescribed distance (threshold) multi-
hop approach is adopted, else single-hop communication is

used. As for the single-hop communication for longer distance
would require more energy which will lead to faster death of
nodes. Thus, the nodes do not require any more to send data to
the sink directly thereby lessening the individual power usage
level, however the energy usage level of Cluster Heads (CHs)
would increase exponentially, thus a rotation of role of CHs
among other nodes is used after a certain interval (rounds)
to reduce the burden of the CHs. Therefore, our approach
primarily focuses on increasing the network lifetime of a given
network. In our approach, we have contemplated the scenario
by taking two cluster heads (CHs) in each cluster instead
of one CH in LEACH protocol. The fundamental objective
behind the election of dual cluster head is to bring down
the burden of single cluster head and extent the lifetime.
In the proposed approach, two roles of CH are separated
and is designated to two different CHs i.e. one CH for
data aggregation and other CH for data transmission, thus
increasing the lifetime of CHs.

This article is divided into sections: Section II gives brief
information about the related protocols, Section III is designed
for the network assumptions containing the energy model and
network model, in Section IV the proposed protocol is dis-
cussed, in Section V the proposed protocol is compared with
LEACH protocol, and finally Section VI with a conclusion
that concludes the paper.

II. LITERATURE REVIEW

A. Study on Low-Energy Adaptive Clustering Hierarchical
Protocol

In LEACH protocol [1], sensor nodes in the WSN claims
to be the cluster heads and based on that claim, few of the
nodes get elected as CHs and the remaining nodes organize
themselves to form clusters. The process of election of CHs,
cluster formation and data transmission to the sink, are done in
four separate parts: advertisement phase, cluster-setup phase,
schedule-creation phase and data-transmission phase. Initially
in advertisement phase, the nodes randomly generates any
value within 0 to 1 and only if the number is less the
value generated by the threshold function generator (T (i)),
in equation (1) [1], then those nodes are said to be elected as
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a CH for that round. The number of CHs in any given round
in the network is decided a priori.

T (i) =

{
p

1−p∗mod(rd, 1p )
, if i ε Z

0 : , otherwise
(1)

where p = % of nodes being CH assigned a priori, rd =
present round and Z = set of nodes that were not elected as
cluster heads for the last 1/pth rounds and i = ith node. Once
the CHs are decided, the non CH nodes decides that to which
cluster head it should select based on received signal strength
indicator (RSSI)[3-5] to form a cluster. In cluster formation
phase, after selecting the cluster heads to join, nodes now
inform the cluster heads about the choices made via a control
message for cluster formation. In schedule creation phase, the
CH, based on the cluster information forms a TDMA schedule,
directing the nodes when to send the data to the cluster head.
In the final phase i.e. data transmission phase, the sensor nodes
send the sensed data in their allotted transmission time to the
respective CHs, and after receiving the information from all
the non-CH, the CHs performs data aggregation to fuse the
data into single data signal. This fused data is then finally
forwarded to the sink for further processing.

B. Related Works

Hongjun Wang et al. in [6] proposed an algorithm to
improve LEACH using double cluster heads and a mechanism
for data fusion. In this algorithm, the clusters are formed on
the basis of k-Medoids clustering algorithm, and after the
completion of cluster formation the first and the second cluster
heads are elected. As the algorithm follows k-medoids, where
the value of k is selected based on the ratio of number of CHs
required to number of nodes in the network. Election of CHs
is same as in the LEACH [2], but with the probability which
is based on the ratio between the number of CHs expected to
number of nodes in cluster.

Jie Huang in [7], a double CH based algorithm is presented
to minimize the effects of untimely death of cluster heads due
to hefty energy dissipation. In this algorithm, two cluster heads
are used, namely Master-CH, which is selected based on the
LEACH protocol and Vice-CH, which is selected among the
non-CH nodes in the cluster, based on the distance between
other nodes and master node. In [7], the nodes within the
cluster sends the data to any of the two cluster heads based
on the distance. If the node is in proximity to the master cluster
head it transmits the data to the master cluster and if near to
the vice cluster head it sends it to the vice cluster head, on
receiving the data both the master head as well as vice-CH
performs data integration but only master cluster head sends
the information to the base station whereas the vice cluster
head sends the integrated data to the master-CH from where
the data is further forwarded to the base station.

In [8], the clusters numbers are predefined and based on this
criterion the network is partitioned into equal sized clusters
which are static throughout. Based on the cluster information
and the information imparted by the sensor nodes about their

location, the sink assigns each node into a cluster. After the
nodes are assigned to their clusters, two nodes in each clusters
are selected as cluster heads , one being an Aggregating
CH (ACH), used for data aggregation and the other being
a Transmitting CH (TCH), used for transmitting data to the
sink. The ACH is selected among other non-CH nodes in
the cluster, based on a fitment factor which includes three
weighted criterion residual energy, distance of nodes from
sink, and distance of other nodes. The node with highest
residual energy and being in the center is given the highest
score and is finally selected as the ACH. On the other hand
the TCH among other non-CH nodes in the cluster is also
selected based on the same fitment factor used by the ACH,
but the weightage is mainly focused on the residual energy and
the distance between to the sink. Thus a node with highest
residual energy and with least proximity to sink is given
priority and hence is selected as a TCH. After the selection of
cluster heads are completed, the sensor node send their data
to the ACH where data aggregation is conducted and then
the aggregated data is forwarded to the TCH and the TCH
further transmits the data to the sink. This eventually reduces
the energy consumption during communication within cluster
and outside cluster, and results in overall increase in network
lifetime.

III. NETWORK ASSUMPTIONS

The fundamental objective of this study is to propose a
protocol that can improve the network lifetime of nodes with
the same initial energy. By increase in network lifetime it is
meant that the nodes will have prolonged lifetime or delayed
death and to do so the following are the assumptions that are
considered for the protocol:

A. Network Model

• Nodes are homogeneous having uniform energy and are
energy constrained.

• Location of the sink is fixed and is far off from the nodes.
• Nodes are stationary.
• Every sensor nodes are in communication range with the

base station.

B. Energy Model

The energy model for communication and data fusion used
in proposed work is fundamentally based on that which
was proposed by Heinzelman et al. [2] and are also being
used by [1][6-11] . Here two channel models are used, free
space channel and the multi-path space model. The option
is dependent on the distance to the sink, if the distance is
below the threshold distance (D0), free space is adopted and if
the distance is above than threshold distance (D0), multi-path
space model is selected, but in the protocol proposed only free-
space communication is implemented. Thus the expression for
the energy dissipation in transmitting a n-bit data to a distance
d is as follows:
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Etx(n, d) = Etx−elec(n) + Etx−amp(n, d)

=

{
n(Eelec + εfsd

2), d < D0

n(Eelec + εmpd
4), d > D0

(2)

where Etx−elec(n) is the energy required by the trans-
mitter circuit which includes coding, modulation, filtering,
and spreading of the signal, to transmit a m-bit message,
whereas Etx−amp(n, d) is the amount of energy consumed
by the transmitter for transmitting a n-bit message over a
distance of d. Eelec is the energy consumed by the transmitting
circuit to transmit a bit message and the εfs and εmp are the
constant coefficients for free space and multipath communi-
cation respectively. The values of εfs and εmp are as per the
values used in [2].In addition to the energy consumption on
transmission, the expression for the energy consumption on
receiving a m-bit message is:

Erx(n) = n ∗ Eelec (3)

Further the expression for threshold value of distance used
in our model is as proposed in [7], and is as given as:

D0 =

√
εfs
εmp

(4)

Moreover, as discussed earlier, that for the Cluster Heads,
huge amount of energy is dissipated in both the data trans-
mission and data aggregation. Accordingly it becomes utmost
importance that we include energy consumption in data aggre-
gation along with the energy dissipation in data transmission.
In this paper, therefore we take EDA which represents energy
consumption in data aggregation.

IV. PROPOSED ALGORITHM

This paper, proposes a new clustering protocol (threshold
driven dual cluster head clustering), which surpasses the
performance of LEACH protocol. The proposed algorithm is
divided into four stages which are shown below:

A. Initialisation Stage:

The objective of this stage is to find the primary cluster
heads. This stage follows similar process that is adopted in
[2]. But as the LEACH does not consider the residual energy
on individual energy, thus there may arise situations where the
node elected as cluster head may die without performing its
duties. Therefore, in this approach a threshold energy value is
computed for primary cluster headEPO, making sure that only
that node would be elected as primary cluster head which as
residual energy greater than the EPO.

As known that the responsibility of a primary cluster head
(PCH) is to collect all the information from all the member
nodes and then after performing data fusion on the received
data transmit the final data to the secondary cluster head(SCH).
The following equation (1) is based on the energy dissipated
during reception of m-bit message from the member nodes
excluding the PCH ( 1p − 1) in the cluster and then energy
dissipation during data aggregation for all the member nodes

and primary cluster head and finally energy consumption while
the transmission of fused data to the SCH.

EP0 = Erx(n) ∗ ((N ∗ p)− 1) +EDA(n)(N ∗ p) +Etx(n, d)

EP0 = n∗(Eelec∗((N∗p)−1)+EDA∗(N∗p)+(Eelec+εfs∗D2
0))

(5)
Where N is the total number of nodes,Erx is the consump-

tion of energy in reception of a 1 − bit message , and EDA

is the amount of energy that is consumed during aggregation
of the nodes and is considered to be a constant and n is the
n-bit message.

B. Cluster Formation:

After the election of primary cluster head is over, the
primary cluster heads broadcast the information of being
the cluster heads with their unique ids. On listening to the
broadcast, the remaining nodes chooses to respond cluster
heads with the highest signal strength. That is, the nodes
selects a cluster head among other cluster heads when the
received signal strength is higher than others, which implies
that the communication cost with that cluster head would
require less energy.

Once all the non cluster nodes selects their cluster heads,
they respond with a message indicating their unique ids,
residual energy, distance to the base station and the choice
it has made. Thereby making the clusters in the network.

C. Secondary Cluster Head Selection:

In this stage, the main intent is to select a node which can
act as secondary CH. The role of this very CH is to forward
the aggregated data received from primary cluster head. The
criterion for the election of SCH is principally based on the
residual energy of the node and the distance to the sink.
Thus among the member nodes in the cluster, the primary
Ch elects a SCH which is at the boundary or near to the
cluster boundary (proximity to the base station among other
nodes) among the competitors on the information available.
The residual energy is considered due the fact that, the node
elected as SCH should be able to complete its role without
being dead. Here also a threshold energy value for SCH (ESO)
is computed, so that only that node which has residual energy
higher than the ESO can participate in the election process.
As the requirement of SCH is only to collect the aggregated
data and later transmission of that data to the BS, therefore
only those energy dissipation is considered in the equation (6).

ES0 = Erx(n) + Etx(n, d)

ES0 = n ∗ (Eelec + (Eelec + εfs ∗D2
0)) (6)

Where Etx(n, d) is the consumption of energy while trans-
mitting the data to the base station by the secondary CH, and
Erx(n) is the energy dissipation while receiving the data from
the primary CH.
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D. Data Transmission:
After the selection of both the cluster heads and cluster

formation, the primary CH broadcasts a TDMA schedule to
all the non-CHs within the cluster to inform about when the
nodes can transmit data to the primary CH and when to sleep.
The primary and secondary cluster heads will always be in the
listening mode. Once the schedule is notified, all the non-CH
nodes within cluster, as per the schedule passes the data to
the primary CH, where the data collection and aggregation is
performed and the multiple data signals are transformed in to
single signal and as the transmission is within the cluster the
energy consumption is way lesser than the original protocol
[2]. Further, the data signal is transmitted to the secondary CH
for relaying it to the base station. As the secondary cluster
head is at the cluster boundary, which enables it to transmit
the data with comparatively lesser energy.

Therefore by using the dual CH approach in the proposed
algorithm, energy consumption compared to LEACH protocol
is reduced. As the role of one cluster head is divided into two
and only optimal nodes are used for data transmission which
minimizes the energy dissipation in the network, thereby
enhancing the network lifetime.

V. RESULTS AND ANALYSIS

In this section, the objective is to showcase the performance
comparison of LEACH protocol with our proposed algorithm
(Threshold driven Dual Cluster Head clustering protocol) in
context of network lifetime. The simulation of the algorithm
is performed on MATLAB. The network parameters and the
network scenarios are given in Table 1 below.

Here for better comparison, two scenarios are implemented,
where different combinations of initial energy of nodes(E0)
and the percentage of nodes being CH (p) equals to 10% is
considered.

Parameters for Scenario
Parameters Parameter values
Network-Area 100 m X 100 m
BS position (100m, 200m)
Total number of nodes 500 & 1000
Initial Energy (E0) 0.5 J & 1 J
Percentage of clusters p 10%
Ee1ec 50nJ/bit
EDA 5nJ/bit
εfs 10 pJ/bit/m2

εmp 0.0013 pJ/bit/m4

DO 87.7m
EPO − 500nodes 5.7 ∗ 10−3 J
EPO − 1000nodes 1.12 ∗ 10−2 J
ESO 3.538 ∗ 10−4 J
Size of data frames 2000 bit

TABLE I
TABLE CONTAINING THE DETAILS OF PARAMETERS.

Here two network scenarios are being implemented, one of
the scenarios consists of 500 nodes and in the another scenario

1000 nodes are deployed, whereas the base station location is
same for both the scenarios. Different scenarios are

Fig. 1. Network Scenario with 500 and 1000 nodes respectively

As the network scenarios are known, the

Fig. 2. Simulations comparing LEACH vs TDCH for 500 and 1000 nodes
respectively with E0 = 0.5J
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Fig. 3. Simulations comparing LEACH vs TDCH for 500 and 1000 nodes
respectively with E0 = 1J

After the comparison it is found that, the proposed algorithm
is outperforming the LEACH protocol. In both the scenarios,
TDCH is outperforming LEACH protocol by approximately
200%.

VI. CONCLUSION

The LEACH protocol is considered to be the benchmark
of clustering protocols, thus comparison with LEACH pro-
tocol substantiate the performance of the proposed protocol.
In the above experimental analysis it could be seen that,
TDCH protocol has outperformed the LEACH protocol with
a whooping difference of 200%. To substantiate the claims of
the TDCH further, comparison of TDCH protocol with other
well established protocols with few other network scenarios is
required. Authors of this paper are working on this and would
come with more results to validate the claims further.

REFERENCES

[1] Heinzelman WB, Chandrakasan AP, Balakrishnan H. An application-
specific protocol architecture for wireless microsensor networks. IEEE
Transactions Wireless Communication 2002; 1(4):66070.

[2] K. Singh, WSN LEACH based protocols: A structural analysis, 2015
International Conference and Workshop on Computing and Communi-
cation (IEMCON), Vancouver, BC, 2015, pp. 1-7.

[3] K. Benkic, M. Malajner, P. Planinsic and Z. Cucej, Using RSSI value
for distance estimation in wireless sensor networks based on ZigBee,
2008 15th International Conference on Systems, Signals and Image
Processing, Bratislava, 2008, pp. 303-306.

[4] S. Y. Seidel and T. S. Rappaport, 914 MHz path loss prediction models
for indoor wireless communications in multifloored buildings, in IEEE
Transactions on Antennas and Propagation, vol. 40, no. 2, pp. 207-217,
Feb. 1992.

[5] U. Bekcibasi and M. Tenruh, Increasing rssi localization accuracy with
distance reference anchor in wireless sensor networks, Acta Polytechnica
Hungarica, vol. 11, no. 8, 2014.

[6] Hongjun Wang, Huiqing Chang, Hui Zhao, YoujunYue. Research on
LEACH Algorithm Based on Double Cluster Head Cluster Clustering
and Data Fusion. In Proceedings of 2017 IEEE International Conference
on Mechatronics and Automation August 6 - 9, Takamatsu, Japan.

[7] Jie Huang. A Double Cluster Head Based Wireless Sensor Network
Routing Algorithm. In 8th IEEE International Conference on Software
Engineering and Service Science (ICSESS); Beijing, China, 2017.

[8] Tripatjot Singh Panaga, J.S. Dhillon. Dual head static clustering algo-
rithm for wireless sensor networks. In International Journal of Electron-
ics and Communications (AEU) 88 (2018) 148156

[9] Xu, D., Zhang, H.: Improved algorithm of LEACH protocol introducing
residual energy. Computer Engineering and Applications II 45(28),
115119 (2009)

[10] Thein, M.C.M., Thein, T.: An Energy Efficient Cluster-Head Selection
for Wireless Sensor Networks. In: Proceedings of ISMS 201O (2010).

[11] Zahmati AS, Abolhassani B, Shirazi AAB, Bakhtiari AS. An energyef-
ficient protocol with static clustering for wireless sensor networks. In-
ternational Journal Electronics, Circuits and Systems Volume 1 Number
2, 2007.

[12] S. Misra and R. Kumar, A literature survey on various clustering ap-
proaches in wireless sensor network, 2016 2nd International Conference
on Communication Control and Intelligent Systems (CCIS), Mathura,
2016, pp. 18-22.

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 141



XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

Change Detection in Land use-Land cover using 

Convolutional Neural Network 
 

Sahithi Samudrala   

 Department of Information Technology  

V.R Siddhartha Engineering College: 
Vijayawada, India 

sahithi.rocking25@gmail.com    

Mekala Pranvitha nand  
Department of Information Technology  

V.R Siddhartha Engineering College: 

Vijayawada, India 

mekalapranvithanand@gmail.com 

Suhail Mohammad  

Department of Information Technology  

V.R Siddhartha Engineering College: 

Vijayawada, India 

8125527706ms@gmail.com   

Radhesyam Vaddi 

Department of Information Technology  
V.R Siddhartha Engineering College: 

Vijayawada, India 

syam.radhe@gmail.com 

Abstract— Change Detection in satellite imagery is a 

concerning topic for researchers and scientists. Studying 
changes in satellite images gives enormous amount of 

knowledge in studying the geography and ecosystem. The 

dataset used in this work is taken from AVIRIS sensor and 

normalized in order to reduce time of execution. This paper 

covers the important aspects of Classification of a satellite 
imagery using convolutional Neural Networks. Changes are 

detected basing on the classification maps in multi-temporal 

imagery. Experimental results show that proposed method got 

accuracy on par with state of art methods. 

Keywords— satellite imagery, Convolutional NN  

I. INTRODUCTION 

The changes on earth’s surface from natural and human 

causes are rapid. Scientists and researchers are concerned on 
detecting the changes without knowing the scale of changes 

which is very hard and need to be addressed. There are many 
techniques which had been developed for detecting changes 

on land-cover which are optimal for both satellite imagery 
and also for digital imagery. Satellite images are different 

from normal images. They are not to be compared with each 
other. We can adapt the techniques or algorithms used for 

normal imagery on satellite imagery. Normal images are 

three or four channel and are speeded over the Visual 
Spectrum. Satellite images are multiple channels and are 

ranged from infrared to ultravio let in  the electromagnetic 
spectrum with min imal intervals. Digital images represent 

the intensity of the red-green-blue in the image whereas 
satellite images are reflection indexes for each interval. 

This paper had considered only the push-broom passively 

scanned images. The spectral images can be collected in 
multiple ways from satellite to airborne imaging through 

more complex spectroscopes. Spectroscopes scan land cover 
in the spatial perspective in all the intervals of the 

Electromagnetic spectrum collecting the spectral data.  

The spectral data collected for each spatial pixel is 

labeled manually by surveying onsite and respected ground 

truths of the spectral data are provided. But it is not possible 
to survey a land in a remote region manually so we are using 

a deep neural network to learn the patterns of the each 
spectral data in a remote region from the knowledge of 

spectral data which was provided with ground truths 
collected by manual surveys  generate the classification maps 

aka Ground truths. 

 

(a) 

    

(b) 

Fig. 1. Scale graph of the data (a) Before normalization (b) After 

normalization 

The paper is organized as follows. This project need a 

change detection data set, description is shown in section-II. 
CNN algorithm and methodology is presented in sections III 

and IV. The complete analysis of results is presented in 

section V. The last section-VI describes conclusion and 
future work.  
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Fig. 2. Different layers of convolutional neural network 

II. DATASET DESCRIPTION & NORMALIZATION 

The data set used in this work is from AVIRIS sensor [5] 

with the following features. 

● Each class is uniquely represented by an integer in 

the ground truth. 

● They are 16 classes in the dataset 

● The spatial resolution of the imagery is 145x145 

pixels with spectral resolution of 220 channels for 

each pixel. 

The data consists of a wide range of variables with very 

high numeric values. Cleaning the outliner values and 

normalizing the entire data was done for reducing the 

computation stress. Reducing the scale can fasten the 

computation and there is no loss in the pattern. The patterns 

are shown in figure-1. 

III. ALGORITHM 

There is a wide choice of selection in Deep Neural Networks 

for supervised learning. Our primary  reason of choosing a 

convolutional neural network and its unique feature to detect 

new patterns. Recent studies prove that this is one of the best 

approaches in supervised learning mechanisms . 

We used 12 layered CNN(Convolutional Neural 

Networks). With 3 Convolutional layers, 3 Max pooling 
layers followed by fully  connected neural network layer. The 

Figure-1 explains the individual layers in detail. 

A. Convolutional layer 

We had used three Convolutional with relu as activation 

function and with filters of size (200,100,100). This is using 

with kernel size of (2,2) for first conv-layer and (1,1) for the 

next two layers. 

B. Pooling layer 

We had used Max Pooling layer with kernel size of (2,2). 

And each layer of pooling uses the Relu as activation 

function. 

C. Fully connected layer  

The Fully  connected layer has four dense layers the input for 

the first fully connected layer was flatten and then give to the 

first layer each layer has RELU as the activation function 

except the last output layer which we had give activation as 

softmax, which returns the probability in  the range of zero to 

one. 

IV. METHODOLOGY 

The change is detected in between two images which are 

taken from satellite image. Two land-cover images are taken 

from different time stamps 2013 and 2015. Methodology is 

represented in figure-3. 

 

 

Fig. 3. Architecture diagram of the proposed change detection method 

 

Fig. 4. Sattelite images used for change detection 
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Using CNN classifier we got two classification maps i.e 

classification map1 and classification map2.We applied 

simple difference operation on two classificat ion maps then 

we got change map with accuracy 97%. 

A. Training 

Training was done on 8199 samples and test size was 2050. 

The model was trained for 20 epoches with a learning rate of 

0.01. It took 14 seconds to complete the each iteration i.e., an 

average time of 5 minutes to get a training accuracy of 99% 

and a test accuracy of 99.66%. The learning curve is shown 

in figure 5 and the loss curve in figure6. 

 

Fig. 5. Learning curve 

 

Fig. 6. Loss curve 

V. RESULTS 

As we can see from the result that is Figure 8 describes about 

change map from two images that are shown in Figure 7. If 

we consider these two images they are inputs taken through 

satellite using AVIRIS (A irborne Visible/Infrared Imaging 

Spectrometer) sensor data which is temporally  varied images 

that means considered in two different timestamps that are 

2013 and 2015 from the area Hermiston located in oregon 

united states. As we see (390,240,242) these are the 

width,height and band channel (or) channel colour 

respectively.  

 Then both the images are classified using a classifier 

that is CNN (Convolutional Neural Networks Algorithm) 

then produces two classification maps by undergoing process 

of cnn they are conv-layer, batch-normalisation,max-

pooling,dropout, flatten, dense. After undergoing cnn process 

then the two classification maps  formed are shown in 

Figure-7 a and b which  are shown below. The height and 

width of these images will be (390,200) no band channel is 

considered here. 

 (a)     (b) 

Fig. 7. Classification Maps (a) 2013 (b) 2015 

To get the change map result we find the difference between 

the two classification maps which the figure is shown below 

that is Fig 7 change map. Th is figure shows the difference 

between two classification maps taken from two different 

timestamps. In the figure the yellow area indicates the 

changed area and purple indicates the unchanged area. 

 

Fig. 8. Change map 

The following table 1 illustrates the changes in the classes. 

The first Column specifies the classes. And remaining 

columns are the exact count of class labels with Difference in 

the last column. 

TABLE I.  CHANGES NOTIFIED WITH NUMBER OF PIXELS TABLE TYPE 

STYLES 

Class Year 

2013 

Year 

2015 

Difference 

1 31456 8269 23187 

2 14967 11122 3845 

7 16239 2236 14003 

9 15338 5373 -41035 

VI. CONCLUSION AND FUTURE WORK 

The technique of using a Deep Convnet model fo r 

generating classification maps is optimal for this use case. 

The generated classification maps for two  temporal images 

are parsed for generating change maps. Using this kind of 

approach is best, if we need to detect changes in the known 
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classes. And this approach has wide applications in 

agriculture, forestry and mineralogy.  

 The Change Map obtained was well enough to 

identify the total changes in the complete spatial resolution. 

We can get the class wise changes from the Convolution 

Neural networks output layer. Further study can be made in 

developing a hybrid Convolutional Neural Network, which 

can classify two satellite imagery  and identify  the difference 

in the classification maps by using dual pipelines method.  
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Abstract— Device-to-Device (D2D) communications was 

originally projected in cellular networks as an innovative 

prototype for improving network performance. The rise of new 

applications such as location aware content distribution 

introduced new user scenarios for D2D communications in 

cellular networks. The preliminary studies exhibited that D2D 

communications has advantages such as reduced communication 

delay and increased spectral efficiency. However, D2D 

communication approach introduces problems in terms of 

interference control overhead and conventions that are still open 

research problems. Therefore, efficient interference modelling 

design are required. The existing model has focused on 

addressing interference considering D2D association operating on 

same cell and very limited work is carried out in addressing 

interference issues of D2D user operating on overlapping area of 

multiple cell. For overcoming research challenges, this work 

presented Efficient Resource Allocation (ERA) model for D2D 

under cellular network as a game theory model. Experiment are 

conducted to evaluate performance of ERA. The outcome shows 

ERA attained significant performance improvement over state-

of-art models in terms of sum rate (utility), successful packet 

transmission, and revenue. 

Keywords— Cellular network, D2D communication, Game 

theory, Interference management, Overlapping area, Power 

allocation, Resource allocation. 

I.  INTRODUCTION 

Recently, rapid growth of smart device has been seen 
resulting in increased traffic and is expected to grow at an 
annual traffic rate of 53% until 2020 [1]. Therefore, resulting in 
a requirement of spectrum in cellular network which is 
expected to go up exponentially in future [2]. However, 
achieving higher throughput within cellular network owes two 
challenges. Firstly, it is difficult to increase the physical layer 
capacity of wireless channel. Since physical layer technologies 
used in MIMO-OFDM ((Multiple Input Multiple Output-
Orthogonal Frequency Division Multiplexing) and 4G/LTE 
(Long Term Evolution) with interference coordination and 
capacity-achieving codes, have reached their theoretical limits. 
Secondly, reducing the size of cell by using femtocell network 
is a realizable, yet costly, design for improving throughput, as 

it induces higher cost for offering backhaul connectivity of 
these small base stations.  

 

Fig. 1. Architecture of D2D communication under cellular 

network 

Device-to-Device (D2D) communication has emerged has a 
new paradigm across academic and industries. The architecture 
of D2D communication is shown in Fig. 1. This is mainly due 
to unique advantages it offers, the cellular network can offload 
its traffic, attain higher energy proficiency, better throughput, 
and robustness to infrastructure failures. Recently, AllJoyn, 
Qualcomm has aimed at addressing many challenges for 
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enabling D2D communication. With the new Message Queue 
Telemetry Transport (MQTT) protocol is specifically designed 
only for device-to-device communication, the industry is well 
placed to its real-world deployment. The exiting model on D2D 
association [3] has still mainly focusing on how device-to-
device communication can run proficiently as an underlay to 
cellular networks. Further, D2D is considered to be one of the 
promising technique in 5G communications. Here by sharing 
downlink or uplink resource blocks with cellular subscribers, 
device-to-device association attains a great potential of 
increasing network capacity and enhancing spectral efficiency 
[2]. D2D communication allows direct association among two 
subscribers which are geographically close to one another 
without being communicated by based station. This aid in 
attaining better spectrum utilization, lower delay, and less 
energy consumption, which can well adapt meet demand of 
higher transmission rate and larger network capacity [4], [5]. 
Although enhanced spectral efficiency can be attained by the 
reutilization of resources in device-device associations. 
However, it may result in severe cross-tier interference (among 
cellular subscribers and D2D links) and co-tier interference 
(among different D2D links transmitting on the same resource 
blocks) [6], [7].  

The existing model [12], [13] has focused on addressing 
interference considering D2D association operating on same 
cell with the cellular association. As a result, it incurs 
interference to the cellular user located in the same cell. For 
reducing the interference among D2D and cellular subscribers, 
number of resource management technique adopting game 
theory [14], [15] approaches has been presented [16], [17], and 
[18]. However, most of the state-of-art resource allocation 
model has focused on addressing interference on the intra cell. 
However, inter cell scenario has be neglected.  Therefore, there 
is need to remodel the game model to provision for inter cell 
condition. For overcoming the research issues, this work 
present efficient resource allocation method in intercell D2D 
association underlying cellular network. Further, this considers 
base stations as a contender looking for resource allocation of 
D2D requested load rather than D2D pair as a contender like 
state-of-art model.    

  The research contribution as follows 

 The novelty of work is this work considers a case 
where device-to-device link is positioned in the 
overlapping segment of adjacent cells. Further, the 
game theory model for resource allocation is 
presented where base station is considered as 
contender for contending D2D pairs demand. 

 The Efficient resource allocation model attain higher 
sum rate, successful packet transmission, and 
revenue. 

The rest of the paper is organized as follows. Literature 
survey is presented in section II. In section III the proposed 
Efficient Resource Allocation (ERA) model for D2D under 
cellular network is presented. In penultimate section 
experimental study is carried out. The conclusion and future 
work is described in last section.    

  

II. LITTERATURE SURVEY 

This section conducted extensive survey on addressing 
interference issues of D2D association under cellular network 
for enhancing system performance. Recently, number of 
approaches is been presented to solve interference issues in 
device-to-device association underlying cellular networks [8], 
[9], [10] and, [11]. In [8], presented guard zone based 
interference modelling for providing QoS requirement of 
cellular user. For mitigating interference due to presence of 
D2D association, [9] pairing based interference coordinating 
model. Further, [10] transmission capacity region which aid in 
managing interference in D2D environment when both 
successive interference cancellation and power control were 
carried out. Limiting co-existence of D2D pairs and cellular 
user imposed serious interference to the cellular network 
affecting overall capacity, in [11] considered both uplink and 
downlink interferences through admission control and power 
allocation, which intended at maximizing the overall 
throughput of the D2D associations underlying cellular 
network. Further, for overcoming (reduce) the interference 
among D2D and cellular subscribers, number of resource 
management approaches has been presented [12], [13]. 
However, most of the state-of-art resource allocation model has 
focused on addressing interference on the intra cell. However, 
inter cell scenario has be neglected. In state-of-art D2D 
resource allocation model, game theory is widely used to 
obtain characteristics feature of competition between D2D 
associations. Game theory [14], [15] offers a mathematical 
solution for effective decision making, which offers a method 
to predict what may (or would) arise when rational contenders 
with varying interest. In state-of-art model [16], [17], and [18], 
D2D pairs is modelled as contender looking for the resources, 
where the utility of each contender is described as a function of 
generated interference and realizable data rate. The optimal 
solution (i.e., equilibrium) for resource allocation can be 
obtained by using utility function (i.e., contender’s best 
response function). The state-of-art interference model can be 
used to address inter cell condition by using interference 
information from adjacent cells. However, it is not efficient 
when D2D tries to contend with the mutually shared channel of 
two adjacent cells and it also fails to determine resource 
configuration. From extensive survey it is clear that a new 
model is required for addressing interference and enabling 
D2D association operating in overlapping area of multiple cell 
in cellular network. 

 

III. EFFICIENT RESOURCE ALLOCATION MODEL FOR D2D 

COMMUNICATION UNDER OVERLAPPING AREA OF 

MULTIPLE CELLULAR CELL   

This work present efficient resource allocation model for 

D2D enabled under future high speed and crowded cellular 

network. Firstly, this work briefly discusses about interference 

model and architecture considered for resource allocation. 

Then, this model present a game theory model that maximize 

the sum rate (utility) of resource allocation considering 

different assumption. The architecture of interference 

assumption considered in this work is presented in Fig, 1. 
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Fig. 1. Architecture of Assumption 1 of D2D 

communication under cellular network 

a) System model for D2D network: 

This section describes the D2D system model considered for 
efficient resource allocation among contending D2D 
subscribers. This work considers a case where two D2D 
subscribers are positioned in the overlying region of two 
adjacent cells using uplink resource for association. In each 
cell, there exits at least one cellular subscriber that associates 
with base station. This work further considers that D2D pair 
reutilize the uplink resources among cellular subscribers while 
cellular associations use either downlink or uplink resource, 
thus aid in synchronizing with base stations. The case can be 
expressed in to following three assumption, where subscriber 1 
(source) and subscriber 2 (destination) are the D2D pair, 
subscriber 3 and subscriber 4 are the cellular subscriber. 

Assumption 1: Cellular associations (blue line) in both cells 
utilize uplink resources. Here, D2D pair (yellow line) induces 
interference (red line) among base stations as shown in Fig. 1. 

Let depict the rate allocation of base station of above 
assumptions. Let 𝐻𝑗𝑘 be the channel power gain among source 

𝑗 and destination 𝑘 over a D2D channel or cellular channel, 
𝐻3𝐵1

be the gain among subscriber 1 and base station 1, 𝐻3𝐵2
be 

the gain among subscriber 1 and base station 2.The source 𝑗 

power is denoted by 𝑞𝑗, the rate allocation of 𝑛𝑡ℎ base station 

in assumption 𝑜 by 𝑆𝑛
𝑜, the additive white Gaussian noise 

power at the destination is represented by 𝑂0. Subsequently, for 
assumption 1, we obtains 

𝑆1
1 = 𝐶1 ∗ log2 (1 +

𝐻1𝐵1𝑞1

𝑂0 + 𝐻3𝐵1𝑞3

) , 
(1) 

 

𝑆2
1 = 𝐶2 ∗ log2 (1 +

𝐻2𝐵2𝑞2

𝑂0 + 𝐻3𝐵2𝑞3

) . 
(2) 

where 𝑆1 and 𝑆2 are the data rate of base station 1 and base 
station 2, respectively. 

The rate allocation of all base stations aid in obtaining their 
revenue attained from cellular associations. An important thig 
to be seen here is that the model to evaluate rate allocation 
considers interference induced among D2D channel, which aid 
in impacting revenue of the base station. For example, 
allocating more bandwidth resource to D2D user will result in 
reduced interference. As a result, careful planning is required in 
allocating resource to D2D subscriber in future high speed 
cellular network. This work present a game theory approach to 
estimate the amount of bandwidth to be assigned to D2D 
source subscriber by respective base stations. This work 
considers that the base station has all information regarding 
channel state information of each channel in the available cell 
with respect to base stations. So that overlapping base station 
can synchronize the radio resource. 

b) System Resource allocation using game theory approach 

for D2D network: 

This section describes the resource allocation using game 
theory approach. Let considers that the each service provider 
can charge its D2D subscriber. Since D2D channel reutilize the 
shared channel among two cell. Thus, service providers can 
maximize their revenue and possess incentive to assign 
resource to D2D subscriber. The race among service provider 
can be considered as cooperative game, in which base stations 
are modelled as contenders. This section present a game theory 
model where each base station can obtain information of 
policies and revenue of the base station. Let considers the 
utility of contender as the regulatory payoffs that composed of 
two phases. The first phase is obtained from charges obtained 
from cellular subscribers, and second phase is the charges 
obtained from D2D association. Therefore, the utility 
parameter of contenders are expressed as follows 

𝑉1
𝑜 = 𝜑 ∗ 𝑆1

𝑜 + 𝜔 ∗ 𝐶3
𝜏 − 𝜇 ∗ 𝐶3

𝜏, (3) 

 

𝑉2
𝑜 = 𝜑 ∗ 𝑆2

𝑜 + 𝜔 ∗ 𝐶3
𝜌

− 𝜇 ∗ 𝐶3
𝜌

, (4) 

where 𝜑 and 𝜔 are constant depicting the subscription charges 
of unite bandwidth and resource, respectively. The allocated 
bandwidth from base station 1 and base station 2 is represented 

by 𝐶3
𝜏 and 𝐶3

𝜌
 respectively and 𝜇 is the cost objective policies 

of resource. The pricing policies with respect to 𝜇 is used 
similar to [20], [21]. Therefore, it can be formulated as follows 

𝜇 = 𝑦 + 𝑧(𝐶3
𝜏 + 𝐶3

𝜌
)

𝛼
, (5) 

where 𝑦, 𝑧, and 𝛼 are constant with non-negative parameter, 
and 𝛼 ≥ 1 assures that the cost objective policies is convex. 
The Eq. (5), depicts that the cost of all base stations is directly 
proportional to resource attained by D2D subscriber. Then, the 
trade-off among data rate and power [22], can be obtained as 
follows 

𝑞3 ∝
1

𝐶3
𝜏 + 𝐶3

𝜌, 
(6) 
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The proposed resource allocation model attains significant 
cost reduction and higher sum rate result which is 
experimentally proved in next section below.  

    

IV. SIMULATION RESULT AND ANNALYSIS 

This section present experiment evaluation of proposed 

efficient resource allocation (ERA) model for D2D pair under 

cellular network over state-of-art models. The performance of 

ERA model is evaluated over existing models in terms of Sum 

rate, successful packet transmission, and revenue generated to 

perform data transmission. This work consider a cell scenario, 

where D2D pairs and cellular users are uniform randomly 

distributed in a square area of 1000m×1000m with the base 

station in the center. Further, the D2D pairs and cellular 

subscribers are mobile in nature with uniform speed. For a 

fixed number of D2D pairs and cellular subscribers, we repeat 

the simulation by 2 times and mean of the result is taken. The 

simulation parameter considered for this work is similar to 

[17], and [18]. More detail of simulation parameter used for 

simulation study is described in TABLE I. 

TABLE I.  SIMULATION PARAMETER CONSIDERED 

Network Parameter Value 

Number of cell 16 

Cell width  1000m 

Number of cellular and 

D2D users 

200 

Modulation scheme QPSK 

Mobility of devices 5 m/s 

Maximum distance of 

D2D 

100 m 

Sub-carrier bandwidth 1 Hz (15 kHz) 

Time slot duration  5 μs 

Number of Frequency 

Channels 

10, 20, 30, and 40 

Path loss exponent 3.5 

 

a) Sum rate performance evaluation considering varied 

channel:  

This section evaluates sum rate as a utility performance of 
ERA over existing model [3], [16], [17]. The sum rate 
performance is evaluated by varying link/channel size and the 
outcome attained by ERA and exiting model is graphically 
shown in Fig. 3. The outcome shows that ERA improves sum 
rate performance by 4.19%, and 34.87%, over exiting model 
considering varied channel size of 10 and 20, respectively. An 
average sum rate performance improvement of 19.79% is 
attained by ERA over existing model. 

 

Fig. 3. Sum rate performance evaluation considering varied 

channel under assumption 1 (Fig. 1).  

 

b) Successful packet transmission performance evaluation 

considering varied channel:  

This section evaluates successful packet transmission 
performance of ERA over existing model [3], [16], [17]. The 
successful packet transmission performance is evaluated by 
varying link/channel size and the outcome attained by ERA 
and exiting model is graphically shown in Fig. 4. The outcome 
shows that ERA improves packet transmission performance by 
4.87% and 37.18%, over exiting model considering varied 
channel size of 10 and 20 respectively. An average successful 
packet transmission performance improvement of 21.02% is 
attained by ERA over existing model. The overall result 
attained by ERA is scalable and robust. 

 

Fig. 4. Successful packet transmission performance evaluation 

considering varied channel. 
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c) Revenue performance evaluation considering varied 

channel:  

This section evaluates revenue performance of ERA over 
existing model [3], [16], [17]. The revenue is computed similar 
to [13]. The revenue performance is evaluated by varying 
link/channel size and the outcome attained by ERA and exiting 
model is graphically shown in Fig. 5. The outcome shows that 
ERA increase revenue by 30.34% and 4.63%, over exiting 
model considering varied channel size of 10 and 20 
respectively. An average revenue improvement of 17.48% is 
attained by ERA over existing model. The overall result 
attained by ERA is scalable and robust. 

 

Fig. 5. Revenue performance evaluation considering varied 

channel. 

 

V. CONCLUSION 

For overcoming the interference issues D2D user operating 

in overlapping area of multiple adjacent cellular network. This 

work presented an Efficient Resource Allocation model for 

D2D under cellular network. The resource allocation model is 

designed as a game theory approach where base station is 

considered as a contender for meeting resource need of D2D 

pair presented in overlapping area of adjacent cells. Experiment 

are conducted to evaluate performance of ERA and outcome 

shows ERA attain superior performance improvement over 

state-of-art models in terms of sum rate (utility), successful 

packet transmission, and revenue. An average sum rate (utility) 

performance improvement of 19.79% is attained by ERA over 

existing models considering varied assumption. Further, an 

average successful packet transmission and revenue 

performance improvement of 21.02% and 17.48%, respectively 

is attained by ERA over existing models considering varied 

assumption. The overall result attained shows scalable and 

robust performance. In future, this work would consider 

performance evaluation considering other parameter such as 

delay and further enhance the resource allocation model.  
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Abstract—Now a days attendance plays a major role in 

classrooms. The attendance are taken and updated in the lectures 

logbook manually. Generally the manual work wastes the time 

for both students and staffs. This problem can be overcomed 

with the help of the proposed system. The unique characteristics 

of every human being are their face. In this proposed system, a 

face recognition technique is used for taking attendance 

automatically. The proposed system is initially trained with 

student’s database which includes student name, photo and their 

personal details. The attendance will be taken automatically 

during every class hours using recognition technique and 

updated to the student’s database. If any student is absent, the 

message will be automatically sent to their parents or guardian of 

the absentees using GSM module. The system will also update the 

everyday attendance database to the Head of department.  

 

Keywords— Face recognition, Face detection, Open CV, Raspberry 

pi, web camera  

I. INTRODUCTION 

IoT makes us to develop a system without human interference. 

This technology transfers data over the network. It allows 
objects to be sensed and controlled remotely.  Now a day’s 

attendance can be taken manually for every hour by the 

lectures in an educational institution. The lectures call the 

students name or their register number. So that, the minimal 

amount of time can be wasted. And also the lectures manually 

calculate and overall attendance of the students at the end of 

the semester.  There is a possibility of wrong attendance while 

calculating overall attendance.  

 To avoid such problems, the proposed system is 

implemented on IoT for taking attendance. With the help of 

IoT, the attendance will be taken automatically which reduces 
the time and effort of the lecturer. Attendance will be taken 

for each and every hour in the classroom and it will be 

automatically updated to the student’s database. The absentees 

are informed to the guardian through SMS. IoT based 

automatic attendance system will be more secure and efficient 

technique for taking attendance in the classroom. The login 

page is created for lecturer using IOT. The attendance 

database and attendance percentage can also be checked by 

the lecturer by using the IoT web page. 

II. RELATED WORK 

          In Face Recognition Attendance System using 

Raspberry Pi [1], the attendance are taken using face 
recognition techniques. The main advantage of face 

recognition attendance system is to prevent the fake 

attendance system in the classrooms. The camera module is 

placed at the center of the classroom. The face recognition 

method recognizes the face and automatically verifies with the 

existing database present in Open CV and the attendance is 

taken. 

             In Automatic Attendance system using Face 

Recognition[2], the attendance is taken automatically with the 

help of the face recognition methods. This system is mainly 
designed to take attendance automatically during class hours. 

The camera captures the image of the classroom in the 

beginning of session. The face recognition and detection is 

performed. Again the image is captured at end of session. 

Images taken in both the sessions are compared and the 

attendance is updated in database. 

             In Implementation of automated attendance system 

using face recognition[3], proposes the attendance system 

using face recognition. This system can be mainly used in 

Employee management and Time attendance system. The 

camera is placed in the entry point of an organization. It can 

record only the entry time of a student and attendance is 

updated to the student’s database.  

            In Smart Attendance system using Face Detection 

on Raspberry pi[4], proposes a face recognition attendance 

system with IOT. Using face recognition and detection 

algorithm the faces are detected and the attendance is updated 

to the student’s database. The IOT device Raspberry pi use 

face recognition method for taking attendance automatically 

and communicates with cloud database. 

             In Automated attendance using raspberry pi[5], the 

camera is placed at the center of the classroom. Using the face 

recognition method, the system captures an image of the 
students in the classroom and compares it with a database 

already stored. If the image of a student matches it mark it as 

present otherwise as absent. The attendance will be 

automatically updated in an attendance database. 

III. PROPOSED SYSTEM  

 
Fig. 1. Automatic Attendance system 
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The camera is connected with the Raspberry pi. Initially the 

camera captures images of students present in the classroom 

and detects the faces as a captured image. The detected faces 

are compared with the student’s database stored in the IOT. 

When the detected faces matches with the already stored 
database, then the attendance is marked as present. If not, the 

absent is marked for the student’s those who are not present 

inside the classroom. After a specified amount of time, the 

message will be sent to the parents or guardians of the 

absentees using GSM module. Thus the attendance is 

automatically updated to student’s profile. The web page is 

created for attendance database using IOT Cloud. The 

attendance database can also be checked by the faculty advisor 

by using the web page created with their login id and 

password. The system will automatically update the 

attendance database to the Head of the Department. At the end 

of the semester the faculty advisor can export the student’s 
attendance to calculate overall attendance.  

IV. HARDWARE DETAILS 

 
A. RASBERRY PI 3 

Raspberry pi 3 is ARM based credit card sized single 

board computer can be used for many applications. 
Additionally it includes wireless LAN and Bluetooth 

connectivity for powerful connected designs. The speed of 

the Raspberry pi 3 is 10 times faster than first generation. 

Python language is a programming language used in 

Raspberry pi 3.  

Here the Raspberry pi 3 can act major role. It gathers 

the captured image from the camera. Compare the 

captured image with the image stored in the database. 

 
Fig. 2. Raspberry pi 3  

B. Camera 

           A camera is a hardware device which is used for 
capturing a photographic images or recording a video which 

can be stored in a physical medium or photographic film. The 

image captured can be single image or a sequence of images 

such as videos or movies. Here the camera is used to capture 

the images of the students in all the directions. Send the 

information to the raspberry pi board.  

 
Fig. 3. Camera 

 

 

C. RTC 

         Real Time Clock (RTC) counts seconds, months, hours, 

date of the month, month, day of the week and year with leap 

year compensation up to 2100. RTC is a two wired interface. 
RTC is the computer clock that keeps tracks of current time. 

 

C. GSM (Global System for Mobile communication) 

Global System for Mobile communication (GSM) is widely 

used for mobile communication system.  It is a mobile 

communication modem. GSM is an open and digital cellular 

technology used for transmitting mobile voice and data 

services at different frequency levels. 

  

Here the GSM module is used to send the message to the 

parents or guardians if the student is not available in the class 

after specified duration of the time. 
 

V. FLOW CHART OF THE PROPOSED SYSTEM 

The flow diagram describes the entire operation carried out 

by the proposed system.  

 
Fig. 4. Flow diagram of the proposed system 

VI. EXPRIMENTAL SETUP 

 
 

Fig. 5. Experimental setup of the proposed system 
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The different set of images of the students are trained and 

stored  in  a  student’s database. The captured images  are 

compared with trained images and the attendance will be 

taken automatically using face recognition module. 
 

 
Fig.6. Trained images 

The absentees of the student’s will be automatically informed 

to their’s parents  through SMS using GSM  modem. 

 

Fig.7. SMS to the  parents 

The updated attendance can be checked by the faculty advisor 

using the login page created.    

 

Fig.8. Lecturer login page 

The updated attendance of the student’s in an excel sheet 

 

Fig.9. Consolidated attendance at the end of the semester 

VII. CONCLUSION  

The automatic attendance system using face recognition 

technique has been developed for replacing a manual 

attendance system. The propsoed system can capable of 
working under numerous styles of lighting conditions, 

different seating arrangements and environments in various 

classrooms. Most of those conditions are tested on the system 

and system has shown 95% accuracy for many of the cases. 

There can also work for exist students depicting numerous 

facial expressions, varying hair styles, beard, spectacles etc. 

All of these cases are tested to get a high level of accuracy and 

efficiency. This proposed system will be enforced for higher 

results relating to the attendance management. So the 

proposed system is proved to be more secure, reliable, fast and 

efficient system. The system can save time, and reduce the 

quantity of work of the faculty in the administration and can 
replace the attendance sheets with electronic equipment and 

reduces the quantity of human resource required for the 

purpose.  

 

VIII. FUTURE SCOPE   

The proposed system  can be further developed by 

improving the recognition rate and by using the Raspberry pi 
Infra Red camera module. So that the system can be uses as a 

security surveillance system. 
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Abstract— In industries, difficult work is being decreased 

everywhere scale to expand effectiveness and exactness, and 

gain benefit by introducing robots that can do repetitive works 

at lesser expense of preparing. A onetime establishment of such 
a gadget may cost an enormous sum at first, yet in the more 

drawn out run, will end up being more beneficial than difficult 

work. Out of the part, a basic robotic arm is a standout amongst 

the most generally introduced machines. Robotic arm is one of 

the significant undertakings in the present computerization 
industry. Automated arm is a piece of the mechatronic industry 

which is quickly versatile and developing industry today. 

Distinctive changes and extra features are being associated with 

the first kind of straightforward robotic arm to upgrade its ease 

of use under various conditions. In this project we are building 
up a robotic arm which will have a free rotation around multiple 

axes and we are including the technology of Image Processing 

with it to make it a visual signal based working robotic arm. 

This project is a pick and place robot, you can take the desired 

article starting with one place and carry it with its gripper claw 
using Hand Gestures and, the movement of the whole robot 

from one place to another place takes place with the wheels 

attached to the robot using speech recognition. The operations 

will be constrained by a visual processing framework that read 

the gestures and will give directions to the Arm for performing 
various types of movements and tasks.  

     Keywords— Robotic arm, Image Processing, DC motors,  

Machine Learning, Gestures, speech recognition. 
 

I. INTRODUCTION  

In this project, we will learn diverse parts of Mechatronics, 

Image Processing, sound processing Mechanics of Machines 

and their modern execution. We will have a hands -on 

involvement on working with Python, coding and execution. We 

will find out about the usage of Artificial Intelligence in the 

field of Image Processing. The proposed framework comprises 

of two modules .The first module is Robotic arm control 

utilizing static hand signals and the second module deals with 

Maneuverability control utilizing voice commands. 

Raspberry Pi acts as a master in perceiving the signals and 

Arduino will go about as slave by moving the mechanical 

technology according to the direction issued by raspberry pi. 

The gestures are prepared utilizing Machine learning procedure 

utilizing Open CV and SKlearn (essential python libraries 

utilized for machine learning). At first the motion is 

distinguished utilizing background subtraction and after that 

skin segmentation is made and the hand portion is alone 

segmented and further the features are extracted using 

Histogram of Oriented gradients and further it is classified using  

 

 

Random Forest. The final model will deployed in the 

raspberryPi based on the detected gesture it will send 

command to Arduino to control servo/DC motors of the 

robotic to perform custom gestures using pulse width 

modulation. 

Further utilizing Google API clients voice inputs are 

captured and prepared in such an approach to get the string 

of the specific command given by the client. The strings are 

further given to Arduino such that the mobility is controlled.  

Utilizing Histogram of Oriented Gradients and Random 

Forests makes the venture increasingly exact in perceiving 

motions at any rate and parity of exchange off among speed 

and exactness is kept up. 

 

II.  LITERATURE SURVEY 

 

Robots have turned into a substitute for people in unsafe and 

risky condition. They have turned out to be all the more 

socially intuitive and this clears path for improvement of 

algorithms to influence them to perform the tasks 

productively. Making machines progressively interactive 

with people and to improve the assignment execution of the 

robot with less human intervention are the principle goals of 

HRI. The robot must be equipped for translating, breaking 

down and understanding a few correspondence components 

engaged with human to human interaction. The past works in 

the field of HRI are talked about as for the region of 

utilization [1]. 

 
Sign language is a vital instance of open gestures. Since 

gesture based communications are exceptionally basic, they 

are truly reasonable as testbeds for vision calculations [2]. In 

the meantime, they can likewise be a decent method to assist 

the crippled with interacting with PCs. Communication via 

gestures for the deaf is a precedent that has got critical 

consideration in the gesture literature [3]. 

 

The applications like Telepresence and telerobot are 

regularly arranged inside the area of room investigation and 

military-based research ventures. The gestures used to 

connect with and control robots are like completely 

submerged computer generated experience collaborations, 

anyway the worlds are regularly genuine, giving the 

administrator video feed from cameras situated on the robot 

[4].Gestures can control a robots hand and arm developments 

to go after and control genuine articles, its development 

through the world.  
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Desktop and Tablet PC Applications: In work area figuring 

applications, gestures can give an elective cooperation to the 

mouse and console [5]. Numerous gestures for work area 

registering assignments include controlling illustrations, or 

clarifying and altering archives utilizing pen-based signals [6].  

 

A player's hand or body position has been followed by Freeman 

et al. [7] to control development and introduction of intelligent 

amusement articles, for example, vehicles. Konrad et al. [8] 

utilized gestures to control the development of symbols in a 

virtual world, and Play Station 2 has presented a camera named 

Eye Toy, which tracks hand developments for intelligent 

amusements [9]. 

 

Gestures for virtual and augmented reality applications have 

encountered one of the best dimensions of take-up in registering. 

Augmented reality connections utilize signals to empower 

reasonable controls of virtual items utilizing ones hands, for 3D 

presentation communications [10] or 2D presentation that mimic 

3D associations [11]  

 

Needs for the senior individuals at home are being filled by 

social-interactive robots. One genuine model is HOBBIT which 

takes guidelines from the user as motions and facilitates the user 

with contact screen interface to make a call, stimulation, web, 

etc. Thus MOBILEROBOTS PeopleBot help the impaired and 

old individuals in family unit exercises. The association is 

through Phantom Omni, a haptic interface mounted over robot 

[12]. Kinect sensor goes about as interface to recognize arm 

signal for shopping in Mobile Shopping Cart (MSC) which 

executes the directions inside a large portion of a second time 

[13]. 

 

Recognition of the feelings being a piece of human robot 

association, where in physiological signals such as tension are 

registered and sustained through the bio-sensors mounted on 

human administrator. Moving nearer or casual banter with the 

user are the extra tasks performed by the robot alongside wall 

following, obstacle identification dependent on the data sources 

sustained to the robot. The Robot-based Basketball task (RBB) 

is an exploratory proving ground where consistent adjustment of 

its conduct happens as for the human physiological states [14]. 

 

Kinder-garten children were made to communicate with robots 

so as to advance the geometrical thinking while at the same time 

playing. Thus it improved their geometrical information and 

appreciated learning. Over the time, the robot is equipped for 

giving out execution insights of the kids. KindSAR [1], Kinder-

garten social assistive robots gives entertainment to youngsters 

by narrating. 

 

Recognition of the Hand Gesture was executed utilizing the 

parameters based on the shape [15]. The downside is most 

extreme parameters adopted in this approached are assumed. 

 

III. TECHNOLOGY STACK 

 
The paper deals with identifying the gestures and responding to 

the speech with the use of Google API and projecting the 

actions a bot can perform to lift an object. Technology stack 

includes Machine learning, Image processing and Robotics  

 

• Machine Learning: It is the advanced technology in 

computer science, which helps the system to behave 

as human. The base of the Machine learning is pure 

Mathematics, which helps to perform wonderful 

tasks. Basically four algorithms such as SVM, 

logistic regression, Random forest and KNN are 

used and there accuracy, precision, recall, support 

are tested and the highest accuracy supported 

algorithm is used to embed into the Raspberry-pi 

and further process of loading the data set is done. 

Now, the machine is  trained to recognize some 

actions. Recognized data is loaded into the 

program and test against the known and unknown 

fingers. 

• Image Processing: Image processing, helps to do 

some processing techniques which help to 

improve the accuracy of recognition of the fingers 

through the mask. While taking the images of the 

gestures for dataset collection hog algorithm is 

used to extract features from the images. 

• Robotics: To perform the actions of picking a 

block or an object a bot is needed which can walk 

and turn in different direction with respect to the 

gestures and speech, mostly in the form of a best 

method called Artificial Intelligence. The bot runs 

from calculating angles one by one, more likely 

they are powered by AI blocks that were trained 

to stand/walk/balance 

IV. ALGORITHMS 

A. Implementation of KNN 

1. At the outset, we will generate the data set and send the 

data 

2. Then the value of k is initialized (the nearest neighbor so 

that, we can make boundaries of each class). 

3. Now, for obtaining the class of predicted output, the 

iteration is to be done from 1 to total number of training data 

arguments. 

• Analyse the test data and each row of the training 

data and certainly compute the distance between them 

with the most popular method called Euclidean 

distance.  

• The next step is, we will be using sorting method to 

the premeditated spaces in ascending order depending 

on their distance values. 

• Now, obtain the top K rows from which the sorting is 

done. 

• Now, just obtain the most recurrent class of the rows. 

• Finally, the predicted class is returned and the 

subsequent output is given. 

 

B. Random forest algorithm Procedure 

The procedure consists of two phases which is creation and 

perform the prediction from the obtained random forest 

classifier. 

Random forest Pseudocode: 

• Arbitrarily pick “k” structures from a whole of “m” 

structures, only when k << m. 

• Amid the different features of “k”, compute the node 

“d” using best split approach. 

• Next, we need to separate the node into offspring 

nodes using the best split approach. 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 157



• Replicate the above 1 to 3 steps until “l” no.of nodes 

have been occurred and then construct forest by 

replicating all 1 to 4 steps for “n” no.of times to generate 

“n” no.of trees. 

Prediction technique: 

Prediction is performed using the trained random forest 

algorithm, the steps are: 

1. Using the test features and the arbitrarily created 

decision tree perform the prediction and store it in the 

form of a target. Then the votes for each predicted target 

is computed. 

2. Finally, the high voted target is the certainly fixed as 

final prediction. 

Voting: Tree one and two would vote that she subsisted, but tree 

three votes that she expires. If we take a vote, it’s 2 to 1 in favor 

of her existence, so we would classify this commuter as a stayer. 

C. SVM: Given a data set containing of features set and tags 

set, an SVM classifier dimensions a prototype to predict 

classes for innovative occurrences. It allocates different 

data arguments to individual classes. If at all, there are 

only two classifiers means, then the classifier is called 
Binary SVM classifier. 

In SVM algorithm, the plotting of each data element as unique 

identity in the “n”-dimensional space, where “n” is defined as 

the no.of features with every feature having a precise 

coordinate. Then, in the next step the classification is done by 

recognizing the hyper planes that categorizes the two classes. 

SVM’s are briefly defined as the cutting edge which separates 

the two classes (hyperplane/ line). 

D. Logistic Regression: For logistic regression, we can take 

any kind of data with wide range. It will run the 

algorithm on the training set and the model is used to 

decide the class of the test data.  

Pseudocode 

 The equation needed to predict the class of the test data is 

prepared and the data is supplied to the equation to get 

regression value. 

 The regression value is used by the activation function to 

predict the class of the data. In the project sigma function is 

used as the activation function. 

 

V.  METHODOLOGY 
 

The procedure starts by taking images of hand gestures and 

creating a dataset. The features from the images taken is 

extracted by using the HOG (histogram of oriented gradient) 

algorithm. The dataset is used to train various models such as 

KNN, SVM, random forest, logistic regression. The best among 

the algorithms is chosen to create an efficient prediction model 

using the test data. The model is then fed into raspberry pi 

module. When the program starts running the camera starts to 

detect hand gestures using the random forest model, as soon as 

the gesture has been identified the output is sent in the form 

binary numbers to the Arduino module. The Arduino module 

makes use of relays to increase the power voltage from 5 volts 

to 12 volts and it will be sent to the motors along with the 

signals from the Arduino board. As per the signals received the 

robotic arm performs actions in order to pick and place objects. 

The speech recognizing module includes a chassis which is 

controlled using the same Arduino module which has Bluetooth 

module connected to it. The Bluetooth module can be operated 

by using the google API which is already present in an app, 

then the signals are sent to Arduino for movement 

controlling. The movements include forward, reverse, right, 

left, stop. The power source for the robot is given through 

plug points and the movement is enabled till two meters. 

 

VI.  DESIGN OF THE SYSTEM 
 

The helper bot is designed in such a way that the gesture and 

speech modules are independently implemented. The gesture 

recognition system uses machine learning techniques to 

identify gestures whereas the speech recognition system uses 

google API to pass the voice commands as signals to the 

Arduino board. 

A. Gesture Recognition 

There are two phases in the gesture recognition module. 

They are the training and the testing phase. From the above 

diagram, we can see that during the training phase, dataset is 

collected and then the edge detection algorithms start to act 

to identify the gestures from our hand. After completing 

these steps, training of images takes place to classify the 

gestures. Here we chose random forest algorithm to classify 

the gestures. Once the model is created we start to take video 

or an image input to predict the class of the image which will 

be sent to the raspberry pi for the robotic arm movement. 

  

                       

Fig. 1. Gesture Recognition Module flowchart 

During the training phase, dataset is collected and then the 

edge detection algorithms start to act to identify the gestures 

from the hand. Training of images takes place to classify the 

gestures. Here we chose random forest algorithm to classify 

the gestures. Once the model is created we start to take video 

or an image input to predict the class of the image which will 

be sent to the raspberry pi for the robotic arm movement 

B. Speech Recognition 

The speech recognition module works by taking voice input 

through an android device. The voice commands are 

converted into signals by making use of a google API. When 

the Arduino microcontroller receives the signals, it controls 

the chassis of the robot by making it move front, back, left, 

right.  
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Fig. 2. Speech Recognition module flowchart 

The speech recognition module works by taking voice input 

through an android device. The voice commands are converted 

into signals by making use of a google API. When the Arduino 

microcontroller receives the signals, it controls the chassis of the 

robot by making it move front, back, left, right. 
 

VII.  RESULTS 
 

The dataset images of the hand gestures are collected and fed 

into all the algorithms and then training and tested parts are 

carried out for calculating the various parameters required to 

calculate the f1 score which will be helpful for finding accuracy. 

The results from the various algorithms are as follows: 

 
Algorithms Precision 

(avg)  

Recall (avg) F1-score 

(avg) 

Support 

(avg) 
Random Forest  1 1 1 1296 

SVM 0.99 0.99 0.99 1296 

KNN 0.88 0.88 0.88 1296 

Logistic 
Regression 

0.80 0.80 0.80 1296 

 

Table 1. The performance analysis of KNN, LOGISTIC 

REGRESSION, RANDOM FOREST, SVM Algorithms is done 

to get the efficient output. 

 

So, from the derived results we can say that, the algorithm of 

Random Forest and Support vector machine (SVM) gives us the 

highest values for the parameters precision, recall and f1-score. 

Among the top two it is obvious that random forest which is an 

ensemble learning classifier gives the best results. This will now 

be embedded into the raspberry pi module for recognizing 

gestures. 

   
                 Fig. 3                                         Fig. 4 

 

For the GESTURE 0 the task assingned for the ROBOT is to 

close its Claw and the Random forest algorithm classifying 

the gesture on the top left corner as shown in Fig.3. When 

the GESTURE 0 is shown the claw will be closed as shown 

in Fig.4. 

 

  
                   Fig. 5                                     Fig. 6 

 

For the GESTURE 1 the task assingned to the ROBOT is to 

move its Claw up and the Random forest algorithm 

classifying the gesture as shown in Fig.5. When the 

GESTURE 1 is shown the claw will move up as shown in 

Fig.6. 

 

   
          Fig. 7                                        Fig. 8 
 
For the GESTURE 2 the task assingned to the ROBOT is to 

move its Claw down and the Random forest algorithm 

classifying the gesture as shown in Fig.7. When the 

GESTURE s is shown the claw will move its Claw down as 

shown in Fig.8. 
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                 Fig. 9                                      Fig. 10 

 

For the GESTURE 3 the task assingned to the ROBOT is to 

move the Claw to its Left and the Random forest algorithm 

classifying the gesture as shown in Fig.9. When the GESTURE 

3 is shown the claw will move to its Left as shown in Fig.10. 

 

    
              Fig. 11                                          Fig. 12 

For the GESTURE 4 the task assingned to the ROBOT is to 

move the Claw to its Right and the Random forest algorithm 

classifying the gesture as shown in Fig.11. When the GESTURE 

4 is shown the claw will move to its Right as shown in Fig.12. 

 

   
                  Fig. 13                                         Fig. 14 

 

 

For the GESTURE 5 the task assingned to the ROBOT is to 

Open its Claw and the Random forest algorithm classifying the 

gesture as shown in Fig.13. When the GESTURE 5 is shown the 

claw will be Opened as shown in Fig.14.

 

Fig. 15. Robotic arm picking up light objects such as paper 

balls etc. 

After training the model with a dataset of 5000 images, we 

then test it on some random test data to classify the gesture. 

The gesture number appears on the top left corner.  

The program successfully identifies the gestures when 

embedded in raspberry pi. The raspberry pi sends the signals 

to the robot to perform the corresponding action. 

 

VIII. SCOPE 

 Robotic devices combined with machine learning is the 

trending area for developing applications such as 

automatic plant cutting in a given period of time. 

 These can also be used as assistant bots. 

 When integrated with large scale equipment, which can 

send signals in a high range, it will be a great help for the 

military in detecting the mines. 

IX.  CONCLUSION 

We can imply that the random forest performs better 

compared to the rest of the algorithms. Therefore, that will 

be fed into the raspberry pi module for recognizing gestures. 

When the data set is collected without noise, the gestures can 

be classified with higher accuracy. The robot picks light 

objects perfectly with a grip by following the gestures and 

voice commands.  
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Abstract- The increase in the number of challenges to CMOS
technology at extreme Nano meter levels has pushed the research
community to find alternative technologies to implement circuits
at extremely smaller Nano meter levels. Quantum-dot Cellular
Automata is considered to be one of the promising paradigm that
can replace CMOS in extreme Nano meter circuit design. It is
mainly due to the attractive features it promises to offer such as
very high speed, compactness, and extreme low power
consumption. Subtractor circuits are widely used in arithmetic
and several signal processing applications. In this work, two cost
efficient full subtractor designs are proposed using three input and
five input majority logic gates. In order to design the circuits with
more reliability, the circuits are implemented using clock zone
based crossover. Simulation results show that the proposed
designs are more cost efficient compared to the existing state-of-
the-art designs. The proposed designs can be used to implement
any kind of n-bit subtractor design. All the designs are validated
and verified using simulation in QCADesigner 2.0.3.

Keywords- Area, Cell count, Majority Logic, Quantum-dot
Cellular Automata (QCA), Subtractor.

I. INTRODUCTION

The challenges in scaling down of CMOS devices to meet
the demands of Moore’s Law has ignited the research
community to find alternatives to CMOS technology for circuit
design at very low Nano meter levels. Researchers are trying to
find several solutions to keep the CMOS technology relevant to
Moore’s Law. However, the existing solutions have many
limitations and finding an alternative to CMOS has become
inevitable [1]. Researchers have come with ideas of several
beyond-CMOS technologies. Among the viable beyond-CMOS
technologies, Quantum-dot Cellular Automata promises to
replace CMOS due to its several promising features such as
high speed, small area and low power consumption [2].
Subtractor circuits are used in almost every arithmetic and
signal processing application. The existing subtractor designs
in QCA have more cells and are vulnerable to fabrication
defects due to the type of crossover employed in their
implementation. In this paper, in order to reduce the complexity
of the subtractor circuits, two cost efficient full subtractor
designs are proposed using three input and five input majority
logic gates. In addition to that, to increase the reliability of the
proposed circuits, the proposed designs are implemented using
clock zone based crossover.  The proposed cost efficient
designs perform better than the existing state-of-the-art designs
and it can be used in the implementation of n-bit subtractor of
any type. Design verification and validation of the proposed
designs are done using QCADesigner 2.0.3 [3].

The remainder of the paper is organized as follows. Section
II provides a crisp and short overview to QCA, Section III
discusses the designs and techniques existing in the literature,
Section IV presents the proposed subtractor designs and finally,
Section V presents the conclusion.

II. QUANTUM-DOT CELLULAR AUTOMATA

A.QCA Cells and wire

QCA cells are the key components of circuit design in QCA.
A QCA cell has two electrons and four quantum dots. The
quantum dots are interconnected and the electrons can move
between the dots but not outside the cell. The repulsion between
the two electrons present inside the cell results in occupation of
the electrons in one of the two diagonal positions. The cells are
considered as binary ‘1’ and ‘0’ depending upon the position of
the electrons. A wire is constructed by arranging the cells in an
array. Information will be transmitted from one end of the wire
and it will be received at the other end. QCA cells are classified
into normal cells and rotated cells, based upon the position of
quantum dots in the cell. A normal cell logic and a wire formed
using normal cells is shown in Fig. 1(a), and Fig. 1(b),
respectively. Binary logic transmitted using a normal wire will
have the same logic received at the receiver end, irrespective of
the number of cells between the transmitter and receiver cell.
A rotated cell and rotated wire is shown in Fig. 2(a), Fig. 2 (b),
respectively. Compared to a normal wire, the rotated cell wire
will have an inverted or non-inverted logic of the transmitted
logic, depending upon the even or odd number of cells,
respectively, between the input and output cells.

Fig.1. Normal cell. (a) Logic. (b) Wire.

Fig.2. Rotated cell. (a) Logic. (b) Wire.

B. Majority gate and inverter

Majority logic is the key for circuit implementation in QCA.
The Boolean logic of the digital circuits is converted to majority
logic based expressions and they are implemented using
majority gates and inverter. In QCA, three input and five input
majority gates are widely used for implementation. The output
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of the majority gate depends upon the logic of the inputs. A
three input majority gate is shown in Fig. 3(a). To design
circuits with optimum number of cells, the majority gate can
also be implemented as shown in Fig. 3(b). The Boolean
equivalent of a there input majority gate logic with inputs A, B,
and C is given by (1).

CABCABCBAM ++=),,( (1)

Fig.3. Three input majority gate. (a) Type-I. (b) Type-II.

Several structures of five input majority gates are proposed
in the literature. Fig. 4(a) shows the widely used five input
majority gate proposed in [4]. Fig. 4(b) shows another version
of five input majority gate proposed in [5], which is used in
circuits to reduce the complexity.

Fig.4. Five input majority gate. (a) Type-I. (b) Type-II.

Inverters are of two kinds in QCA, namely, double path
inverter and simple inverter, respectively. Double path inverter
is shown in Fig. 5(a) and a simple inverter is shown in Fig. 5(b).
Simple inverter is less complex compared to double path
inverter. Double path inverter has better fault resistance
compared to simple inverter. However, it is achieved at the cost
of increased cell count.

Fig.5. Inverter. (a) Double path. (b) Simple.

C. QCA Clocking

The cells in QCA are not connected to a single clock as done
in conventional circuit designs. There are four clock signals
(clock 0, 1, 2 or 3) and the cells are connected to any one of the
clock. Connection is done in such a way that information flows

from one clock zone to another in a pipelined fashion. All the
clock signals are in distinct phase and the clock signals will
have a 90° phase difference with its neighboring clock signals.
Each clock signal follows a sequence of four states in a cyclic
order, namely, Relax, Switch, Hold and Release [6]. To
differentiate the cells in different clock zones, the cells are
represented by different colors as shown in Fig. 6.

Fig.6. Clock zone representation.

D. QCA Crossovers

Wire crossings are the places where two wires cross each
other. In QCA, the wire crossings are called as crossovers. QCA
crossovers can be broadly categorized as coplanar crossover
and multilayer crossover. Coplanar crossovers are the type of
crossover where wire crossing is done in the same layer without
adding any additional layer. The widely used coplanar
crossovers are rotated cell coplanar crossover and clock zone
based coplanar crossover. In a rotated cell coplanar crossover,
one wire will be a normal wire and another wire will be a
rotated cell wire as shown in Fig. 7 (a). In clock zone based
crossover, wires which are not connected to the neighboring
clock zones can cross each other. Fig. 7(b) shows a clock zone
based crossover done between a clock 1 zone wire and clock 3
zone wire. Similarly, Fig. 7 (c) shows a clock zone based
crossover done between a wire in clock 0 zone and a wire in
clock 2 zone. Rotated cell crossover is more complex compared
to clock zone based crossover due to the rotated cells and use
of cells with displacement. Placing rotated cells and cells with
displacement is very difficult and hence, they are vulnerable to
faults that can arise during fabrication. Multilayer crossovers
are crossovers where additional layers are introduced in the
circuit to aid the wires to cross one another. In general,
multilayer crossover is complicated due to the use of multiple
layers. In addition to that, the spacing between the layers is also
a major factor of concern. Hence, multilayer crossovers are
very difficult to fabricate at smaller Nano meter levels. Fig. 7
(d) shows a multilayer crossover done between two clock 0
wires. Additional layers are added over the existing circuit layer
and any one of the wire is made to jump the other wire using
the additional layers added over the main circuit layer.
Multilayer crossover is complex due to the additional layers
added to the circuit. Multilayer crossovers are more vulnerable
to fabrication faults compared to coplanar crossover.

(a) (b) (c) (d)

Fig.7. QCA Crossovers. (a) Rotated cell. (b) & (c) clock zone based.
(d) Multilayer.

(a) (b)

(a) (b)

(a) (b)
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III. EXISTING SUBTRACTOR DESIGNS

In general, subtractor circuits are implemented by
combining an adder with an exor gate which functions as a
controllable inverter [7, 8]. It reduces the use of a separate
hardware for adder and subtractor circuit. However, it is
achieved at the cost of increased delay compared to separate
implementation of adder and subtractor circuit. In QCA, several
subtractor circuits are proposed in the literature. The subtractor
circuit comprises of generation of two outputs, namely, Borrow
and Difference. The conventional Boolean expression for
borrow is given by (2).

CBABABorrow .)( ⊕+= (2)

Compared to Boolean logic implementation in CMOS
technology, the implementation in QCA is complicated due to
the implementation using majority logic. In QCA, only AND
and OR gates can be implemented by using majority gates.
Hence, implementation of exor operation will require more
number of gates compared to CMOS implementation. Although
there are dedicated structures proposed to implement exor gates
in QCA [9], these structures are vulnerable to faults and it
reduces the reliability of the circuit. Hence, to reduce the
complexity of circuits, the Boolean expressions are optimized
for majority logic based implementations using majority logic.
The optimized borrow function using three input majority logic
is given by (3). Compared to implementation of conventional
Boolean expression using majority gates, (3) requires only one
majority gate to implement the borrow function. The Boolean
expression for difference given by (4).

),,( CBAMBorrow = (3)

CBADifference ⊕⊕= (4)

Similar to the optimization of Borrow expression, the
Boolean expression for difference function is also optimized to
reduce the complexity of implementation in QCA using
majority logic. Most of the existing designs have used the Three
Input ex-or (TIEO) structure proposed in [9], to implement the
difference operation [10-12]. Since, the structure is built using
the columbic repulsion and not on the conventional logic, the
structure is more vulnerable to faults. Hence, it is preferable to
implement the circuit using majority logic based expression.

Several subtractor structures are proposed using the
optimized majority logic expressions. They have proposed
optimized majority logic based expressions for implementation
using three input majority gates. Among the proposed
equations, the equation used in [13-15] has the least number of
inverters and majority gates for its implementation. The
optimized three input majority logic expression for difference
generation is given by (5). The major advantage of the equation
is its ability to generate as a part of its operation. It removes the
use of a separate Borrow circuit.

)),,,(),,,(( CCBAMCBAMMDifference = (5)

Majority logic based expressions are also proposed using
5-input majority logic [16-18]. Among the optimized solutions
proposed using 5-input majority logic, the majority logic
expression in [17] requires minimum number of inverted inputs

and also borrow is generated as a part of difference output
generation. Hence, the circuit will be smaller and less complex.
The expression used in [17] is given by (6).

),,,,( BorrBorrCBAMDifference = (6)

IV. PROPOSED SUBTRACTOR

The existing subtractor designs are implemented mainly
using rotated cell crossover and multilayer crossover. Hence,
the existing designs are complex too implement and are
vulnerable to fabrication defects. Hence, in this paper, two
simple cost-efficient designs of subtractor are proposed using
the three input majority gate and five input majority gate. To
reduce the vulnerability to fabrication defects, clock zone based
crossover is used for the implementation of the proposed
designs. The proposed designs do not require rotated cells and
cells with displacement. Hence, the proposed designs are better
resistant to faults that can arise due to fabrication defects. The
proposed designs are simulated and verified using the default
simulation settings used in QCADesigner 2.0.3 as shown in
Table I. The cost of QCA circuits is calculated by using (7).

LayersofNotypeCellphasesClockAreaCost .***= (7)

The area used by the circuit depends upon the number of
cells used in the design. The speed of the circuit depends upon
the number of clock phases needed by the circuit used to
generate the output. In other words, the number of clock zones
the input has to travel to reach the output. Cell type represents
the type of cell used for implementation. For circuits using only
normal cells, the value will be 1, for circuits with rotated cells,
the value of cell type will be 2, due to its complexity. The
number of layers will be 1 for coplanar designs. For multilayer
designs, it will be more than 1, depending upon the number of
layers used for its implementation.

TABLE.I. SIMULATION SETTINGS

Parameter Value

Cell dimension 18 nm x 18 nm

Dot diameter 5 nm

Distance between cells 2 nm

Distance between dots 4 nm

Radius of effect 80 nm

Relative permittivity 12.9

Clock High 9.8e-22

Clock Low 3.8e-23

Simulation engine Coherence vector

A. Proposed Three input Majority Logic design

The first design is implemented using the three input
majority logic expression in (5). In order to reduce the
complexity of the circuit, the three input majority gate shown
in Fig. 3(b) is used for the implementation of the proposed
circuit. Fig. 8(a) shows the proposed design-I implemented
using three input majority logic and its simulation results are
shown in Fig. 8 (b). Table II compares the performance of the
proposed design-I with the existing state-of-the-art designs
implemented using three input majority logic.
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(a)

(b)

Fig.8. Proposed Subtractor-I. (a) Circuit. (b) Simulation results.

Table-II clearly shows that the proposed design-I is cost-
efficient compared to the existing designs implemented using
three input majority logic. The proposed design-I has the least
cell count, area, delay, and cost among all the designs. The
proposed design-I has the same delay even after
implementation using clock zone based crossover.

B. Proposed Five Input Majority Logic design

The second proposed full subtractor is implemented using
the five input majority logic expression given in (6). In order to
reduce the complexity of the circuit, the five input majority gate
shown in Fig. 4(b) is used for the implementation. Fig. 9(a)
shows the proposed design-II implemented using five input
majority logic and its simulation results are shown in Fig. 9(b).
Table III compares the proposed deign-II with the existing
designs implemented using five input majority logic
expression.

(a)

(b)

Fig.9. Proposed Subtractor-II. (a) Circuit. (b) Simulation results.

Table III clearly shows that the proposed deign has the least
cell count, area, and cost compared to the existing designs. The
delay of the difference circuit is 33% larger than the existing
designs due to the clock zone based crossover. However, the

TABLE II
3-INPUT MAJORITY GATE BASED FULL SUBTRACTOR COMPARISON

Design Cell
count

Area
in µm2

Borrow
delay

Difference
delay

Cost

[13] 233 0.13 2 8 3.12
[14] 272 0.44 5 9 7.92
[15] 90 0.11 4 4 0.88

Proposed-I 49 0.04 2 4 0.16

TABLE III
5-INPUT MAJORITY GATE BASED FULL SUBTRACTOR COMPARISON

Design Cell
count

Area
in µm2

Borrow
delay

Difference
delay

Cost

[17] 63 0.05 3 3 0.30
[18] 53 0.05 3 3 0.30

Proposed-II 44 0.04 3 4 0.16
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proposed design-II is cost-efficient compared to other designs
by more than 45%. In addition to that, both the proposed
designs are better resistant to faults that can arise due to
fabrication defects. It can be extended to implement any n-bit
subtractor designs.

V. CONCLUSION

Quantum-dot cellular automata has the potential to design
circuits at extreme Nano meter levels. Subtractor circuits are
used predominantly in arithmetic and signal processing blocks.
In this paper, two cost-efficient full subtractor designs are
proposed using three input and five input majority logic gates.
The simulation results show that the proposed designs have
fewer cells, area, and cost compared to the existing state-of-the-
art-designs. The proposed designs can be implemented in any
application that requires a subtractor and also it can be extended
to implement any n-nit subtractor design. The proposed designs
are simulated and validated in QCADesigner 2.0.3.
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Abstract— Flood is large amount of water passing an overflow 

on a land.  Flood forecast (FF) system issue a warning 

corresponding to water level or discharges through hydraulic 

structures. Flood forecast (FF) increase the capability and 

advancement in hydrology to mitigate the hazards using machine 

leanings with ANN.  Flood forecasting using machine learning 

algorithm (MLA) method understand to learn and improve 

system scale to mitigate flood hazards according to the climate 

change. This research is carrying out for flood forecasting on 

Upper Wardha project across Wardha river basin. Flood 

forecasting (FF) using real time estimation gives chances of flood 

value and by using the forecasted inflow, rate of inflow in 

reservoir can decide the time of operation i.e. opening and closing 

of gate in real time with ANN.  

Keywords—Flood; ANN; Machine Learning; Real Time;  

Introduction 

Flood Forecasting can be defined as a process of 

estimation of time and duration based on topographical 

characteristics of any river basin which reduced the hazards to 

human life and environment also. Flood Forecasting technique 

challenge to predict occurrence and magnitude with time of 

flash flood.  Flood happened due to continue precipitation 

with respective time. Ordinary rainfall also contributes to 
transform with time into deadly flood.   

Flood forecasting techniques play a vital and important role to 

mitigate the hazards for non-structural structures with cost-

effective management.   Flood forecasting stations cover the 

network of flood prone area to give flood warning to 

administration. Forecasting inflow also used for the operation 

of hydraulic structures such as dam on which opening and 

closing of gates on spillways.  

Flood forecasting techniques and Flood warning system are 

required different type of architectures of flood. Flood may be 

reduced by constructing structures such as dams, weirs, dykes 
but cannot eliminate the risk. Flood forecasting techniques 

able to mitigate the hazards for population and environment in 

real time with an early warning [1].  

Flood forecasting has been approach through rainfall – runoff 

and flood routing model.  Flood forecast predict inflow at 

selected location with HFL value at selected locations of river 

with time depends on watershed or catchment area. Later, 

downstream side predicts the flood limited with travel time 

with an assessment of uncertainties to properly support the 

decision-makers activities [9]. 

Flood forecasting using machine learning algorithm (MLA) 

method understand to learn and improve system scale to 

mitigate flood hazards according to the climate change with 

the help of AI. Flood forecasting used for creating the machine 

learning algorithm with past and real records of flood with real 

time data using rain gauges for different coming back time.  

The dataset sources are rainfall-runoff, water levels using 
automatic rain gauges with satellites technology, infiltration 

rate etc. 

The present study carried out on Wardha River basin .The 

Upper Wardha project is one of the major irrigation project in 

Vidharbha region of Maharashtra state. This project is across 

Wardha River near village Simbhora Taluka Morshi of 

Amravati district.  The Upper Wardha project consists of 

earthen dam on a both flanks with a centrally located gated 

spillway and canal on left and right flanks. The Upper Wardha 

dam has total grass irrigation (GI) of 11690 (ha) with gross 

capacity of 786 MCM in Godavari River Basin with annual 

rainfall in the catchment is 840 mm.  

 
Literature Review  

Muskingham equation is used for flood forecasting using 

combination of single and multi inflow model form on Tar 

River basin [11]. Real time flood forecast is used for Godavari 

River basin with improved time 12 hr as compared to 

conventional method with model accuracy improved by 
computing flood plain inundations [12]. ANN model tool used 

to forecast flood [13]. Stream flow estimation using multiple 

linear regression to generate Rainfall – Runoff data [14]. 

Overview on different methods for Flood Forecast and Early 

Warning with advanced development in England, Scotland 

[15]. A comparison between statistical and ANN method for 

flood forecasting in river Mahanadi, ANN methods are better 

beyond the calibration and efficient [16]. 
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Different types and classification of floods are as follows.  

 

 
Fig.1:- Types and classification of flood 

Methodology 

A. Flood Forecasting Models:- 

Flood forecasting models depends upon runoff-rainfall 

duration, intensity of rainfall-runoff, shape with characteristics 

of catchments and spatial extent. Time series analysis used in 
hydrology for stochastic model [17]. Flood forecasting is 

challenge for hydrological models. Different types of 

Hydrological modeling structure are as follows: 

 
Fig. 2: Hydrological modeling Structures 

 
B. ANN and Machine Learning Approach For Flood 

Forecasting:-  

Neural Networks, which are simplified models of 
Biological Neuron System. ANN is used to process large data 
with simple elements [18]. ANN is classified into single layer, 
multilayer feed forward network and Back Propagation 
Network.   

 

 

Fig.3. Neural Network Model 

 

C. Machine Learning Method 

Real time model is based on actual available and real 

rainfall and runoff data with time. The following flow chart 
will give you a concept of real time flood forecasting.  Flood 

forecasting is the process off calculating water levels in 

reservoir, the storage quantities and outflow rates at particulars 

inflow hydrograph at various instant. Flood occurrence mainly 

depends upon various parameters like a rainfall intensity, 

runoff, evaporation, evapotranspiration, temperature and shape 
of catchment etc. By interpreting the data for flood routing the 

technique used i.e. Muskingum Equation which gives the 

value of inflow and outflow rate. The data obtained from 

reservoir routing is given to the machine learning, to learn and 

forecast by the real time data. The Muskingum method of 

stream flow routing is most frequently used because of its 

simplicity, as it works with known inflow hydrograph and 

some fitted parameters without seeking additional information. 

However, in order to get high degree of accuracy, this method 

should be for gradually varied flow and not in cases where 

reach is often affected by back water or unsteady flow 

condition. 

The governing relation between inflow, outflow and change in 

storage is  

              Storage=inflow-outflow 

       

Where,  

= Average outflow during given time period 

 = Average outflow during given time period 

Δ S= Volume of water stored in the reservoir.  

 

 

The process of flowing in values at the starting time and end 
of the jth time interval are Ij and Ij+1 respectively and 

corresponding the value of outflow are Qj and Qj+1.  

 Machine learning able to learn and improve system in 

an explicit manner. Machine learning provides computer 

programs that can approach or obtain or retrieve access data 

with learning it.  

  Machine learning able with to calculate large data set. 

Artificial Intelligent system (AIS) used to train data in such 

way to improve flood forecasting system with occurring at an 

early stage development warning system   
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Fig. 4: Flow Chart for Modelling 

 

Results and Conclusion 

The Following results are obtained using ANN with machine 

learning and stochastic Method. 

 
 

Fig.5: Cumulative Storage and days 

 

 
Fig.5: Cumulative Storage and days 

 

 

 
 

Fig.7:- Flood Forecasted value of outflow for opening of gates 

 

 
 

Fig.8:- Hyetograph  

 

Flood forecasting technique organized method 

suitably based on available data and an appraisal of rating 

criteria with an inspired performance. Flood forecasting using 

real time estimation gives chances of flood value in GUI. 

Flood estimation using Machine Learning in real time can 

calculate large data instantly. Comparison between flood 
modelling by machine learning and stochastic method (i.e. 

Muskinghum method) gives machine learning is accurate, 

easy and can be applied for numbers of calculation. By using 
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the forecasted inflow, rate of inflow in reservoir can decide the 

time of operation i.e. opening and closing of gate.  
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Abstract — The paper presents the simulation of an pioneering 
and unique method of FACTS controller called Unified Power 
Flow Controller (UPFC) without transformer. Transformer-less 
Unified Power Flow Controller consist of two cascaded multi-level 
inverter, which lessen the complication and bulkiness of the circuit. 
Basically traditional UPFC controller consists of two inverters 

connected back to back. Conventional methods of UPFC involve 
complex and bulk circuit resulting in the problem for isolation of 
the transformers & achieve high power rating with desired output. 
The proposed Transformer less UPFC controller will be cost 
effective and acquire low space then the conventional UPFC. A 
multilevel cascade configuration system will reduce the harmonics 
of the system hence increases the efficiency of the model and 
reduce bulkiness. 

Keywords — Cascaded Multilevel Inverter (CMI), FACTS, SSSC, 

STATCOM, UPFC. 

I. INTRODUCTION 

Power grid is a complicated meshed network which 

is overcrowded and is subjected to serve congestions. Thus 

several issues like voltage sag, imbalance of real and 

reactive power and demand of load supply are introduced. 

To tackle these issues there is need of introducing control 

devices which control power flow as per the need. Power 

electronics based FACTS controller are used for the said 

issues [1]. UPFC is a mostly used FACTS controller which 

control selectively or concurrently the parameters of power 

systems that are line and phase voltages, current, system 

impedance and etc, which influence power flow of the 

network. UPFC is a FACTS device which combines the 
function of SSSC and STATCOM via DC link. The Fig. 1 

shows a traditional UPFC. Unified Power Flow Controller is 

a much flexible & multipurpose controller that can be used 

for following:   

a) Phase Shifting 

b) Voltage Regulation 

c) Line Impedance Compensation 

d) Oscillation Damping 

e) Simultaneously control of system parameters. 

Thus it provides a flexible controllability to 

completely control the Real and Reactive power flow over 
the transmission line. Due to the advantage of FACTS 

devices and independent control of real and reactive power, 

many researches is going on in the control, analysis and 

modeling of it [2]. 

 
Fig.1. Transformer Unified Power Flow Controller (UPFC). 

 
Though UPFC provides several advantages and 

controllability in the power system on the transmission line, 
but it suffers from several disadvantages like bulky size of 
controller since UPFC requires bulky zig-zag transformers 
which interface the controller with the high voltage 
transmission lines. Also these bulky transformers slow down 
the response of the controller to dynamic load changes. 
Along with the bulky zig-zag transformer, it also requires 48-
pulse high voltage high power inverters to obtain desired 
high quality waveforms which makes it further complicated. 
Thus the conventional UPFC has many disadvantages like a) 
Bulky size, b) expensive and uneconomical (30% – 40% of 
the cost of the system), c) High Losses and d) Prone to 
failure [3]. The various disadvantages occurring in the 
conventional UPFC can be overcome by eliminating the 
transformer from controller. The innovative transformer-less 
UPFC provides better performance over existing UPFC due 
to its advantages such as light in weight, fast dynamic 
response, better efficiency, cost effective, high reliability and 
a highly modular structure of two CMIs. 

II. SYSTEM MODELLING 

The cascade multilevel inverter (CMI) can achieve the high-

voltage level independent of using transformers, other 

semiconductor diodes, or number of coupling condensers. 

Thus to remove the transformer completely, a new 

transformer – less Unified Power Flow Controller which is 

based on an novel design of series and shunt cascaded 

multilevel inverters has been projected which is represented  

as shown in Fig. 2. 
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Fig. 2. Transformerless UPFC using CMI. 

The discussed transformer-less UPFC system has 

two CMIs which are connected in series and shunt. The 

Series Inverter is in series with transmission line and Shunt 

Inverter is connected parallel to transmission line just 
following the series CMI Inverter. Here are some features of 

the new configuration: 

a) In this model there is no need of transformer distinct to 

the existing UPFC which uses coupling back-to-back dc 

links, hence, the proposed UPFC can accomplish 

advantages like economical, light in weight and 

compact, higher efficiency and reliability, & fast 

dynamic response to fault; 

b) Shunt CMI inverter is connected following series CMI 

inverter. Also the series and shunt CMI have DC 

capacitor which supports the necessary dc voltage. 

c) The series and shunt CMIs do not share real and 
reactive power among them and floating  dc capacitors 

have been used; 
The proposed UPFC has a modular series and shunt CMI 

which provides higher flexibility in the system model and 
high reliability of operation [4]. 

III. PRINCIPLE OF OPERATION 

Phasor-diagram of the proposed UPFC is represented in the 

fig. 3. The VSO is sending end voltage and VR is receiving 

end voltage. As VSO is along the rael axis thus it makes a 
phase angle zero. The series CMI can generate a controlled 

desired voltage to obtain a new sending end voltage VS, that 

can control the P and Q of the transmission line. The active 

power of the system can be made zero by injecting a current 

through shunt CMI parallel to the voltage of CMIs at the 

sending end bus. The possibility of both series and shunt 

CMI using floating capacitors to control reactive power 

makes the transformer less UPFC a suitable device for the 

purpose. 

 

Fig. 3. Phasor diagram of the transformer-less UPFC 

 

The principle of proposed UPFC is structured in detail as 

shown from Fig. 2 and Fig. 3. The Real Power and Reactive 

Power flowing on the transmission line can be given as 

 

 

 
Where asterik (*) indicates  complex conjugate of number. 

δ0 = Phase angle of receiving end voltage VR  

δ  = Phase angle of series CMIs injected voltage VC 

XL= Transmission line equivalent impedance. 

The uncompensated real and reactive power is given as, 

 

 

The controlled real power (PC) and reactive power (QC) of 

the Transformer-less UPFC is given by, 

 

 

 

Since the amplitude and phase angle both of injected voltage 

VC of UPFC can be adjusted thus it provide a controlled 

range of (-VCVR/XL) to (+VCVR/XL) for real power (PC) as 

well as reactive Power (QC). 

The injected voltage VC from series CMI is given as, 

 

 

Where, 

 

 
where  

 

 
The new sending end voltage VS and transmission line 

current can be controlled as the injected voltage VC of  

series CMI is determined. The injected current IP from the 

Shunt CMI decouple the Current IC of series CMI from the 

line current IL. Therefore, no real power is exchange 

between series CMI and shunt CMI which makes possibility 

to use CMIs with floating capacitors as proposed in the 

transformer-less UPFC.  

Therefore, we have 
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It means series CMI current IC and Shunt CMI current IP is 

to be perpendicular to their voltages VC and VS respectively. 

 
Where 

 

 

IV. SIMULATION MODEL AND RESULTS 

 

Fig. 4.1 Simulation Model of Transformer-less UPFC 

 
Fig. 4.2 Series Converter 

 
Fig. 4.3 Shunt Converter 

 
Fig.4.4 UPFC Model 

 

Fig. 4.2 Output waveform of STATCOM 

 

Fig. 4.3 Output Waveform of SSSC 
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Fig. 4.4 Output Waveform of UPFC 

V. CONCLUSION 

The proposed transformer-less UPFC uses a new 

configuration based on two CMIs. The Proposed UPFC can 

attain the same controllability as the existing UPFC. The 

proposed UPFC have two CMIs which offers numerous 

advantages over the existing UPFC, such as elimination of 

transformer compact structure & weight, great efficiency, 

high operation dependability, economical, and fast dynamic 

response against the fault. 
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Abstract—Synthetic aperture radar is imaging radar to 

cover the wide range of earth surface with high resolution 

images. It captures images day and night in all type of weather 

conditions. The polarization data contains information, on 

scattering mechanism related to different objects. The objects 

are land, ocean, ice, snow and forest which are natural 

distributed targets. Using scattering mechanism different 

objects are categorized. Scattering mechanism is measured by 

scattering elements of the matrix. The full polarization of 

synthetic aperture radar data classifies the obtained image. 

This paper analyses the two different techniques of 

decomposition methods related to polarimetry.  These are 

linear decomposition and Pauli decomposition methods. These 

two methods are helpful for system level design and scattering 

process considerations. 

Keywords—Synthetic Aperture Radar, Polarimetry, 

resolution, Decomposition, linear, Pauli 

I. INTRODUCTION  

To detect targets efficiently advanced airborne and space 

borne Synthetic Aperture Radars (SAR) are designed. In this 

radar the two platforms that is sensor and target region both 

are in relative motion. The SAR processing unit is mounted 

on a moving system basically aircraft or space craft. The 

target is covered by single beam by the radar antenna.  The 

target area is continuously illuminated with pulses of radio 

waves, at wave lengths meters to mm. The obtained 

synthetic radar image can be classified by the full 

polarization information of the synthetic aperture radar data. 
The accessing of full polarization is the basic technique 

behind the SAR polarimetry. It is a method to obtain the 

target details which is basically based on amplitude and 

phase related information. The term full polarization refers 

to the four main channels used in quad (full) polarimetry. 

They are polarized in horizontal -horizontal (HH), 

horizontal -vertical (HV), vertical horizontal (VH) and 

vertical – vertical (VV) directions.  

The scattering mechanism gives the physical 

details of the target. The physical details of the target are 

referenced to its dielectric constant and orientation. It is 

obtained through different scattering mechanisms. The radar 

SAR sensor transmits continuously the electromagnetic 

wave towards the target. In response to incident wave the 

various echo waveforms are received by the receiving 

antenna. At several different antenna positions, the target is 

detected with coherency. The received signals which are 

called as echo signals of polarimetric SAR is 

mathematically given by equation (1). 

 
 

 

 

 

Here S is called as scattering matrix representing 

the four basic elements SHH, SHV, SVH, SVV[1]. The two 

angles namely ellipticity and orientation angle are the salient 

features. These parameters illustrate the mechanisms of 

polarization.  The two angles related to field vector are 

represented in Fig. 1.  

 

 

 
Fig. 1. Relation between ellipticity and orientation 

 

Here ψo represents the orientation and    represents 

ellipticity for the E vector of an electromagnetic wave.                                             

The properties of individual objects of the earth surface are 

characterized by their scattering nature. This is represented 

mathematically as the scattering matrix for each pixel of the 

target image. The received signal obtained by SAR sensor 

adds for criteria called resolution cell. It is basically the 

resultant criteria of many distributed targets. These targets 

are distributed in spatial manner. Every individual or target 

is represented by each different scattering type of 

mechanisms. The various scattering mechanisms involved 

are surface scattering also known as single bounce scattering. 

The other mechanisms are typically known as double 

bounce, volume and helix scattering. These are obtained by 

the natural targets and manmade targets. The physical 

property surface roughness and its materialistic property 

namely dielectric constant decide which type of scattering 

mechanisms occurs. The feature called coherent is basic 

element criteria of the scattering matrix. It means that the 

terms in off diagonal element of scattering matrix that is SHV 

and SVH are equal. Scattering matrix normally gives detail 
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idea of the working pattern of radar system, in hitting the 

particular target on the earth surface. It also describes the 

behavior of the targets on the earth surface for the feature 

called scatter. This represents the electromagnetic energy 

returned back towards the radar sensor.  

The usual dimension of the S matrix is considered as 2*2. It 

is considered for every pixel of an image. This concept is 

illustrated by the authors Fawag Ulaby and Ehsrlon Elactic 

in contribution toward their paper radar polarimetry for geo 

science applications [2]. Resolution describes the minimal 

observable spacing between two same point responses. This 

is again applied to width of one more response other than 

previous two. A weaker response among them basically 

requires larger separation for the detection of the target. 

Each resolution cell is represented by two pixels. Pixel 

spacing in SAR imagery is considered for some standard 

scale. It is normally taken as multiple or division of 100 mts. 

For ex. ERS -1 data has resolution of 28 mts. In range and 

azimuth it is delivered with 12.5 mt pixel spacing. In SAR 

image, the direction of aircraft or space craft is called 

azimuth direction. The imaging direction is called range 

direction. SAR processing involves range focusing and 

azimuth focusing. Range focusing involves de-chirping of 

received echoes. Azimuth focusing relies on Doppler 

information produced by target. The difference in dimension 

of pixel of signal related to SAR image exists to the 

resolution cell during the data acquisition. It is due to 

variation of range resolution angle. So pixel resampling is 

carried out with uniform grid [23], [24].  

 The various angle related to the target and sensor 

are categorized as shown in Fig. 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          Fig. 2. Synthetic Aperture Radar angles  

 

The slant range is the length representing the line 

connecting radar sensor and object being observed. The 

ground range is the range along the ground and target.  It is 

measured from radar nadir track. There exists a line below 

the sensor base platform is termed as nadir track. The radar 

beam which hits the target creates a look angle with the 

orientation normal to ground range. The target also creates 

an angle with the beam with its normal which is called as 

incidence angle.  

Case 1: 

If the surface is smooth  

       Look angle =incidence angle  

Case 2: 

  If the surface is having curvature  

   look angle < incidence angle  

The depression angle is measured between radar beam by 

the sensor and horizontal direction of the radar platform. 

The look is related to depression angle with the difference of 

90o minus by each other. The depression angle increases if 

the look angle decreases. The grazing angle is measured 

between horizontal surface and incident wave by the sensor 

[8], [12], [17]. 

 

SAR polarimetry provides data about polarization state 

of received signals for every resolution element or pixel. 

The behavior of the target is a mathematical representation 

which is modeled in terms of scattering matrix. This 

basically gives information of electromagnetic wave by the 

objects. Current airborne systems have an azimuth 

resolution of 1m to 0.5m. The resolution of image gives the 

separation between closest surfaces, which is basically 

resolved in the final image. The authors in [14], [16] explain 

with illustrative figures the concept of SAR resolution.  
. The recent advances in SAR polarimetry features the 

fundamentals of processing SAR data using mathematical 
model in an organized way [13], [7]. Polarimetry is the study 
of measuring and investigating the polarization pattern of 
transverse electromagnetic waves. These EM waves are also 
known as radio or light waves. Polarimetry is carried out on 
such electromagnetic waves, which are already are reflected 
or refracted or diffracted waves. These reflection or 
refraction or diffraction will occur through some material. 
This change in features will characterize the particular object.  
Depending on data acquisition method various processing 
techniques are followed [5], [6]. The processing of SAR data 
is limited to processing of intensity from  target image  
acquired. The Interferometric processing  involves intensity 
and interferometric  phase processing. In interferometry 
phase and intensity are the main parameters. The target 
image is processed using various techniques. In 
interferometry only one image is acquired featuring phase 
and intensity. In polarimetry the data acquisition is done 
using different polarization techniques.  

Polarimetric processing involves intensity and 
polarimetric phase processing. In [8], [9], [15] the authors 
illustrate the fundamental aspects of polarization. The EM 
wave orientation is discussed in detail. Polarization is 
method of alignment of electric and magnetic field. These 
fields are the elementary components of Electromagnetic 
waves. Although these two fields illustrate the 
characterization of EM waves, its behavior can be solely 
done by using the electric field. This is possible because the 
electric and magnetic field has distinct mathematical 
relationship. Hence the entire EM wave can be investigated 
only by knowing the electric field vector. The electric field is 
represented as a vector. This vector has a length which 
distinctly represents the amplitude of the electromagnetic 
wave. The vector rotation rate gives the frequency of the 
wave. The vector movement can be in different directions 
namely linear, elliptical and circular. Polarimetric 
interferometric processing involves intensity, interferometric 
and polarimetric phase processing which is a new technique. 

Target 
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The radar frequency or wavelength, polarization and 

incidence angles do affect the scattering mechanisms. If 

surface is found smooth there is no existence of 

depolarization. It implies HV or VH back scatter is not 

present. If the surface is rough there will be some 

depolarization. Hence HV or VH backscatter exists. For 

volume scattering such as forest and vegetation high 

depolarization is found. Thus one can categorize various 

objects based on the scattering mechanisms. There is 

peculiar relation exist between scattering mechanisms, 

scattering matrix and various decomposition techniques 

involved in the SAR polarimetry [10], [11]. The section II 

and III highlights the mechanisms related to decomposition 

techniques.   

II. SYNTETIC APERTURE RADAR MATRICES 

SAR image is identified with various matrices 

known as Stokes or Muller matrix or Scattering matrix 

parameters. The reflected wave from the target has different 

polarization in relation to incident wave of the radar sensor. 

The scattering matrix consists of 4 basic elements Shh, Shv, 

Svh and Svv which are complex numbers.  The response of 

the target is function of incident electromagnetic wave as 

well as back scattered polarizations. The particular 

visualization is obtained by polarization signature of the 

target. The scattering power can be determined by 4 

polarization variables HH, HV, VH and VV, the incident 

angle, elipticity angle, orientation and reflected angles. This 

variable possibly creates inconvenience in visualization. So 

backscattered polarizations are considered for two different 

techniques. The first one has similar polarization that is if 

the transmitted wave is H then received wave is also H. This 

is defined as co polarization. The second one has dissimilar 

polarization that is if transmitted wave is V then received 

wave is H. This is termed as cross polarization. It is 

considered for individual incident polarization. This is 

plotted in two surfaces called co polarization and cross 

polarization. These plots give proper visualization of 

proportion related to backscattered wave. The method 

usually called Back Scattering Alignment (BSA) is used to 

analyze polarization. When electromagnetic wave energy 

interacts with objects various scattering mechanism occurs 

with objects. Polarimetric information of given pixel is 

combination of scattering mechanisms. To interpret this 

scattering mechanism and objects properties polarimetric 

decomposition models are developed [18], [19], [20]. The 

section III describes the importance of Stokes matrix, along 

with Muller  matrix.  

III. SCATTERING AND STOKES MATRIX 

A. Sattering matrix 

The mechanism involved for the backscattering by the 
target depends on the wave polarization of incident wave. It 
may so happen that if the incident wave is horizontal the 
reflected wave may have either horizontal or vertical 
polarization. The vertical characterization of beam wave may 
be reflected by the target in vertical or horizontal directions.  
S matrix describes the backscattering properties of the target. 
The two basic component horizontal and vertical component 
forms the basis in illustrating the electromagnetic wave in 
terms of electric field. The scattering matrix being complex 

has both real and imaginary values. It is basically obtained 
from magnitude and phase measurement by the four channels 
of the polarimetric radar. To get such values normally a 
predefined calibration procedure is followed. If the 
calibration method is not followed then the four scattering 
matrix are directly measured by the relevant channels of the 
radar system. The measured scattering properties of the 
target are dependent on two parameters. These two 
parameters are nothing but the frequency and radar beam 
angle. The monostatic radar holds the reciprocity condition 
true. Here Shv and Svh are equal. Hence scattering matrix is 
called symmetrical matrix. It has only three independent 
elements. The two convention method used to describe 
electromagnetic wave is Forward scatter alignment (FSA) 
and Backward scatter alignment (BSA). In the FSA for 
incident and scattered wave the positive Z axis is in the same 
direction as the traveling of the wave.  In BSA the direction 
of Z axis normally points to the target for two waves called 
as incident and reflected wave. In both cases the Z axis 
points in same direction for incident wave and opposite 
direction for scattered wave. In monostatic radar the 
coordinate system are same for incident and reflected wave. 
So in most of the imaging radars the BSA convention is 
given preference [15]. Therefore naming convention used in 
BSA for scattering matrix is Sinclair matrix. Similarly in 
FSA the scattering matrix is termed as Jones matrix. 

B. Stokes matrix 

The polarization state of electromagnetic wave is 
illustrated by three parameters. These are orientation, 
ellipticity and So. The parameter So is related to intensity of 
the incident wave. Gabriel Stoke has illustrated the 
polarization state of the EM wave by vector called Stoke 
vector. The vector parameters are So, Q, U and V 

 

   A  

                     

 

 

  

In equation 2 the |.| represents the absolute value. The 
character * represents the complex conjugate [15]. There are 
two cases of EM wave. The EM wave may be completely 
polarized or partially polarized or completely unpolarized. 
The three stokes parameter are independent in case of 
completely polarized wave. The total power is given by  

  

 

For the partially polarized wave, the total power is more than 
the polarized power.  

  

 

The polarization of the incident and reflected wave are 
related to backscattered power of scatterer with the equation 
(5).  
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Here M represents the Stokes matrix. It is another way of 
transforming incident EM wave into backscattered wave.  
The Stokes matrix is also symmetric for reciprocity condition. 
In BSA the other version of Stokes matrix is used. It is called 
as Kennaugh matrix. 

C . Muller matrix. 

Muller matrix is mostly used in FSA convention. The various 
scatterers are distributed on the earth surface.  So there is 
particular measurement to be followed for all N independent 
values. It is basically asymmetric in nature. The total 
numbers of pixels are considered as N values. The scattering 
behavior of the Muller matrix for individual pixel in the 
obtained image is feature of polarization criteria [21], [22]. 
All the three different scattering involved are odd, even 
number of reflections and diffuse scattering. The next section 
describes the two decomposition methods in scattering 
matrix called linear and Pauli decomposition methods.  

IV. LINEAR AND PAULI DECOMPOSITIONS   

 

             The linear decomposition technique is considered as 

basic decomposition technique. Here information obtained 

from individual polarization channel is considered. The 

information obtained corresponds to cross polarized scatter. 

The three vectors are k1, k2, k3. The k1 represents the scatter 

of horizontal oriented target scattering. The second 

component is by cross polarized scatter. The third 

component is scatter of vertical oriented target scattering [3], 

[4]. The target vector for linear decomposition is given as  

 
 

 

 

 

 

 

 

Pauli decomposition uses Pauli matrices for the extension of 

scattering matrix. It is basically applied to deterministic 

targets. It consists of four scattering mechanisms. The first 

is called single scattering from plane surface. The second 

and third parameter is called diplane scattering. It is also 

called as double or even bounce scattering. Such scattering 

will occur from corners with orientation of 0o and 45o. The 

fourth element is called anti symmetric component of S 

matrix. The monostatic radar this term leads to value zero 

[7]. The Pauli vector is given by  

 

 

 

 

 

 

 

V.      DISCUSSIONS  

 

The image characterization is basically obtained by 

polarization state of the electromagnetic wave. The various 

scattering mechanisms obtained through natural distributed 

targets basically depend on wavelength, dielectric constant 

and polarization of the EM wave. The mathematical 

modeling of the target identification is carried by different 

matrices. This basically depends on the scattering alignment 

technique involved such as BSA or FSA. Why and how 

different matrices can be used for the target detection is the 

valid information depicted in this paper. Identifying the 

target vector and evaluation of the target vector for linear 

and Pauli decomposition from the SAR image is the 

contribution of this paper. 

 

The relation between ellipticity and orientation are analyzed 

using E vector analysis of electromagnetic wave. The 

component E and H are found to be orthogonal to each other. 
 

Table 1.  Comparison of target vectors in linear and Pauli decomposition 

 
 

Decompositions 

 

Target Vector Significance 

 

 

k1 

 

k2 

 

k3 

 

 

Linear 
decomposition 

 

Horizontal 
orientation 

 

Cross 
polarized 

target 

 

Vertical 
orientation 

 

 
 

Pauli 

decomposition 

 

Single 
bounce 

scattering 

 

Double 
bounce 

scattering 

 

Volume 
scattering 

 

Sphere, 
plate scatter 

 

Diplane 
scatter 

 

Dihedral  
scatter 

 

Single  

bounce 

scattering 

 

Volume 

scattering 

 

 

Double  

bounce 

scattering 

 

Table 1 depicts the parameters of target vector related to the 
decomposition technique called as linear and Pauli 
decompositions. The information in the table reflects the 
scattering property of the target distributed on the earth 
surface.  The backscattering information helps in identifying 
the target. SAR image is basically combination of energy 
present for individual image pixel. It depicts the combination 
of three images. The interpretation of polarization state 
change of the backscatter is obtained by target vector of 
these decomposition techniques. 

Fig. 3 represents the overall analysis of decomposition 

method adopted for scattering matrix of polarimetry data. 

The two methods are evaluated through image analysis 

using Python system model. 
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Fig. 3. Decomposition analysis for linear and Pauli decompositions 
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                          Fig. 4. Original Image  

      

 
                   Fig. 5. Linear Decomposition Image 

 

 
                      Fig.6. Pauli Decomposition Image 

 

The Fig. 5. and Fig. 6. represents the cross polarization 

variation.  

VI. CONCLUSION 

This paper gives basic idea regarding the BSA 

and FSA conventions. The role of different matrices is 

highlighted in evaluating the target vector. The effect of 

polarization of the electromagnetic wave is studied for 

both conventional methods. System model for each 

method is developed. The involvement of linear and Pauli 

decomposition techniques for SAR polarimetry are 

realized. The target vector depicts the scattering property 

of the backscattering nature of the distributed targets.   
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Abstract— Cloud computing is one of the most prominent 

technology due to flexibility in distributing the resources. This 

technology enables the user to pay as per their requirement. In 

cloud computing virtualization is an essential technology. 

Reducing the load imbalance level across virtual machines in 

virtualized environment is of significant interest among 

researchers. In order to deal with the load balancing problem 

virtual machine migration is one of the popular technique being 

applicable. In this paper, we have devised a load balancing  

mechanism based on virtual machine migration for not only  

minimizes the load imbalance level but also utilizes the energy 

efficiently. 

Keywords— virtual machine; load imbalance level; virtual 

machine consolidation; energy usage 

I.  INTRODUCTION 

Cloud computing is a modern computing model which has 

achieved the popularity for providing and managing services 

like software and applications online. Cloud-based services 

are basically on-demand, scalable, device independent and 

reliable [1,2]. Virtualization is an essential concept provided 

by cloud computing. It can control and share the available 

resources over the datacenters [3]. With the help of 

virtualization, we can create multiple operating systems like 

virtual machines and share the resources among these 

operating system. A virtual machine can be visualized as a 

software implementation in which an operating system can be 

installed. In other words a virtual machine work as a complete 

operating system. In the cloud, multiple numbers of virtual 

machines can run in a single physical machine by sharing its 

resources. Virtual machine placement is a process in which a 

physical machine is selected to host for a virtual machine with 

fulfilling all the requirements of the virtual machine. Virtual 

machine migration is an operation in which a virtual machine 

is a transfer from one host to another host according to its 

requirements.  

 

Fig. 1 Cloud System Architecture 

In cloud datacenters load imbalance has always been a 

research subject. The result of load imbalance always leading 

to performance degradation, SLA violation, etc. To reduce this 

performance degradation, SLA violation the load balancing 

needs to be achieved not only across the virtual machines but 

also within the available host. 
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The cloud system can be represented as a three-layer 

architecture as shown in fig.1. According to the above figure 

the applications exist in the upper layer which is submitted by 

the user. The multiple numbers of the applications installed 

onto the virtual machines by the application scheduler. In the 

next layer, the virtual machines need to be scheduled in the 

physical machines with the help of virtual machine scheduler. 

In cloud the load can be possible at application level as well as 

virtual machine level. 

In order achieve the load balancing at the host level there are 

many scheduling schemes are present. Virtual machine 

migration one of the popular technique in this direction 

[4,5,6]. Virtual machine migration is a technique in which a 

virtual machine is selected to transfer from one host to another 

host. In this paper, we have proposed a load balancing 

approach using virtual machine migration technique to 

achieving energy efficiently. 

The next section provides a brief information about the related 

literature currently present. In Section 3 the proposed load 

balancing scheme is described. Section 4 highlights the 

experimental environment and obtained experimental results. 

Finally, the last section discusses the concluding remarks and 

future directions respectively. 

II. RELATED LITERATURE 

 

In cloud computing environment load imbalance is a well 

know problem. There are different types of approaches are 

available to deal with this load balancing  problem. Virtual 

machine migration one of the popular technique in this 

direction. In this section we are going to discuss some 

migration based load balancing approaches proposed by 

different authors. 

Zhu et al. [7] provide a heuristic based mechanism using only 

the CPU load to solve a dynamic virtual machine 

consolidation problem. For the evaluation, this technique uses 

historical data. In this technique, the overloaded host has 

decided by using 85% as an upper threshold value. If the CPU 

load of the host exceeds the above upper threshold value then 

that host is selected as overloaded host. Similarly, the lightly 

loaded host has decided by using 50% as a lower threshold 

value. If there is a host with the CPU load below the lower 

threshold value then that host selected as lightly loaded host. 

This static threshold heuristic doesn’t lead to any workload 

changes as they are not acceptable for the system with the 

dynamic workload. 

Beloglazov et al. [8] provide a consolidation approach which 

determines two types of threshold values to detect the 

overloaded and underloaded hosts. Like the previous 

technique, this technique also uses only the CPU load for the 

evaluation. The upper threshold value has decided using three 

types of policies that are MAD (median absolute deviation), 

local regression(LR) and interquartile range (IQR). If there is 

host having CPU load exceed the upper threshold value then 

that host is selected as overloaded host. After the completion 

of overloaded host detection , this technique selects the virtual 

machine from the overloaded host for the migration process to 

balance the load. For the virtual machine selection, this 

approach used three types of techniques that are 

MMT(Minimum migration time), Random choice policy(RC) 

and the maximum correlation(MC) policy. This approach 

provides a good result for energy consumption and SLA 

violation. In this approach, the author uses historical data. 

 TABLE 1 COMPARATIVE STUDY OF RELATED LITERATURE 

Sing et al. [9]  proposed a load balancing algorithm to manage 

the hierarchical and multi-dimensional resource constraint 

called vector dot. In this approach, the multi-dimensional 

resource demands are represented by the vectors. Such as the 

threshold vector of the node u is represented as 

PathThresholdVec(u). sItemPathLoadFracVec(u) captures the 

resource demand of virtual item on each node along u’s flow 

path. PathLoadFracVec(u) represent each node’s resource 

usage fraction along the path. For the virtual machine 

migration process, this technique evaluates the dot product of 

ItemFracLoadVec(u) and PathLoadFracVec(u). To reduce the 

highly loaded physical machines, this approach migrates the 

virtual machine from the overloaded host to the hostwhich has 

the lowest dot product of ItemFracLoadVec(u) and 

PathLoadFracVec(u). 

Wood et al. [10] design a system named sandpiper for hotspot 

detection and virtual machine migration. This approach also 

provides new scheduling of virtual machines and physical 

machines. This technique takes the CPU, network, and 

memory into the account. This approach predicts the load of 

the physical machines and compares it with the threshold 

value. If the load of the physical machine exceeds the 

threshold value then that host selected as overloaded host. In 

this approach, a volume is evaluated by multiplying the CPU, 

memory, and network to capture the multi-dimensional load. 

This volume represents the degree of a load of each physical 

Algorithm 

Dominant Characteristics 

Resource 

type 
Citation 

VM 

Allocation 

Dynamicity 

Zhu et al. Single 147 Dynamic 

Beloglazov et al. Single 1183 Dynamic 

Sing et al. Multiple 440 Dynamic 

Wood et al. Multiple 345 Dynamic 
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machine. After the overloaded detection, this approach 

proceeds for the virtual machine migration process. For the 

virtual machine migration, this approach calculates a 

VSR(Volume-to-Size Ratio) for each virtual machine, where 

size is the memory footprint of the virtual machine. The 

virtual machine with the highest VSR is selected from the 

physical machine having the highest volume for the migration 

process. 

We have analyzed the surveyed literature in many aspects and 

provided a comparative study among the considered literature, 

as illustrated in table 1. 

 

III. PROPOSED WORKING MODEL 

 

The virtualized environment can be thought of virtual 

machines deployed over physical hosts in order to perform 

numerous computational tasks provided by various users. The 

said process of computation may result in uneven distribution 

of load across virtual machine and hence requires deployment 

of virtual machine consolidation schemes for achieving load 

balancing at virtual machine level. In this context, we have 

proposed a virtual machine consolidation scheme as given in 

algorithm 1 with an objective of not only minimizing the load 

imbalance level but also using energy efficiently. 

 

Input: vmList and hostList 

Output: Virtual machine consolidation for load balancing 

 

Algorithm 1: Energy aware load balancing 

 

1: Let total_ld = sum of load of all host 

2: Let total_host = number of available hosts 

3: Let avg_ld = total_ld/total_host 

4: Store the host in lower_host_list having total_host_load  

 <= avg_ld 

5: Store the host in higher_host_list having  total_host_load 

  > avg_ld 

6: Let vm_cnt = sum of vms mapped the host in 

 higher_host_list 

7: Calculate the curr_thr=100/vm_cnt 

8: Let vm_ltt = virtual machine with lowest transfer time 

 within lower_host_list 

9: Repeat 

10:  for each host in higher_host_list 

11:   if  avg_host_load > curr_thr  then 

12:   migrate the current vm_ltt to the considered host 

13:  for each host in lower_host_list 

14:   if total_host_load < 10 

15:   poweroff the considered host 

16: until the load among hosts in higher_host_list is balanced 

 

The  control flow of the proposed virtual machine 

consolidation scheme is shown in figure 2. In our proposed 

model, in the 1st stage we have planned to detect the lower 

loaded host by determining the average load among the 

available host. In case, the host having the load lower than the 

average load then that host will consider as underloaded host. 

In this situation, we are going to migrate all of the virtual 

machines from the underloaded host to non-underloaded hosts 

and keep all the underloaded host in sleep mode. In the next 

stage, we have selected a virtual machine from that 

underloaded host for the migration process using LTT (lowest 

transfer time) method. We have detected the higher-loaded 

hosts in 3rd stage by applying a current threshold value among 

the non-lower loaded hosts. Finally, in order to place those 

migrated virtual machines from the underloaded we have 

selected the destination host in the last stage. 

 

 
Fig. 2 Proposed Working Model 

 

The proposed load balancing model takes virtual machine 

consolidation into consideration. Initially, it identifies the 

hosts with higher loaded as well as lower loaded hosts. 

Further, it selects appropriate virtual machines from lower 

loaded hosts and consolidates those virtual machines in the 

higher loaded ones. This approach looks for achieving load 

balancing within higher loaded hosts by intelligently 

consolidating virtual machines among them. The following 

sections explain the proposed model  in detail. 

 

A.  Lowerloaded / Higherloaded Host Detection 

In this work, we have used an average load to detect the lower 

loaded and higher loaded host by making use of only the CPU 

load. The average load can be defined as below, 

 

avg_ld = total_ld/total_host       (1) 

 

where avg_ld: average load of the available host. 

total_ld: total load of the available host 

total_host: the number of available host. 
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If the CPU load of a host is lower than the average load then 

that host is considered as lower loaded host and if there is a 

host having a load greater than this average load value then 

that host is considered as higher loaded host. In this situation, 

we are going to migrate all of its virtual machines from lower 

loaded hosts and keep them in sleep mode. 

 

B.  Virtual Machine Selection 

Once the lower loaded host has been successfully decided for 

the migration, we will proceed to identify the virtual machine 

for the migration process. In order to select the virtual 

machine we have used the lowest transfer time(LTT) method. 

In this method, the virtual having that takes the lowest time to 

migrate will select for the migration process. 

 

C.  Destination Host Selection 

After identifying the lower and higher loaded host and 

selecting the virtual machine from the lower loaded host for 

the migration process, we will move to select the destination 

hosts to place the migrated virtual machines from the lower 

loaded hosts. In order to identify the destination host to place 

the migrated virtual machines we are going to select the host 

having lowest CPU usage in higher loaded host. We have used 

a current threshold value to identify the destination host from 

higher loaded hosts [11,12]. 

This current threshold value can be determined as, 

 

curr_thr = 100/vm_cnt                                            (2) 

 

where curr_thr: current threshold value 

vm_cnt: total number of virtual machines available in all the   

 higherloaded hosts. 

 

The host having CPU load lower than the current threshold 

value will be selected as the destination host to receive the 

migrated virtual machine from the lowerloaded hosts 

accordingly. 

IV. EXPERIMENTAL EVALUATION 

 

A.  Experimental Parameters 

For comparing the proposed model, we have taken 
Load_Imbalance_Level and Energy_Usage_Sum into 
consideration. The foremost parameter signifies the level of 
imbalance in-between the loads assigned to the available 
virtual machines, whereas the other parameter represents the 
total energy consumed by the available hosts in the cloud 
environment. 

              (3) 

where vmloadi represents the load present in the ith virtual 

machine.  
 

Further, the Energy_Usage_Sum can be defined as, 

                              (4) 

where hostengj represents the total energy used by the jth 
physical host. 

 

B. Experimental Environment and Results 

We have used Cloudsim simulation environment [12] for 

implementing and validating the proposed virtual machine 

placement framework. The simulation environment is realized 

over Lenovo thinkstation with 4 GHZ processor, 8 GB of 

RAM and Ubuntu 18.04 operating system. For conducting the 

experiment, we have varied the number of hosts in the range 

of 2 to 20 with an interval of 2 over 10 datacenters. Further, 

we have considered different number of virtual machines over 

the range of 4 to 40 with a gap of 4 being mapped to the 

mentioned hosts and these virtual machines executes cloudlets 

over them. We have assumed that the hosts, virtual machines 

are homogeneous in nature. In this we have extended the 

existing VmAllocationPolicy() class of Cloudsim for 

implementing the proposed scheme. Further, we have 

computed the Energy_Usage_Sum and 

Load_Imbalance_Level upon observing lower level of 

variations among the loads over the virtual machine. We have 

used the said parameters to compare the proposed model with 

existing approaches. 
 

After running the simulation, we have identified that, in terms 
of the Load_Imbalance_Level the proposed scheme 
outperforms the existing approach in most of the cases as 
shown in figure 3. 

 

 

Fig. 3  Comparison based on Load_Imbalance_Level 
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The graph shown in figure 3 clearly mentions that apart from 

few iterations, the load_imbalance_level obtained in case of 

proposed model is less than the existing model. Hence, our 

proposed model provides a better load balance as compared 

with the existing model. 
 

 
 

 

Fig. 4  Comparison based on Energy_Usage_Sum 

 
 

Further, after comparing the proposed scheme in terms 

Energy_Usage_Sum with the existing model, we have also 

identified that the proposed consolidation scheme makes use 

of energy efficiently by suitably powering off the lower loaded 

physical hosts. It clearly visible in figure 4 that the energy 

usage in our proposed model is much lower than the existing 

model. Hence, our proposed model make use of the energy 

more efficiently as compared with the existing one. 
 

 

V. CONCLUSION 

 

In virtualized environment load balancing is a significant 

issue.  In order to deal with this problem virtual machine 

migration is one of the popular technique to achieve load 

balancing. In our work we have proposed a migration based 

load balancing approach for the underloaded hosts. We have 

also compare our proposed approach with the existing 

technique by using the parameter load imbalance level and 

energy usage. After the comparison finally we conclude that 

our proposed approach provide less load imbalance than the 

existing approach and also the energy consumption of the 

proposed model is lower than the existing model. In future, 

our plan is to in-corporate multiple load parameters into the 

proposed consolidation scheme.  
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Abstract—In this paper,  a  design methodology for carrying
out all the steps involved in a typical analog design flow, using
free or  open source electronic design automation [EDA] tools is
proposed.  Implementation of  a  three  stage  CMOS operational
amplifier  is  chosen  for  demonstration.  gEDA-gschem  tool  is
utilized  for  schematic  capture  and  SPICE  net  list  generation.
Electric-VLSI  is  a  state  of  the art  EDA tool  which is  used for
laying  out  the  op-amp,  design  rule  checking  [DRC],  verifying
layout versus schematic [LVS] and generating parasitic extracted
SPICE net list.  The SPICE net list are simulated with the help of
versatile, electronics and electric circuit simulator,  Ngspice.  The
scripting language provided by  Ngspice is  used for performing
corner analysis and Monte-Carlo simulations. Simulation results
reveal that the designed operational amplifier meets the desired
specifications.  Corner and Monte-Carlo analysis  show that  the
op-amp is robust against process variations and mismatch.

Keywords—CMOS op-amp; open source or  Free EDA tools;
Ng-spice; Electric-VLSI; gEDA-gschem.

I.  INTRODUCTION 

Analog  electronics  circuit  design  and  verification  heavily
depend on Electronic Design Automation tools. The accuracy
of  the  circuit  simulation  relies  on  how  nonidealities  and
process variations are handled by EDA tools and model files.
Unlike the digital circuits, the yield of analog circuits is poor.
As  technology  is  shrinking  day  by  day,  modeling  and
simulation  are  becoming  extremely  challenging.  Cadence,
Synopsis  and  Mentor  graphics  are  the  industries  which  are
currently ruling EDA market. They charge millions of dollar
for licensing and support which have to be paid periodically.
For small scale industries, it is uneconomical and they can not
afford.  For academic  institutions and research  organizations,
though  above  mentioned  industries  provide  EDA tools  at  a
concessional rate, still it is considered as costly, especially in
developing countries. In this regard, open source and free EDA
tools are becoming more and more popular. These tools can do
almost all the tasks which are done by proprietary tools but
they  lack  fancy  graphic  user  interface  [GUI]  and  hand-hold
approach,  hence  user  must have  a fair  knowledge in analog
design flow to use them. In the present paper, an effort is made
to  introduce  open  source/Free  EDA  tools  starting  from
schematic, layout, post-layout simulations to statistical analysis
considering  integrated  CMOS  operational  amplifier  as  an
example. 

For  undergraduate  first  and  second  year  students,  circuit
schematic  entry,  net  list  creation  and  simulation  tools  are
enough  to  understand  and  appreciate  the  concepts  of  basic
circuit  analysis  and  design.  Instead  of  purchasing  expensive
PSPICE tool,  a  combination  of  schematic  capture  gEDA-
gschem and  Ngspice can  be  very  effective  in  teaching  and
learning process.  For higher semesters  of undergraduate  and
post-graduation students can make use of Electric-VLSI along
with  Ngspice for  the  study  and  practice  of  analog  circuits.
These two tools can eliminate the need of costly softwares like
Cadence Spectre and  Virtuoso. One more added advantage is
that the students will understand all the intermediate steps of
circuit design.  Even research scholars pursuing Ph. D program
can efficiently use the above mentioned softwares for deeper
analysis and design of integrated circuits.  Ngspice has many
builtin  functions  and  scripting  language,  so  that  all  the
complicated  analysis  like  corner  analysis,  Monte-Carlo
statistical analysis can be conducted. Electric-VLSI comes with
free MOSIS process design kit [PDK] which is very useful for
layout.

Operational  amplifiers  [Op-amp]  are  the  most  common
functional blocks found in any analog circuits, so performance
metrics of Op-amp are critical. Many typologies like two stage,
folded cascode, telescopic cascode, gain-boosted etc.[1-3]  are
available  for  implementing  an  Op-amp,  depending  on
specifications and applications. Two stage Op-amp along with
output buffer is the most basic and famous topology which van
offer high gain and can drive capacitive loads. In the proposed
paper,  the  design  and  verification  of  a  two  stage  Op-amp
followed  by  a  source  follower  is  presented.  The  paper  is
structured as follows. Section II describes the implementation
of CMOS Op-amp. Simulation results and discussion are given
in Section III. Conclusion is drawn in last section. 

II. IMPLEMENTATION OF OP-AMP USING FREE OR OPEN SOURCE

EDA TOOLS

Fig. 1 shows the typical analog design flow. It can be divided
into two phases,  one is  the circuit  level  deign  and  other  is
physical level design [4]. In the first phase, design is validated
at  transistors  level.  Schematic  capture,  net  list  creation  and
SPICE  simulation  tools  are  required.  If  design  meets  the
specifications, it will move to second phase else circuit has to
be tweaked. In the second phase actual physical aspects of the 
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circuit  on the chip is  laid out and parasitic  capacitance and
resistance are extracted. Now again the function of the circuit
in  the  presence  of  above  mentioned  parasitic  elements  is
tested.  The  design  flow  is  repeated  till  it  meets  the
specifications.  When it passes the test, the design is sent  to
fabrication  in  a  prescribed  file  format.  In  this  section,  how
each  block  can  be  implemented  using  open  source  or  free
EDA tool is elaborated.

A. Design of op-amp

First  stage  of  op-amp  is  a  differential  amplifier  which
amplifies the only difference between the voltages at its inputs
and rejects the common voltage. The second stage is a common
source stage which further amplifies the signal received from
differential amplifier. Last stage is a source follower which is a
class A power amplifier, offers low output resistance. Fig. 2
shows the circuit diagram of op-amp and it is designed for the
following specifications [5].

1. Slew rate=0.5 V/µs

2. Open loop gain > 60 dB

3. Phase Margin > 60°

4. Load capacitance=5 pF

5. Common mode rejection ratio [CMRR] > 45 dB

6. Power dissipation > 25 µW

Table I shows the W/L ratio of all the MOSFETs of op-
amp.

B. gEDA-gschem

The schematic diagram of the designed op-amp was drawn
using  gEDA-gschem.  gEDA-gschem  is  a  part  of  General
Public  Licensed  electronic  design  automation  suite.  This  is
used for electrical and electronic circuit schematic capture and
producing SPICE net list [6]. It facilitates all SPICE modules,
circuit hierarchy and custom symbol creation. Fig. 3 shows the
screenshot of gEDA-gschem tool. ‘gnetlist’ command is used
to  generate  SPICE  net  list  from  schematic  circuit.  The
produced SPICE code is ready for the simulation. 

TABLE I. TRANSISTORS SIZE

Transistor W/L 

M1 40
M2 40
M3 64
M4 64
M5 16
M6 352
M7 44
M8 10
M9 80
M10 16

C. Ngspice

Ngspice  was  used  for  simulating  the  designed  op-amp.
Ngspice is a mixed signal circuit simulator. It is derived from
three open source software packages: Spice3f5, Cider1b1 and
Xspice [7]. It handles the following circuit elements: integrated

Fig. 1 A typical analog design flow
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and discrete resistors, capacitors and inductors, all types of
diodes,  BJTs,  JFETs,  MOSFETs,  MESFETS,  controlled
sources,  independent  sources  and  many more.  All  the  latest
MOSFET  device  models  like  level-1  to  level-4,  Berkeley
Short-channel IGFET Model [BSIM] 1 to 4 are supported by
Ngspice. We can perform all the basic circuit analyses as listed
below.

 Operating point analysis 

 DC sweep 

 Frequency response [phase and gain]

 Pole-zero analysis

 DC or small signal sensitivity analysis

 Transfer function analysis

 Transient analysis

 Noise and distortion analysis

Ngspice comes with NUTMEG scripting language which is
very useful in plotting and saving the result data and writing
the  code  for  complicated  circuit  analysis  like  statistical
analysis.

D. Electric-VLSI

The  layout  and  parasitic  extraction  of  the  op-amp  was
carried  out  using  Electric-VLSI tool.  It  is  a  state  of  the  art
computer aided design system for VLSI circuit design. Electric
can design any type of electronic and electric components and
has the capability of facilitating layout,  schematics,  artwork,
and architectural specifications. Along with Ngspice, it can 

offer a complete analog design flow from design to fabrication.
The salient features of Electric-VLSI are given below [8].

 It has built-in process design kits for different MOSIS
technologies.

 Schematic capture

 Custom layout

 Design Rule Check and Electric rule check

 Parasitic extraction

 Layout versus Schematic verification

 It can generate net list for different SPICE engines

 Silicon compiler, placement and routing

 It can export the design to different formats required
by the Fabrication units.

III. RESULTS AND DISCUSSION

BSIM3v3 model [9] was used for modeling the transistors
used in the op-amp circuit. First, stability of the op-amp was
investigated by determining loop gain and phase margin [9].
The  op-amp  exhibited  a  loop  gain  of  60  dB  with  a  phase
margin of 700 as shown in Fig. 4. To determine the slew rate
performance of the op-amp, a pulse voltage of 0.65 V with 1 µs
rise  and  fall  time  was  applied  to  it  in  voltage  follower
configuration. The op-amp displayed a slew rate of 0.4 V/µs as
shown in Fig. 5. The common mode rejection ratio [CMRR]
response of op-amp is shown in Fig. 6. The measured CMRR
value was 85 dB. 

Ngspice and NUTMEG [7,11] have many built-in functions,
a  few  of  them  are  listed  in  Table  II.  They  are  handy  in
performing statistical analysis and corner analysis.  NUTMEG
scripting  language  supports  conditional  statement  ‘if-else’,
loop  statements  ‘while’  and  ‘for’.  We  can  run  several
simulation loops and change device model parameters with the
help of ‘alter’ or ‘altermod’ commands. Corner analysis is one,
which reveals the circuit behavior at different extreme process
corners. Using the script, circuit can be analyzed with different
process  and  model  parameter  values.  Fig.  7  shows transient
response of the op-amp for different process corners. It shows

Fig. 3 Snapshot of gEDA-gschem

Fig. 2 Schematic diagram of the CMOS op-amp
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that  op-amp  does  not  deviate  much  from  nominal  for  all
process corners. 

TABLE II. A FEW BUILT-IN FUNCTIONS OF NGSPICE

Function Notes

Gauss(nom, rvar, sigma) Gaussian
distribution with mean 0 and

standard deviation rvar
divided by sigma

agauss(nom, avar, sigma) Gaussian
distribution with mean 0 and

standard deviation avar
(absolute), divided by sigma

unif(nom, rvar) Relative variation 
uniformly distributed between +/-

rvar

Corner analysis determines the circuit behavior only at extreme
process  variation  values  where  as  local  variations  and
mismatch  are  not  considered.  Monte-Carlo  simulation  is  a
statistical  analysis  in  which  process  parameters  are  varied
randomly assuming a distribution model (Gaussian) and also
mismatch is considered among the components belong to same
category [12]. Ngspice also provides many statistical functions,
from which Monte-Carlo simulation can be run on the circuit
with  the  help  of  scripting  language.  Table  III  shows a  few
statistical functions of Ngspice [6].

TABLE III. STATISTICAL FUNCTIONS OF NGSPICE

Function Notes

rnd(vector) A vector with each
component a random integer

between 0
and the absolute value of the
input vector’s corresponding

integer element value.

sgauss(vector) Returns a vector of random
numbers drawn from a

Gaussian distribution (real
value, mean = 0,standard)

deviation = 1). 

The loop gain and phase response of designed op-amp under
process variation and mismatch were tested using Monte-Carlo
simulation [12]. The loop gain and phase margin of the op-amp
for  different  samples  are  plotted  in  Fig.  8  and  Fig.  9
respectively. It can be seen that the mean value of loop gain
and  phase  margin  matches  with  the  nominal  values.  This
proves the designed op-amp is robust. The layout of op-amp
using Electric-VLSI is shown in Fig. 10. Op-amp occupies an
area  of  85  µm  ×  168 µm on the chip.  Table  IV shows the
comparison  between  the  desired  and  obtained  performance
values of the op-amp.

TABLE IV. PERFORMANCE SUMMARY

Parameters Desired Achieved

Loop Gain 60dB 60dB

Phase Margin 600 700

Slew rate 0.5V/µs 0.4V/µs

CMRR >45dB 85dB

Fig. 4 Loop gain and phase response of the op-amp
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IV.

CONCLUSION

In the present work the entire analog design flow starting
from schematic to post layout simulation and verification have
been  carried  out  using  free  or  open  source  EDA  tool
considering integrated CMOS op-amp as an example. Ngspice
and  Electric-VLSI EDA tools have been used for  simulation
and laying out op-amp. The op-amp has been designed for a set
of specifications and after post layout simulation the results are
matched with the desired response. Corner analysis and Monte
Carlo simulations have shown the designed op-amp is robust.

Fig. 6  CMRR Response of the op-amp

Fig. 7. Corner analysis-Transient response

Fig. 8 Monte-Carlo simulation result [loop gain variation]

Fig. 9 Monte-Carlo simulation result [loop phase variation]

Fig. 10 Layout of the op-amp
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Abstract— The mechanism which involves evaluating design 
performance is known as Testing. The power dissipation for the 
circuit in evaluating process is more when compare to standard 
operation of the circuit. For constricting the power dissipation in 
testing form delay fault testing method is used in the proposed 
design. In the proposed design scan architecture with self-healing 
technique is introduced to enhance the fault coverage. It will be 
going to sort out number of scan flip flops into uniform group. 
This paper adds self-healing procedure of scan design that is 
functioned among two phase clocks for vital scan cell test 
procedure and faulty scan cell test procedure to pseudorandom 
pattern generation and deterministic BIST application to 
increase the fault coverage. 

Keywords— Scan Architecture, Deterministic BIST, LFSR, 
Pattern Generation, PRPG, CUT. 

I.INTRODUCTION 
 
The space at functional power along with test power 

dissipation is enlarging swiftly. The particulars to impart 
sufficient explicit power model would be getting within [9] 
and [17]. Ahead to, explained from Scan based Built in self 
test (BIST) power consumption is more when differentiated to 
Deterministic scan testing ascribable to extravagant activating 
actions originated with random patterns. A weighted 
pseudorandom test pattern generation and deterministic BIST 
using reseeding technique to give the low power consumption 
by disabling the scan chain weight signals while it is executing 
other application [18]. 
 The procedures introduced in [13], [10], [12] are 
aimed to reduce functioning between different blocks during 
scan shift cycles, which has the test generation of allowing  
directing itself  to their parameters. Weighted Pseudorandom 
testing schemes of [10], [5], [2], and [7] can effectually raise 
the fault coverage. Yet, which methods are usually resulting in 
more power consumption with persistent passage at the scan 
flip-flops in more instances [14].  
 A DFT method for launch on shift testing[12], [15] 
,[16] , It was make sure that combinational circuit logic 
residues not disturbed among the interleaved capture phases, 
which was done using computer aided design tools have more 
search ability for reducing capture switching between scan flip 
flops.  The stipulated operation went by test pattern ordering 
[20]. 

As from [13], PRESTO (preselected toggling generator) 
design which produces binary sequences using preselected 
toggling activity. The register which is of toggle controlled 
supervises the hold latches. It has data incorporates zeros and 
ones; here ones stipulate latches would go to the toggle action, 
hence recognizable for data attaining from the PRPG. Their 
portion finds a scan functioning format. Besides that two 
parameters put in 4-bit Hold along with Toggle registers to 
encapsulate how will extend whole PRESTO rest each of two 
in hold mode or toggle mode, respectively. To close either 
mode, a 1 must yield as T flip flop input. Toggle mode: 
defines data transferring from PRPG to Phase Shifter. Hold 
technique: It will encapsulate and reserve measure of clock 
cycles and equal piece of PRPG giving the phase Shifter with 
in regards to a eternal value. In absolute operational version of 
PRESTO , toggle and hold signals are sustain through T_ flip 
flop which organizes the switching activity, Test data can be 
done in the design with LBIST( low power built in self test).In 
which ATPG form of embedded test compression scheme was 
involved. In this, a pseudorandom pattern generator cascaded 
with phase shifter which feeds scan chain to form the test 
pattern. Scan forest design was arranged as individual scan 
tree it has in deterministic test vector phase. The prototype 
narrates the scan adopted BIST design for two phase BIST 
method. Scan forest model will be in active for pseudorandom 
testing in initial moment. This procedure was heavily 
diminishing the size of the Phase shifter contrasted with the 
several scan chain architecture, here individual stage of the 
Phase shifter directs a scan chain. It leads to area overhead 
caused by the phase shifter can be diminished significantly. 
The test response compactor was an included XOR gate 
network.[8]. 

As referred from [6], this tells us that test file 
compression model among hybrid approach and external 
testing. The designs shows that it has three assessed weights 
are involved. In reference to the design these signals 0, 1, U 
are applied to scan element to its represented weight. Here U 
shows that register takes value of 0 or 1. This Comparision 
does with three levels, i.e unique part differentiation; each 
weight set differentiation; and expanded set coalition. 
 In the extended block diagram of paper Scan 
Architecture is added to acquire high fault coverage in 
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pseudorandom pattern generation and Deterministic BIST 
approach. The Pseudorandom patterns Generation using clock 
enabling technique is done, Moreover in Deterministic BIST 
technique will be concealed deterministic patterns are 
generated. The scan Architecture will be allowing more scan 
chains to test the pattern generated in PRPG (Pseudorandom 
Pattern Generation) with respect to CUT (Circuit under Test). 
 

II.BASIC ARCHITECTURE 

The basic Architecture for existing design i.e 
weighted pseudorandom pattern generation and deterministic 
BIST is shown in Fig.1.The block diagram which is shown in 
Fig.1.[18]. is architecture for generation of test patterns 
randomly using weight enable signals and which enables the 
circuit under test (CUT) to test in Deterministic BIST case. 
This block diagram validate with scan chain testing. The 
weights w0, w1, w2..... And wk are disbursed among the 
weighted scan enable signals SE1, SE2, SE3………and SEk 
successively. And the values for weight signal w0, w1, w2......., 
wk belongs to {0.5, 0.625, 0.75, 0.875}. Persistent values were 
instantiated by randomizing the output flip flops alongside its 
position will be explained by dispersing other scan chains. 
Drained size of sub circuits of discrete scan chain is incited by 
cutting the entire circuit into sub parts. 

 

 
Fig.1. Weighted pseudorandom test pattern generation and deterministic 

BIST[18]. 

 
Where in degraded sub circuit total weight signals 

were selected. The Testability gain function determines the 
selection of weight signals. This is shown below: 

      

     �(�) = ∑ |����(�)�����(�)|

��(�)�/�  

   
Here, l/i =stuck at i fault at line i. ‘f ‘ represents set of 

random pattern resistant fault , which accord to segregation of 
faults which has chance of finding is close to multiple times 
than thick fault. We aimed to moderate the testability gain 
function. 

A Scan chain has weighted test enable signals which 
are shown in Fig2.[18]. In the figure test signal is test enable 
signal, SCin, SCo are Scan in and Scan out signals. Where 
every D flip flop is selected between Scan chain input and 
Pseudo primary inputs. Where it is known that each PI have a 
0.5 Probability, and the observability calculation of the pseudo 
primary outputs PO’s are declared to l/n. Then the 
Controllability is. 
 

 
  Fig.2. Scan chain with Test enables signals. 
 
 
Co’ (PIi) = P. Co1’ (xi-1) + (1-P). Co1’ (POi)  (1) 
 
The Observability of POi (PO) can be determined as shown 
below: 
 
 
O’ (PIi) = (1-P) .O’ (xi)    (2) 
O’ (xi) = 1-(1-O’(yi)) . ( 1-O’(PIi))   (3) 
O’(yi-1) = P. O’(xi)    (4) 
 

From equation (1),(2) and(3) p is the chosen weight 
test enable control, x, y are nodes. Initially the observability 
coverage of scan out connection will be settled to 1. Yet to test 
response compactor was intended to course with yield of scan 
chain by attaching the output chain with XOR gates by 
perceptive we need to discover zero associating with least 
system evaluation. The controllability along with 
Observability measures help to calculate the PI’s and PO’s. A 
few iterations are covered to measurement of total nodes 
present in the benchmark circuits for more coverage. 
 The PI controllability for ith iteration of scan flip flop 
is initially set to 0.5 and it has the Observability measurement 
of the PO is 1/d, where d represents length of the scan chain. It 
is observed that testing measurement of completely connected 
nodes become steady after few iterations of testability measure 
method. 
 As it is the design of weighted test enable signals 
separate sets of weights are charge with respect to the test 
enable control signals. The loads to the design are scan chain 
set, which are cleaved to sub circuits {SC0,SC1,.....SCk-1}, 
given technique generates k degraded sub circuit formats .To 
keep down the gain function in the parent method selects the 
weights respective to initial scan chain. In order to keep down 
the cost function by specifying next to best among weight 
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signals, where in second scan chain a weight enable signal 
port will be chosen. Here in state it states that no weight is 
initialized for one of the scan chains, through returning the 
approach was conveyed their test enable control to the similar 
response as one of the value in standard test per scan BIST 
scan chains. The evaluation will be continued till the 
approximate weights should have to be chosen to every test 
enable signal of scan chains provided. Steps enclosed within 
existing method. 
 
 
1.  Primitive Polynomial Selection: 

 
The given method includes single LFSR (Linear 

Feedback Shift Register) consideration to both pseudorandom 
pattern generation and deterministic states. The procedure 
gives a modern technique to choose the bits of LFSR and to 
fix the amount of extra variables to be injected. This will be 
done to diminish the quantity of deterministic test data. An 
effectively modeled phase shifter is sufficient for a minimum 
size of LFSR designed by primitive polynomial. In 
pseudorandom testing state a combined design of LFSR along 
with Phase shifter is retained to lend the test patterns. 
Weighted pseudorandom test patterns are generated from 
weighted test enable signal. 

The amount of care bit length which does not give 
the maximum size of the LFSR, for every deterministic vector 
the same LFSR while doing both the phases. For encoding 
some deterministic test vectors having compute size of care 
bits, the seed which is kept in the LFSR and inserted control 
actions were added. It is not needed to provide length of an 
LFSR which is identical to extreme amount of care bits. At 
that time, pseudorandom testing state was extended moreover 
it is needed that effectively intended LFSR was utilized to 
initiate coded deterministic test vectors. Algorithm 2 referred 
to[18] , a procedure is explained  to choose  primitive 
polynomial that has  least degree which is enhanced for the 
technique of coding of  all deterministic test vectors to 
obtaining  hard faults. 

Ordinarily, The LFSR which was designed in 
architecture is shown below Fig.3. 

Unlike the method in [8] , it is given that alternative 
use of  an LFSR which has size i.e greater than quantity of 
care bits. The given procedure selects primitive polynomial 
with least degree. The commercial tool [5] used the same 
technique to limit the size of data to be reserved on chip ROM 
or ATE (Automatic Test Equipment). From Algorithm2 of [1], 
does choose the polynomial which has the degree should not 
be less than 20. There will be a rule which is to be provided 
that LFSR which does not have extra variables is considered 
first. When the encoding procedure of deterministic vectors 
cannot done based on LFSR based pseudorandom test 
generator, we will choose the case where separate extra 
variable is to be injected to the LFSR. If there is a case of 
deterministic vectors still cannot be coded in user needed 
format, the procedure then assessed the situation when two 
more variables are to be inserted. The process still is 

continued where given quantity of extra variables considered. 
If there status where LFSR as crucial portion of test generator 
cannot encode deterministic test pattern vectors there will be 
cast of considering second primitive polynomial [18]. The 
procedure is continued until we get the primitive polynomial 
which can code in test vector required composition of all 
deterministic vectors. 

The example for LFSR with 64 –bit is presented in 
the Fig.3.The two extra variables are inserted at the 40 and 
19th d flip flop i.e XOR gate is inserted. This gives polynomial 
i.e to be applied for LFSR. 
 

 
 
 
Fig.3.  LFSR with variables. 

  
2. Deterministic BIST: 
 

There it is to impart with valuable seed encoding 
technique in order to cut down storage imperatives inside 
deterministic test patterns of which random pattern resistant 
faults. At first, conversion of another code format which gives 
error free element i.e initial test vector was introduced into 
LFSR. Every scan in standard in the circuit operates on 
driving numerical representation with scan trees. Respective 
scan in input is initialized where it has the equivalent scan 
tree. After receiving the test data of primary group it is 
defused and second group is activated then. LFSR prime input 
i.e seed will be reserved in auxiliary variable i.e shadow 
register [8]. The scan shift operations iterated till extra 
variables are placed into the LFSR. This procedure will be 
continued till scan trees in scan path got test data.. It gives 
more flexibility for test encoding technique. Minimum No. of 
clock cycles are basic to convey the entire test vector counter 
of past test vector, if there should arise an occurrence of scan 
chain design more clock cycles are assessed for completing 
the response. All the scan flip flops which were found at 
earlier level along with the scan chain amass the swearing off 
condition. i.e singular compound of scan flip flop would have 
no combinational successor. Process will be continued until 
the scan trees have been outlined. It has no need that same 
level scan tree should be kept aside. 

The forgoing conditions are necessary to encode 
format of all deterministic vectors [3],[1]. 
 
This can be stated as: 
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Where L is the size of LFSR, i represent Figure of 

sequential cycles to insert extra variables; Vj is the 
amount of extra variables among j shift cycles, Smax is 
quantity of care bits. bk gives No. of care bits at scan level 
k. The previous technique provides reseeding process for 
LP deterministic BIST. This method partitions all of 
signals of scan chains to multiple subsets, condition to be 
remembered that one sub members of scan tree activated 
at one clock cycle. It will follow the gating logic. The 
logic was been helped by the shadow register which is of 
comparable length of LFSR. This register used to store 
seed values [6]. 
 

III. PROPOSED DESIGN 
 

Before going to the proposed architecture, we need to 
know that what self-healing defines. Self-healing can be 
characterized that it is designed which has the quality of 
finding faults or failures and to debug their faults 
correctly. Essentially all self-healing strategies which 
were set up on repetition by cumulating spare cells they 
work same as scan chains in the BIST with executed 
methodology. The block diagram for proposed 
architecture is shown below: 
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       Fig4. Proposed architecture with self healing added block.[19]. 

 

As from  Fig.4. i.e implementation of executed 
model, on that instance the defect have been delivered in 
particular scan cell, alongside the scan cell will condense the 
control flag which was started will have been assume 
responsibility for bist controller to bound this fault task was 
actualized initially. A dual edge triggered cell is introduced to 
divide the runtime with active scan cell, faulty cells. The 
primary half of the clock cycle is given switching to active 
scan cell and second half is given to faulty cell actions to be 
controlled. The scan cell circuit for self -healing technique is 
shown below: 

In the block diagram, the foremost logic block gives 
the pattern generation i.e PRPG (pseudo Random pattern 
generation), these patterns are provided with LFSR and XOR 
network combination. Succeeding block is Phase shifter which 
shifts phase of produced patterns. Then other block Scan path 
will reserve the reference vectors as well as scan chain input is 
concatenated as input to bist controller. This is given from 
scan path. CUT shows that the circuit to be tested. Response 
compactor compresses the data which is under testing. MISR 
(Multiple Input Signature Register) is grouping of multiple 
XOR networks. It creates the compacted data to the indication 
level. This signature is the collection of multiple test data. 
TRA (Test Response Analyzer) checks the emulation between 
reference data and test pattern data. While, whether they are 
contrasted successfully the test will be pass otherwise it is fail. 
Here, Self-Healing block is joined to enlarge synchronize the 
clock phasing and test coverage.  

The diagram shows the cell structure for DET (dual 
edge triggered circuit) in Fig.5.[19].There will be added two 
inputs I0 and I1 to the circuit. The control actions are 
representing that one is debug signal and another one is 
effective signal. When fault is detected the detection block 
will get to notice the faulty spot and control block sort the 
signal to go there location. When the clock rises to positive 
edge DET will accord normal result and for falling edge of the 
clock it will drive faulty value [19]. 
 

 
 

Fig.5. Scan cell structure[19]. 

 
 

IV. EXPERIMENTAL RESULTS 
 

The existing method and propounded method are 
implemented as well analyzed on synopsys VCS (Verilog 
language simulation program for chip design) tool. It is quick 
simulator environment for functional verification. This 
compilation gives quality in functional verification. In the 
design truly small scan chain pins were introduced. In order to 
diminish the area over head a limited size of phase shifter was 
used. As from the existing design the supplying to the circuit 
of voltage and frequency are applied to 1.5v and 200MHz, 
independently. Simulation results from synopsys VCS is 
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shown in Fig.6. Bist out is the main response from the bist 
controller, it tells whether the test passing response or fail 
response. 

 

 
 
         Fig.6. Simulation Results. 
 
The comparison for LP deterministic BIST and low 

power Pseudorandom pattern generator and extended design is 
summarized in the below table. What's more, the proceeded is 
procured to expand the fault coverage. 10% when compared 
with the existing work. It will also increase fault coverage. For 
synthesis of both the work will be done by Xilinx vivado tool. 
Power dissipation calculation was taken from Xilinx vivado 
environment. This 10 % flip flops are in switching action 
gives to maximize in rate will give the reason to only 
switching version of flip flops are assisted in the operation of 
respective things. 
 

 
TABLE.I 

 
Comparision of previous work with proposed work(Power reduction) 

 
 

The CUT is the design which is to be test. Contrast 
checking of deterministic Bist method and self healing 
technique are evaluated. Peak power and LP peak power are 
considerable to take the total Power dissipation in the CUT. 

CUT designs are taken that benchmark environment 
applications.  
 

V.CONCLUSION 
 
A new technique to raise the fault coverage and to 

decrease the power dissipation of the circuit is introduced in 
the proposed design. The proposed technique which has two 
clocking phases to synchronize error founded data with error 
corrected data. There it has more signals added, even the 
signals added it will keep down the power dissipation by using 
the two edges of clock are involved in the design. LP 
deterministic BIST is extended to self-healing method to 
increase power reduction rate. 
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Abstract – All things considered, the self-

governing vehicle is the vehicles which are fit 

to detect tits condition and exploring without 

human contribution under various landscapes 

especially over pavements. The fact is, limit 

with regards to auto route for the most part 

relies upon the vehicle's capacity to screen and 

exactness so as to translate street surface 

condition. The improvement of powerful street 

surface checking instruments is 

extraordinarily improving the practicality of 

independent vehicles, while commitment in 

the decrease of related street mishaps on the 

planet. The toolbox, in the Mat lab condition, 

incorporates calculations to pre-process 

pictures, to identify breaks and describe them 

into sorts, in light of picture preparing and 

design acknowledgment procedures, just as 

modules committed to the execution 

assessment of irregularity location and 

portrayal arrangements. An example database 

of 84 asphalt surface pictures taken amid a 

conventional street review is furnished with 

the tool kit, since no asphalt picture databases 

are freely accessible for peculiarity 

identification and portrayal assessment 

purposes. Results accomplished applying the 

proposed tool kit to the example database are 

talked about, delineating the capability of the 

accessible calculations. 

Keywords: Image Processing, Pre-processing 

technique, Image Segmentation, Post-

processing technique, Road Surface, Road 

Anomaly Characterization 

I. INTRODUCTION 

As there are more improvements in the technology world, 

cars have become more advanced and thus the evolution 

of autonomous vehicles. 

Self-governing vehicles will be vehicles fit for detecting 

their condition and exploring without human contribution 

under various territories, especially over black-top streets. 

The ability to auto explore to some degree relies upon the 

vehicle's capacity to screen and precisely decipher street 

surface conditions the extent that the streets are concerned 

crocodile part, furthermore called gator breaking and 

possibly misleadingly shortcoming breaking, is a regular 

sort of torment in dark top black-top. Cell sizes can 

fluctuate in size up to 11.80 inches (300 mm) over, yet are 

normally under 5.90 inches (150 mm) over.  Debilitation 

breaking is commonly a stacking failure, yet various 

variables can add to it. Usually an indication of sub-base 

disappointment, poor seepage, or rehashed over-loading. 

It is vital to avert debilitation splitting, and fix as quickly 

as time permits, as cutting-edge cases can be all around 

expensive to fix and can prompt arrangement of potholes 

or untimely asphalt disappointment. The arbitrariness in 

increasing speed flags regularly makes street irregularity 

discovery a troublesome procedure, while rendering 

portrayal a significantly progressively troublesome and 

some of the time incomprehensible assignment. For this 

condition, we hint disclosure as the obvious confirmation 

of a peculiarity, while delineation is depicted as the 

certification of the sort of perceived variety from the 

standard (for this situation on the off chance that it is either 

a pothole or a pound). From this time forward, giving new 

frameworks to improving street.  

Variety from the standard disclosure and delineation 

pushed the work revealed in this paper.  

We have proposed a a RACA (Road Anomaly 

Characterization Algorithm) in context on the Wavelet 

Transformation Scale Space Filtering (SSF) figuring. The 

SSF figuring shapes the quickening signs by deteriorating 

them into different scales. It would continue by interfacing 

the debilitated wavelet coefficients of standard 

transversely over neighbouring scales and after that 

separating the loud models through an all around 

orchestrated spatial channel. The SSF calculation 

encourages a street irregularity location Algorithm 

(RADA) to distinguish street abnormalities by means of a 

fixed limit strategy, while nourishing RACA to describe 

street peculiarities. RACA accomplishes portrayal 

utilizing two one of a kind highlights to separate potholes 

from knocks. On the other end weakness breaking shows 

itself at first as longitudinal splitting (splits along the 

bearing of the stream of traffic) in the top layer of the 
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black-top. These splits are at first light and inadequate 

dispersed. In the event that further weakening is permitted, 

these longitudinal splits are associated by transverse 

breaks to shape sharp sided, kaleidoscopic pieces. This 

intertwist splitting example looks like the scales on the 

back of a crocodile or gator, consequently the epithet, 

crocodile breaking. 

II. LITERATURE REVIEW 

Yiyang et al. [1] have proposed a break location 

calculation dependent on computerized picture preparing 

innovation. By pre-preparing, picture division and 

highlight extraction [1], they have gotten the data about 

the break picture. In [4], Threshold strategy for division 

was utilized after the smoothening of the acknowledged 

info picture. Adhikari et al. [2] built up a model that 

numerically speaks to the deformities. Their reconciliation 

display comprises of split evaluation and recognition, 

neural system, and 3-D perception demonstrate 

individually. Alam et al. [3] have suggested an affirmation 

method at the mix about the pushed picture relationship 

and sound spread. The past approach permits a distinct 

estimation of surface re-territories, from now on part 

openings and break dissipating were settled. Iyer et al. [4] 

have sorted out a three-advance framework for the split 

distinctive verification from the high multifaceted nature 

pictures. The proposed methodology recognizes the split 

like model in the disorderly condition utilizing shape 

examination and numerical morphology system. Salman 

et al. [5] proposed a way to deal with oversee typically see 

parts in forefront pictures subject to the Gabor confining. 

Multi-directional break disclosure can be developed by 

expensive potential Gabor channel. Shan et al. [6] have 

appeared build part thickness unmistakable verification. In 

their technique, two cameras were utilized not run of the 

mill for different suggestion reviewed here. Sinha et al. [7] 

have researched the breaks by utilizing the two-advance 

methodology. They have built up a quantifiable channel 

structure for the break ID.”After the limiting, they should 

the two-advance rationale at which the break incorporate 

extraction was done locally at the shrouded improvement 

of the pre-overseeing and some time later they have 

combined the photos. The second step is to delineate the 

part among the image zone by the route toward cleaning 

and accomplice. Talab et al. [8] have shown another 

system in picture managing for seeing parts in pictures of 

strong structures. Here the technique wires three phases: 

First; change the image to a light picture using the edge of 

the image and after that use Sobel's framework to develop 

an image using Sobel's channel for seeing parts. 

Yamaguchi et al. [9] have built up an immersion based 

break territory strategy. They have gotten their less check 

time by the modification of the end and avoid consolidate 

procedure. They have a snappy immersion tally which will 

utilize the neighboring pixels subject to the circularity of 

the pixel needs. Yang et al. [10] have proposed a picture 

examination framework to”get slight parts and purpose of 

constrainment the requirement for pen venturing in 

invigorated security partner tests. Zou et al. [11] have built 

up a completely altered strategy to see split the dark top 

pictures. They utilized geodesic shadow discharge tally to 

expel the dark top shadows by protecting the break. After 

shadow clearing, utilizing the tensor tossing a ticket 

strategies break likelihood map was made. Oliveira et al. 

[12] have formed a structure for the changed break 

insistence. Here the break exposure relied on the model 

perspective. In the model perspective, a subset of the open 

picture database was usually picked and used for 

unsupervised getting ready of the structure pictures. 

Nguyen et al. [13] have proposed a system subject to the 

edge ID of strong parts from rambunctious 2D pictures of 

strong surfaces. They have watched the parts as tree-like 

topology. Lins et al. [14] have developed with the target 

to mechanize the split estimation process. In their system, 

they have used only a single camera for the getting ready 

of the social event of the photos for the split estimation. Li 

et al. [15] have solidified another structure for seeing the 

break in the mutilations with the dull shading and the low 

separation using the enthusiastic discrete curvelet 

waveform and surface examination. 

III. RESULTS AND DISCUSSION 

 

 

Fig1: The Stages of Image Processing to find road cracks 

 

Picture Acquisition Toolbox gives capacities and squares 

to associating cameras and lidar sensors to MATLAB and 

Simulink. It incorporates a MATLAB application that lets 

you intelligently recognize and design equipment 

properties. You would then be able to create equal 

MATLAB code to mechanize your procurement in future 

sessions. The tool compartment empowers securing 

modes, for example, preparing tuned in, equipment 

activating, foundation procurement, and synchronizing 

obtaining over different gadgets. There are different image 

acquisition techniques which are used in image processing 

such as pre-processing technique, image processing 

technique, crack detection technique, parameter 

estimation. 

I. Pre-processing Technique: 

Informational indexes can require pre-processing methods 

to guarantee precise, effective, or significant investigation. 

Information cleaning alludes to strategies for discovering, 

expelling, and supplanting awful or missing information. 

Distinguishing neighbourhood extrema and sudden 

changes can recognize noteworthy information patterns. 

Smoothing and detrending are forms for expelling 

clamour and straight patterns from information, while 

scaling changes the limits of the information. Gathering 

and binning strategies are systems that recognize 

connections among the information factors. 

II. Image processing Technique: 
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Picture examination includes preparing a picture into 

essential segments so as to extricate factual information. 

Picture examination can incorporate such undertakings as 

discovering shapes, recognizing edges, expelling 

commotion, tallying items, and estimating area and picture 

properties of an article.  

Picture examination is an expansive term that covers a 

scope of strategies that for the most part fit into these 

subcategories:  

i. Picture improvement to evacuate 

commotion.  

ii. Picture division to seclude areas and 

objects of intrigue.  

iii. Morphological sifting to evacuate more 

clamour.  

iv. Locale investigation to remove measurable 

information. 

 

III. Crack Detection technique: 

Crack detection using computer vision toolbox (sobel 

edge detection algorithm).  

 

Fig2: Original Image 

 

Fig 3: Contrast Stretched Image 

 

Fig 4: RGB to grey (Contrast Stretched Image) 

 

Fig 5: Segmented Cracks 

IV. Parameter Estimation Technique 

Parameter estimation assumes a basic job in precisely 

portraying framework conduct through scientific 

models, for example, likelihood dissemination 

capacities, parametric powerful models, and 

information-based Simulink models. Regular 

assignments for parameter estimation of Simulink 

models include: bringing in and preparing input-yield 

test information, for example, the voltage 

information and rotor speed yield of a DC engine and 

determining which demonstrate parameters and 

starting conditions to evaluate, for example, engine 

opposition and latency. Figure 7 shows genuine 

(green) and false (yellow) positives. Figure 7 shows 

in view of the sexually transmitted disease of cco's 

pixels organizes (level and vertical), indicating 

choice limits (dashed lines) and highlight space 

division (strong line). 
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Fig 6: Original Image 

 

Fig 7: Crack Detected Image 

 

Fig 8: Global Cracks Identified Image 

 

Fig 9: Crack type Assigned Pixels 

V. CONCLUSION 

The proposed tool compartment permits accomplishing 

great split location and portrayal results, however 

managing exceptionally flimsy breaks (of under 2 mm 

width) can be a troublesome assignment, the same number 

of false positives may show up, quite because of the 

trouble of recognize splitting from travelling upsets. There 

are no accessible conventions or institutionalized 

techniques for assessing the execution of the created 

frameworks and to think about the distributed 

methodologies, driving the creators to think about various 

conventions, in spite of some current harmonization 

endeavours. It is normal that this tool kit will be stretched 

out, for example to incorporate calculations to additionally 

decrease pixel power difference in non-split squares, or 

increment strength to picture splendour varieties. 

The RACA Algorithm 

Here, we depict the progress of our information 

confirming structure. The system of street surface 

recognizing is appeared in Fig 10. The three fundamental 

assignments in this stage combine the street surface 

information getting process utilizing an Accelerometer, 

the information parameter introduction, and information 

show up for visual examination/examination.” 

We note that NI MyRio (1950) Accelerometer was altered 

utilizing LABVIEW for the information checking action.”  

 

Fig 10: Block Diagram of the street oddity identification, 

portrayal and profiling framework 

We joined”a Global Positioning System (GPS) into our 

arrangement to discover road erraticisms. To do this, we 

balanced an Arduino microcontroller under the Arduino 

Integrated Development Environment (IDE). The GPS 

data getting process is showed up in Fig. 11. On an 

essential dimension, the system acquaints the GPS module 

with log the season of data get, and after that records the 

relating longitude and increase headings of the space 

where data was gotten. The GPS assessing rate was set at 

1 Hz which was found acceptably appealing to give area 

server ranch”in the midst of the drive test. 

 

Fig. 10. “Components of the Data Acquisition stage” 
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We”used the standard deviation of the enlivening flag got 

over a specific period as a deduced furiousness record to 

plot road quality. In case the offensiveness list regard is 

underneath a particular fixed point of confinement regard, 

RRAA picks that the road surface is smooth (prescribing 

that the vehicle is on a dull top road), and thusly starts the 

unusualness assertion and outline computation (delineated 

in the running with subsections). In any case, if the record 

regard is over the edge, the estimation enters a stay mode 

(seeing that the road being used may not be a diminish top 

road and thusly routinely imperfect). The program 

demonstrates a ''Harsh Road" message in the midst of this 

stay period. The road abnormality confirmation and 

depiction check is perhaps established when RRAA 

measures a severity list underneath the most far off point 

regard.” 
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Abstract—Industrial networks are increasingly based on 

open protocols and platforms that are also employed in the IT 

industry and internet background. It is essential to secure the 

important information throughout transmission so highest 

secrecy capacity is chosen in Wireless Sensor Networks. The 

employment of sensing element to improve the physical layer 

security of industrial WSN can counter the eavesdropping 

attack and optimal sensor scheduling scheme targets to 

increase the secrecy capacity of wireless transmissions from the 

sensors to the sink. The system model with one eavesdropper 

and multiple sources with different data type is used. The 

scheduling theme satisfies the requirements in multiple traffics 

and achieves maximal secrecy capacity. Numerical results 

validate the proposed optimum scheduling theme in Nakagami 

fading environment. This system model performs better than 

the traditional Round Robin scheme in terms of the 

throughput, delay and packet delivery ratio and monitors the 

packet transmission according to the assigned priorities. 

 

Keywords—eavesdropping attacks, industrial wireless sensor 

networks, multi-traffic, secrecy capacity 

I. INTRODUCTION  

A wireless sensor network is a network which has many 
sensor devices that are connected with each other wirelessly. 
The sensor nodes can communicate the collected information 
from the physical monitored field or environment through 
the intermediate nodes to the destination. Using like Wireless 
Ethernet the data is passed to another network through 
interlinked nodes and gateways. A wireless sensor network 
are useful in applications where the physical environment 
like pressure, temperature, sound etc. can be monitored and 
transmitted to some other device it may be a mobile, laptop, 
computer or any other electronic device using wireless 
medium. The monitored information may help to control the 
application device or to take care of things to be done as per 
the requirement.  

Every industry can have their own network, which is 
responsible for their own industry and also have a link with 
the global network. Using Bluetooth, WIFI, router 
communication one can develop their own personal network 
in industries by securing the network with passwords and can 
divide the access availability according to the level of 
authority in industry. For passing the internal communication 
the WSNs can be used in between labours and higher 
authorities. 

II. LITERATURE SURVEY 

Initial motivation of wireless sensor networks are done 
by the military [1], and now these are introduced in the 
industrial applications. These networks are used for line 
monitoring, automated manufacture of a product to improve 
the efficiency of factory, to have more productivity and very 
reliably work in industries [2][3], which can be called as 
industrial wireless sensor networks [4]-[6]. 

As the sensor networks are spatially distributed in a 
region, there is a need of maintaining strict security [7]. If a 
sensor failed to send exact sensed information to the 
destination then it is out of production line, or it may cause 
damage to the machine in factory or sometimes in critical 
work it may lead to loss of worker. The other aspect in the 
industrial environment is having machinery obstacles, engine 
vibrations and the noise generated by the machine. 

The wireless sensor network has broadcast nature where 
the medium access is open to authorized and unauthorized 
users. So there are more chances of eavesdropper to attack 
the wireless network than wired networks. The eavesdropper 
hides within in the industry and the hidden attacker node can 
steal the information or tap the transmissions if there is no 
security for the information. Therefore finding the hidden 
attacker in industrial networks is main concern.  

 M. Mckay and X. Zhou [15] discussed about the secure 
transmission with help of generating external noise in the 
system at the transmitter end. By considering the multiple 
antennas, the transmitter starts transmitting original signal to 
the intended receiver and noise signal to the eavesdropper. It 
acquires systematic secrecy rate and target capacity to 
optimize the power allocations at the transmitter side for a 
single eavesdropper. 

 The specific considerations of industrial WSNs is the 
fading of channel due to the environmental constraints like 
machinery affects in the form of frictions and vibrations 
called as fading signals. Fading affects the signal loss or 
irrelevant additional signal to the main signal transmission in 
the channel.  

III. PROBLEM FORMULATION 

 These days many industries are showing interest to 
implement the wireless networks in their work place for 
smart work. Sensor network has many advantages that attract 
industries to take step forward towards implementation of 
work. The security is the main concern of the industries; any 
way outside user cannot enter into the network. The intruder 
may hide within the network. As the technology is 
improving, intruder is also becoming more intelligent to 
crack the information. To secure the communication from 
the eavesdropper, many techniques came up, but still they 
have some limitations. Few cases how eavesdropper can 
attack the networks are explained below: 

Case 1: Consider the communicational info is hacked by the 
intruder. In these days of developing technology, labour need 
not have the knowledge of protocol or algorithm 
implementation of the machine; it is automatically suggested 
by the predefined system updating software or new updating 
instructions may come from the higher technical authority to 
labour. If the intruder attacks on this information, the wrong 
updating of protocol installed in the machine damages the 
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machine functionality with the wrong guidelines of protocol. 
Sometimes, because of next versions it would not give 
immediate impact on machine.  

Case 2:  Consider the interloper has assaulted on the direct 
information where the human has to communicate with the 
machine. If a command is given to do an immediate action 
like switch on or off the machine at different modes 
according to the situation, that info may be hacked and gives 
some other mode selection to the machine. Due to this, there 
will be big loss; sometimes may cause loss of labour at work.  

 

Figure 1: An example for industrial problem 

The example in Figure 1 explains the real time problem 
and how it will damage or loss to the industries considering 
one higher authority node, worker node and machine with an 
eavesdropper node. As it is an autonomous network the only 
chance is having an interloper within the industry. The attack 
it is not a physical one, but the attacker also uses same nodal 
device like authority users. 

The higher authority thinks to transmit the info ‘rotate 1 
right and left’ to the worker through the wireless main 
channel link but the eavesdropper attacked on the channel 
and the info is misguided like ‘rotate 1 right & left’ to the 
worker, actual data has changed with the wrong info. If the 
machines are arranged in synchronous order, this misguided 
info will affect the machine and it damages the equipment.  

Few key parameters are chosen to evaluate the security of 
the communication technically. By improving the main link 
channel capacity it shows the improvement of security level 
at physical layer without any additional power supply or 
additional relay nodes. As the transmission of data is in the 
form of packets, the key parameters are to be considered are: 

Packet Delivery Ratio: The ratio is calculated in between the 
number of packets received at the receiver and transmitted 
from the source. The PDR factor should be at maximum 
level. 

Throughput: The rate of successful packets reception at the 
receiver end from the transmission end calculates the 
throughput and this factor is important to see the 
performance of the introduced algorithm. 

Delay: The difference between the estimated time to be 
reached and to the time when it has reached the destination. 
For any communication, this is also the main concern for 
delivering the packet within the time.  

 Consider the industrial WSN which includes a sink centre 
point and N sensors with an eavesdropper. Every node 
device uses a single antenna, the strong lines and dash lines 
address the main link and wiretap interface, exclusively. The 
eavesdropper in the Figure 2 could be either absurd user or 
genuine user who possesses the tapped data. The N sensors 
are indicated by 𝑆 = {𝑆𝑖 = 1,2,3 … 𝑁}. As appeared in the 
Figure 2, the proximity of hardware hindrances, metallic 

contacts and engine vibrations in mechanical conditions is 
undermining to the radio spread, which impacts the remote 
obscuring to change certainly. 

 

Figure 2: System model 

 Consider the Nakagami fading model for depicting both 
essential channel and wiretap channel. It is pointed that 
Nakagami model is more complex than the other obscuring 
models like Rayleigh fading model which is most used 
technique [18][19]. 

 At the point when a sensor is planned to transmit its 
information to the sink node or destination over a channel, 
the attacker called eavesdropper attempts to catch the 
information, which is transmitted from the Si. This paper 
concentrates on the enhancement of wireless physical layer 
security with the guide of sensor scheduling plan keeping in 
mind the end goal to successfully shield against the 
eavesdropper.  

IV. EXISTING CONVENTIONAL ROUND ROBIN SCHEME 

 The existing method conventional Round Robin is used 
for the reference purpose of this project, where the N sensors 
alternate in getting to a given channel and along these lines 
every sensor has equivalent opportunity to transmit its 
detected info to the sink without any loss of all inclusive 
data. 

The detected data could be distinctive sorts of 
information from various sensors. For instance, the sensors 
might be utilized to identify and screen the distinctive part of 
the industrial plant conditions, including the movement of a 
machine, dampness, temperature, pressure and weight of the 
machine. Despite the fact that the sensors may create diverse 
sorts of information, their information streams are accepted 
with the same priority in transmission. The proposed work 
deals with the multiple data types with the individual 
priorities. 

 

            Figure 4: Conventional Round Robin scheme 

The Round Robin schedule follows the time slots of a 
packet which is expressed as  𝑇𝑠𝑙𝑖𝑐𝑒=𝑇𝑐𝑦𝑐𝑙𝑒/𝑁 , the one 

circular round of the queue is 𝑇𝑐𝑦𝑐𝑙𝑒  and the N defines the 

number of packets in the queue. The time slice will be 
changed from one process to other in the system, where the 
minimum time slice is allotted for the each packet to 
continue the process with system execution.  
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 The Round Robin algorithm compares the burst time and 
the time quantum where packet is present in the ready state. 
If the condition is satisfied then it executes the program for 
the burst time and complete the process, if not it executes 
program for the time quantum. If the timer expires then it 
goes back to the ready state queue. 

 

           Figure 5: Flow chart for Round Robin method 

 As in Figure 5, all the packets are stored in the ready state 
then as per the commands the required program is executed 
to perform the action. It compares the timer allotted slots to 
each and every packet prior which packet has to be 
forwarded for the execution purpose and other packets has to 
wait till the execution process is done. 

A. Secrecy Capacity Calculations for Round Robin Scheme 

 Considering the Si is processed to transmit the scheduled 
signal 𝑥𝑖(𝐸|𝑥𝑖|2 = 1) along with the power named as Pi and 
rate is termed as Ri. The expression for the collecting the 
signals at receiver, as the received signal is at sink side as: 

                𝑦𝑠 = √𝑃𝑖ℎ𝑖𝑠𝑥𝑖 + 𝑛𝑠                                             (1)                

where fading factor is termed as ℎ𝑖𝑠  of the original 
transmission channel or main channel, which transmits the 
info from Si to the intended receiver called sink. The factor 
𝑛𝑠 will show the additive Gaussian noise with the variances 
of the signal  𝑁0 . As per the Shannon capacity derived 
formula [9], the capacity of the primary channel can be 
expressed as: 

         𝑐𝑠(𝑖) = 𝑙𝑜𝑔2 (1 +
|ℎ𝑖𝑠|2𝑃𝑖

𝑁0
)                                   (2) 

where 𝑖 ∈ 𝑆, as per the medium is open in air. The spy may 
attack on that open space when info is transmitting from the 
Si, as the xi is the main signal. In the equation (1), the spy 
tries to decode the xi signal from the transmitting signal. 

  As per the survey of physical layer [8]-[17], the spy is 
accepted to have the ideal learning of real transmissions, 
which includes the details like coding technique, the type of 
modulation and algorithm used for encryption and the secret 
key, only the original message signal xi is secret to the spy 
after the many trials also. So from the eavesdropper side e 
the signal is expressed as: 

               𝑦𝑒 = √𝑃𝑖ℎ𝑖𝑒𝑥𝑖 + 𝑛𝑒                                   (3)                                                 

where ℎ𝑖𝑒  is the factor of fading coefficient at the attacker 
channel can say wiretap link from Si to an eavesdropper and 
𝑛𝑒  represents the noise at spy link with variance  𝑁0 . 
Considering equation (3), the capacity of the channel at 
wiretap link is derived in terms of logarithmic expression 
along with the power Pi. 

         𝐶𝑒(𝑖) = 𝑙𝑜𝑔2 (1 +
|ℎ𝑖𝑒|2𝑃𝑖

𝑁0
)                                (4) 

 From the [10][11], the difference of channel capacities of 
the link is considered as the secrecy capacity. In presence of 
the spy or eavesdropper, we can derive the secrecy capacity 
as: 

                𝐶𝑠𝑒𝑐𝑟𝑒𝑐𝑦(𝑖) = 𝐶𝑠(𝑖) − 𝐶𝑒(𝑖)                                 (5) 

where 𝐶𝑠(𝑖) and 𝐶𝑒(𝑖) are expressed in the equations (2) and 
(4) in terms of capacity their channels respectively. 

 𝐶𝑠𝑒𝑐𝑟𝑒𝑐𝑦(𝑖) = (𝑙𝑜𝑔2 (1 +
|ℎ𝑖𝑠|2𝑃𝑖

𝑁0
) −𝑙𝑜𝑔2 (1 +

|ℎ𝑖𝑒|2𝑃𝑖

𝑁0
))  (6) 

 The secrecy capacity is considered with the equation (6) 
but still the secrecy capacity of the channel is not maximized. 
So by keeping this as benchmark, an optimal sensor 
scheduling is proposed. 

V. PROPOSED OPTIMAL SENSOR SCHEDULING 

 The optimal sensor scheduling is the proposed scheme of 
this paper along with changes in the system model, where the 
earlier system has only one source and one destination with 
one type of data traffic. In this proposed system model 
considering more than one source and one destination along 
with the different data types which has different priorities. 

The optimal sensor scheduling deals with the secrecy 
capacity of the channel capacity of the spy link and the 
primary link, where exactly a path has to choose for 
transmission from source to the intended sink. Among the 
links it chooses optimally which has the highest secrecy 
capacity and according to the priority of the queue process it 
schedules the packets.  

 

Figure 6: Scheduling queue with priorities 

The above example shows the how scheduling process is 
done according to the priorities of the packets. The priorities 
levels are divided into four parts. First one is high priority 
queue with the service weight of 16. Second is normal/high 
priority of queue with the service weight of 8. Third is 
normal/low priority queue with the service weight of 8. 
Fourth is low priority queue with the service weight of 8. 

 The first queue stores the highest priority packets, 
remaining will be sent to the next priority queue. Similarly 
the remaining two priority queues are also filled up. In first 
queue, packets 1 to packet 10 are stored with their own 
special priority numbers in left column. It also divides the 
packets according to the bit size of a packet, compares the 
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mode of selection with the packet parameters then it sends 
packet to the schedule queue. It directly executes the packet 
as First-In-First-Out (FIFO) process. 

 

Figure 7: Flow chart for priority checking in queue 

The flowchart shows the prioritising of packets according 
to the queue states. The scheduler divides the four queue 
states with respect to the prior number and the message 
weight. The main aim of prioritising the packets is to avoid 
the latency of emergency packets and to control the long 
time for low weight packets as the energy saving is the main 
constraint of WSN.  

 According to the weights and the priority numbers of 
packet, scheduler sends that packet into particular queue state 
then the execution process is started. The next in series of the 
high priority to the low priority queues will get into the 
process. The priority of the packets is done to avoid the 
overhead of the network, which helps to reduce the packet 
drop rate of the transmission without using any external 
buffers or memory devices. The flow chart in Figure 8 
explains about the calculation of secrecy capacity and selects 
the optimal highest among the channel capacities by the 
reference of Round Robin schedule. The node allows 
transmitting the data by selecting the optimal secrecy 
capacity.

 

Figure 8: Flow chart for finding secrecy capacity 

The system assumes the channel state information of the 
both main and wiretap link. After arrival of the packet, 
algorithm calculates the capacity of the channel main and 
wiretap links as 𝐶𝑠  and 𝐶𝑒 respectively. The difference of the 
channel main and wiretap link is called secrecy capacity, 
𝑆𝑐 = 𝐶𝑠 − 𝐶𝑒. If 𝐶𝑠 > 𝐶𝑒, when the channel capacity of the 
wiretap transmission channel is less than the main channel 
means a secured connection. 𝑆𝑐  will increase with the 

increase of 𝐶𝑠  and decrease of  𝐶𝑒 . If 𝐶𝑠 < 𝐶𝑒 , then 
eavesdropper attacks the network. 

Secrecy Capacity Calculations for Optimal Sensor 
Scheduling 

The proposed scheme main objective is to enhance the 
secrecy capacity factor. Optimal selection of the secrecy 
capacity is done. Normally, a sensor which acquires the most 
highest 𝐶𝑠𝑒𝑐𝑟𝑒𝑐𝑦 is chosen and scheduled in queue for 

transmitting its data from that sensor node to the destination 
called sink. Subsequently from the equation (5), the optimal 
sensor process of scheduling is: 

        Optimal Sensor = arg Csecrecyi∈S
max (i)                                                     

                      = arg  
1+

|his|
2

pi
N0

1+
|hie|

2
Pi

N0

i∈S
max                      (7) 

where S denotes the arrangement of set of N sensor nodes in 
the scenario. From the above equation (7), the CSI (i.e., 
|ℎ𝑖𝑠|2  and|ℎ𝑖𝑒|2 ) for every sensor node helps to define or 
choose the optimal node.  

Using channel estimation methods from survey [10], 
every sensor may evaluate its own CSI with the estimation of 
a channel and transmits the accessed CSI to the intended 
receiver. In the wake of gathering all the sensor nodes CSI, 
the sink can promptly decide the optimal sensor, furthermore 
the entire network about the CSI of each sensor. When the 
eavesdropper appeared in the transmission, the secrecy 
capacity of the proposed system can be derived from (7) as: 

           𝐶𝑠𝑒𝑐𝑟𝑒𝑐𝑦
𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑

=  𝑙𝑜𝑔2 (
1+

|ℎ𝑖𝑠|
2

𝑃𝑖
𝑁0

1+
|ℎ𝑖𝑒|

2
𝑃𝑖

𝑁0

)𝑖∈𝑆
𝑚𝑎𝑥                  (8) 

 For the remote connection between any two sensor nodes 
in system model, the system environment is considered with 
complex fading coefficients called Nakagami fading channel. 
The medium is getting very difficult with many signals and 
interferences that can affect the main signal. Other than 
eavesdropper effect, there is a need to take interference 
signals also that lead to the loss of packets or corrupt with 
interrupt signal. 

In this |ℎ𝑖𝑠|and|ℎ𝑖𝑒| are the random variable coefficients 
of the channel which represents the fading effects in the 
transmission medium along with the shaping factors 𝑚𝑖 and 
the 𝑘𝑖, tends to the gamma distributed factors as |ℎ𝑖𝑠|2 and 
the |ℎ𝑖𝑒|2 of the main channel link and the wiretap link 
respectively. 

 In terms of the gamma distribution, the source to sink 

link is |ℎ𝑖𝑠|2 ~ 𝛾 (𝑚𝑖 ,
𝜎𝑖𝑠

2

𝑚𝑖
) and for the wiretap to the sink link 

is |ℎ𝑖𝑒|2 ~ 𝛾 (𝑘𝑖 ,
𝜎𝑖𝑒

2

𝑘𝑖
) , where the expected values of 

coefficient variables are 𝜎𝑖𝑠
2  and 𝜎𝑖𝑒

2  for |ℎ𝑖𝑠|2  and |ℎ𝑖𝑒|2 
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respectively. For the notation convenience, 𝑋𝑖𝑠  = |ℎ𝑖𝑠|2  , 
𝑋𝑖𝑒  =  |ℎ𝑖𝑒|2 for main and wiretap channel respectively. 

As the wireless sensor network is the spatial distributed 
environment, the probability of the density functions of 𝑋𝑖𝑠 
and 𝑋𝑖𝑒 is derived as:              

         𝑓𝑥𝑖𝑠(𝑥𝑖𝑠) =  
1

𝛾(𝑚𝑖)
 (

𝑚𝑖

𝜎𝑖𝑠
2 )

𝑚𝑖

𝑥𝑖𝑠
𝑚𝑖−1

𝑒𝑥𝑝 (−
𝑚𝑖𝑥𝑖𝑠

𝜎𝑖𝑠
2 )         (9)                                                                                                                       

        𝑓𝑥𝑖𝑒(𝑥𝑖𝑒) =  
1

𝛾(𝑘𝑖)
(

𝑘𝑖

𝜎𝑖𝑒
2 )

𝑘𝑖

𝑥𝑖𝑒
𝑘𝑖−1

𝑒𝑥𝑝 (−
𝑘𝑖𝑥𝑖𝑒

𝜎𝑖𝑒
2 )       (10) 

The 𝛾(. )  denotes the gamma function for the density 

functions of main link 𝑋𝑖𝑠  and the wiretap link 𝑋𝑖𝑒 . The 
probability density function of main channel is represented 
as 𝑓𝑥𝑖𝑠(𝑥𝑖𝑠) and for the wiretap channel is 𝑓𝑥𝑖𝑒(𝑥𝑖𝑒). 

VI. RESULTS 

 The main objective of this proposed system is to achieve 
the high secrecy capacity than existing scheduled scheme 
with the system model of one eavesdropper and multiple 
sources with different types of traffic with different priorities 
in the scenario. All the results of proposed scheme are 
simulated and compared with the existing scheme using NS2 
software. 

A. Secrecy Capacity 

 The secrecy capacity of a channel is technically measured 
in terms of the throughput, the speed of the communication 
in terms of delay factor and the priority rate of the traffic 
flow. The green portion shows the proposed optimal sensor 
scheduling scheme and the red portion shows the existing 
scheme. 

 

Figure 9: Throughput of existing vs proposed scheme 

 The optimal sensor scheduling has more throughput 
level. The secrecy capacity is achieved with the maximised 
capacity of the main channel. As per the theory it should 
achieve the more capacity, to have a high security. It is 
calculated with the successful transmission rate of packets. 
Hence it has improved the security of the physical layer.  

B. Delay 

 The latency in terms of delay from the Figure 10, the 
optimal sensor scheduling has less delay compared to the 
existing model. With less delay it can achieve the fairness of 
communication without compromising in the speed. 

 

Figure 10: Latency of existing vs proposed scheme 

The delay factor is more important in the wireless 
communication to achieve the QoS requirements. The 
proposed system has less latency. It also saves the energy of 
the node. 

C. Packet Delivery Ratio 

 The packet delivery ratio is measured to know the ratio of 
number of packets received by the number of packets 
transmitted. The one which achieves maximum rate of PDR 
will have a secured communication. As per the Figure 11, the 
proposed optimal sensor scheduling achieved maximum 
packet delivery ratio than the existing method. This is also a 
factor which represents the achievement of the maximal 
secrecy capacity and improved security of physical layer 
communication.

 

 Figure 11: PDR of existing vs proposed scheme 

 The packet delivery ratio will show the ratio of the 
number of packets transmitted and the number of packets 
received. The maximal packet delivery ratio shows the 
enhancement of the packets that are received successfully at 
the end. Hence the factor shows the improved delivery ratio. 

D. Priorities of Different Data Types  

The system model considers the different data types 
according to their priorities; the graph monitors the priority 
wise transmission in the network with the same scheduling 
model. Even though the traffic is increased, the proposed 
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scheme successfully achieved the requirements of the 
communication with maximal secrecy capacity. 

Considering X-axis as the run time and Y-axis is time 
taken to complete the transmission, the below graph shows 
the transmission of different data types with their own 
priorities, the red colour indicates the high priority traffic 
with priority0, priority1 is in green colour and priority2 is in 
blue colour. According to the assigned priority, the data 
types are forwarding through the nodes. 

 

 Figure 12: Priorities of different data types  

 As per the theory, priority0 should take less time to reach 
the destination which can be observed in the graph with red 
colour which completed its transmission before the other 
priority levels.   

VII. CONCLUSION  

 The employment of sensing element improved the 
physical layer security of an industrial WSN to counter the 
eavesdropping attack and the optimal sensor scheduling 
scheme increased the secrecy capacity of wireless 
transmissions from the sensors to the sink. The system model 
with one eavesdropper and multiple sources with different 
data types in the scenario along with their own priority 
allocations for successful transmission of emergency data is 
used. 

 The scheduling scheme satisfied the requirements of 
multiple traffics and achieved successfully. The achieved 
maximal secrecy capacity shows the improved security 
levels of the physical layer. Numerical results validated the 
projected optimum scheduling theme in Nakagami fading 
environment. It performed better than the traditional Round 
Robin scheme in terms of the throughput, delay and packet 
delivery ratio and monitored the packets transmission 
according to the assigned priorities. 

 The security of the physical layer enhanced with multiple 
sensor nodes with different data types is only considered. 
The concept of QoS factor not taken into account and CSI of 
each sensor is assumed. Also the intercept probability of an 
eavesdropper in multiple transmissions and multiple 
eavesdroppers in the scenario for sensor scheduling is not 
considered. Thus, it is important to investigate the QoS 
ensured sensor scheduling, endeavouring to enhance the 
remote security while ensuring every sensor particular QoS 
necessity. Furthermore, because of the channel estimation 

mistakes, it is difficult to acquire the ideal CSI for the sensor 
scheduling. It is of enthusiasm to research the effect of CSI 
estimation errors with the arrival of intercepts and finding the 
intercept probability of this sensor scheduling scheme with 
explained system model. Further idea can be checking the 
sensor scheduling performance along with the QoS 
requirement if the multiple eavesdroppers attacked the 
network.  
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Abstract—The Automatic Number Plate Recognition (ANPR)
is a Image Processing innovation that utilizes the vehicle number
(permit) plate for vehicle identification. The goal is to utilize
the vehicle number plate to plan a productive programmed
approved vehicle distinguishing proof framework. The frame-
work is executed in the college entrance for security control.This
paper highlights the license plate extraction algorithm where
number plate is extracted using Sobel filter, morphological
operations and Connected Component Analysis (CCA). Then
character segmentation based on CCA and Spectral Analysis,
then character recognition based on Support Vector Machine
(SVM) technique. In OpenCV-Python, the proposed model is
simulated and implemented and its performance is evaluated on
the actual image.

Index Terms—Segmentation, Recognition, Sobel filter, Mor-
phological, Connected Component Analysis, Spectral analysis,
Support Vector Machine, Python, OpenCV.

I. INTRODUCTION

ANPR is an technology in image processing that can be
used without direct human intervention to peruse vehicle
license plate. It is an imperative area of research, because of
its numerous applications, for example, traffic observing and
law implementation, tracking of automobile, robotizing of
vehicle leaving, electronic toll accumulation, Entry and Exit
time etc[1]. ANPR framework is still in advancement so as to
distinguish and perceive vehicle number plates with different
organizations under various natural conditions. Because of
variety in the plate models, this undertaking turns out to be
extremely troublesome in India. There are various factors
that should be considered to increase high precision in the
recognition of the number plate, for example, time of day,
climate and angles between the cameras and the tags.

The work of ANPR is usually framed in the following
steps: Image acquisition, Image pre-processing, Number plate
extraction, character segmentation and the last is character
recognition[2]. Number plate extraction is most difficult task,
mainly because number plate generally occupies a small
portion of the entire image and difference in number plate
formats.

The proposed ALPR system consists a algorithm for number
plate extraction applicable to various standard formats of
lic penselate. Figure 1 shows the Block diagram of ALPR
system. Character segmentation based on CCA and Spectral
analysis and finally, character recognition based on SVM
feature extraction that generally applies to different character
fonts. . The remaining part of the paper is composed as
follows:Section II describes the moving vehicle segmentation
, Section IIIdescribes License plate extraction , Section IV ex-
plains Character Segmentation,Section V Feature Extraction,
Section VI Character Recognition, Experimental results are
demonstrated in Section VII. Section VIII concludes the paper.

Fig. 1: Process flow diagram of ANPR system.

II. MOVING VEHICLE DETECTION AND SEGMENTATION

The main processing phase of the number plate identi-
fication model is the selection of footage frames led by
detection and retrieval from a wider scene image of the plate
number area to reduce subsequent mathematical calculations
and sophistication of the algorithms. A moving object must
be recognized & followed by a persistent video arrangement
depending on it’s essential data, such as visual characteristics,
shading, surface, shape and movement characteristics.[3].In
video, the car is tracked as it changes its position in each
and every frame as it moves from one frame to another. The
car throughout the footage is classified as a positive picture
and with the Haar Cascade Classifier the entire background
is identified as a negative picture. In the proposed model the
car region is marked with rectangular box with help of Haar
cascade classifier. The car region is extracted based on the
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area region for example in the figure 2 the area region of the
car is 332 X 332. Based on the x and y values and setting
the criteria for the area then we have extracted the car region.
Thus, in the overall video, only the car region is extracted as
shown in Figure 2.

Fig. 2: Car identified and obtained from video.

A. Extracting the Frames from the video

Depending on the length of the video , the video is divided
into six frames. The frames are further processed for plate
extraction which recognize the license plate elements. As
shown in the figure 3, frames are extracted from the sample
video.

Fig. 3: Extracted car images from footage.

III. LICENSE PLATE EXTRACTION

The extraction of the license plate directly affects the
system’s accuracy, and is subsequently the most critical stage
in the ANPR system. In this phase, a set of possible areas
from the input image are produced and a real license plate is
selected.

A. Image Acquisition and Preprocessing:

A high- resolution digital camera is utilized in this frame-
work to capture an image. Pictures may be taken in various
backgrounds, brightening situations or at different distances
between the camera and the vehicle. Pictures are resized to
(1000 X 700). Figure 4 demonstrates the preprocessing steps
included. Picture will be changed over from RGB to Gray
scale.The pre-preprocessing step is utilized for denoising and
upgrading picture differentiate. Bilateral filtering is used on
the vehicle’s gray scale to obtain a smooth, better quality
picture with less obscuring effect[4]. With the utilization of
histogram leveling on gray scale picture, pictures are upgraded
to lessen the issue of low quality and low difference in vehicle
images[5]. Figure 5 demonstrates a case of an info picture and
Figure 6 demonstrates a case of pre-processed picture with
potential number plate region.

Fig. 4: The Preprocessing flow chart

B. Edge analysis and Morphology

To detect edges, the sobel operation is performed on the
threshold image[6]. We mark the pixel as a 1 wherever an
edge is presented, otherwise as a 0. Usually the edge pixels
are affluent and evenly distributed in the true region of the
license plate[7]. In the true license plate region, there are
only 2 dominant colors: one for alpha numeric characters and
another for the background of license plate. This component is
utilized to nd the region of the applicant plate from the picture
input. Dilation is connected to fortify the edges extracted by
Sobel operation, hole lling is done to ll gaps in the expanded
picture, morphological opening is connected to evacuate the
undesirable regions in the hole - lled picture, lastly erosion
is connected to distinguish hopeful tag districts. Figure 7
indicates consequence of impact of utilizing Sobel operator
and Figure 8 shows an example of candidate license plate
regions.

C. Candidate Plate Area Detection

Dilation and erosion are used for the entire image to
extract candidate plate areas. Figure 9 shows an example of
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Fig. 5: Input Image.

Fig. 6: Preprocessed Image.

Fig. 7: Edge analysed Image.

Fig. 8: Morphological analyzed image.

connected component analyzed image with candidate license
plate regions[8].Background areas can also be declared as the
candidate plate sometimes. This results in plate conrmation
using the ratio of width to height, area of region and global
image features such as geometrical features, colour and textual

features of the number plate to removal of the fake candidates
and extract the true license plate region.

D. Spectral Analysis

Characters have the same color and are aligned horizontally.
The best way to process such data is to carry out spectral
analysis through the Fourier transformation.[9]. In the seg-
mentation of text areas, spectral analysis was normally used.
Each row’s intensity (gray scale) values are calculated through
a periodogram(Equation 1). The periodogram provides a per
frequency band energy distribution.

Z∏
f

F (y) = 1/Z|
Z−1∑
j=0

f(j)e−i2Πηj |2 (1)

Fig. 9: Connected Component Analyzed image

Fig. 10: Effect of spectral analysis on the connected compo-
nent analyzed image.

1) True Number Plate Extraction: After detecting the area
of the potential number plate, the corresponding Column and
Row plate area indices will be finally discovered. In the Figure
10 the peak values are corresponding to the license plate
rows. So, as soon as the Number Plate indices are known,
the number plate is retrieved from the actual gray scale image.
The resulting region of the License Plate is as shown in Figure
11.

Fig. 11: Extracted License Number Plate region.
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IV. CHARACTER SEGMENTATION

The objective of this stage is to segment every one of the
characters, without losing character highlights from the given
number plate picture.As shown in Figure 12, the segregation
of the number plate picture is scaled down to 100 * 100
pixels.Then license plate is morphological opened as shown
in Figure 13 and closed as shown in Figure 14 in order to
eliminate the background noise on the License Plate. Each
labeled 4-connectivity pixel matrix is evaluated based on the
area threshold and parts that don’t meet predefined zone,
height to width ratio and column-row length are required
to be non - character areas and are disposed of from the
whole picture.The result of connected component analysis is
as shown in Figure 15. The connected component are extracted
individually which contains the only characters[10] as shown
in Figure16

Fig. 12: Segmented License plate Image

Fig. 13: Morphological closing

Fig. 14: Morphological opening

Fig. 15: Connected Component Analysis(CCA)

Fig. 16: Segmented characters

V. FEATURE EXTRACTION

A feature descriptor is a picture depiction which en-
hances input image through isolating valuable information and
discarding of incidental data.Histogram of Oriented Gradi-
ents(HOG) is a feature descriptor.

A. Histogram of Oriented Gradients (HOG)

A technique introduced by Dalal et al[11] is the idea of
dense and local gradient-oriented histograms (HOG). The
objective of this method is to describe a picture through a set of
local histograms. In a local part of the image, these histograms
count occurrences of gradient orientation. The model uses the
HOG descriptor to obtain character set features (0-9 and A-Z)
and incorporate them into a single feature vector. The model
is then categorized using the SVM classifier.
Step 1: The image character from the set of characters is
resized to 27 X 36.
Step 2: The gradients are calculated horizontally and vertically
using the Sobel operator.The sobel operator application on
Character M is shown in Figure 17.

Fig. 17: Character image M

Step 3: Split the Character image into small units, in our
case the small unit comprises of 9 rows and 12 columns.
In Figure 18(a) The character-0 is of size 27 X 36 and total
small units possible are nine units. Then calculate the direction
and orientation of the pixels in small unit as the Figure 18(a)
shows. The Figure 18(b) provides cell’s Magnitude and Angle.
Step 4: Depending on the orientation of the gradient, the

Fig. 18: Cell Splitting and Gradient of magnitude and orien-
tation

individual cells will be transformed into symmetrical bins.
Step 5: The adjacent cell grouping is considered to be blocks.
The blocks are standardized and represent the histogram of
the block.The Figure19 shows how blocks are grouped.
The last step of HOG descriptor is normalization that can
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Fig. 19: Histogram computation and normalization

minimize the variability in illumination. By combining all
standardized histograms into a single vector, the final feature
vector is obtained.
Step 6: Flattening into a feature vector.
Figure 20 (a) is the Dimensional Vector-972(27 X 36 = 972)
of character-4 image and Figure 20(b) shows the Dimensional
Vector-144 of character-4 image.Their is dimensional reduc-
tion from 972 feature to 144 feature.

Fig. 20: (a) input image character-4 (b) HOG image character-
4

VI. CHARACTER RECOGNITION

After element segmentation, the final interface becomes
the phase of recognizing plate numbers and character, i.e.
convert segmented Alphanumeric Characters into Text Format
readable by machine. Character Recognition model depends
on a classifier i.e., Support Vector Machine(SVM)[12].

A. Support Vector Machine (SVM)

SVM belongs to the maximum margin classification hy-
perplane or binary classifier. Support Vector Machines idea
is to map the data input into a high-dimensional feature

space. The SVM classifier is utilized to recognize the groups
by finding an ideal Hyperplane which are having the most
extraordinary partition from the closest dots in the group of
preparations called Support Vectors[13]. The preparation set
of points mjεR

n, j=1,2,...,N where each point mj has a place
with the label njε−1, 1 as among two classes. The ultimate
goal of the SVM classifier is to separate groups by means
of a Hyperplane with increasing unification from the support
vectors. The formed hyperplane known as Optimal Separating
Hyperplane (OSH). The following equation 2 is expression of
OSH:

f(a) = u ·m+ z, whereu =

N∑
j=1

miniβj (2)

Classification is performed on current data point m by
calculating sign on the right side of equation 3

Q(m) =
u ·m+ z

||u||
(3)

In Equation 3 the Q sign is used for data point m classifi-
cation. The |Q| is the perpendicular distance between Q and
Hyperplane. The greater Q value the dot is more distant from
the decision surface.The result of the classification is therefore
more reliable. The system is trained with the number of classes
set at 36 with 10 numerals and 26 letters of the English
alphabet. The model is programmed with total count of classes
set at 36 with 10 Numerals and 26 english characters.

VII. RESULTS

The developed ALPR system automatically extracts the
License Plate and segments the elements of the number plate
through Connected Component Analysis(CCA). The classifi-
cation of the Characters through SVM has been implemented.
Accuracy of 85% is achieved using One against One SVM
classifier. The segmented number plate characters are recog-
nized as shown in Figure 21. A Graphical User Interface (GUI)

Fig. 21: Segmented Character Image and Recognized license
plate number.

is developed. The client can connect with the LPR framework
by utilizing the Menu options. Now select the button called
Select Image from the GUI then dropdownlist arrives now
select the car image and for video analysis select the button
called Select Video for video analysis. The execution of the
program for still images takes one-second whereas for video it
takes around 40 seconds and for HD video it takes around 2-3
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minutes.The results of the proposed ALPR system for car, two
- wheeler and Taxi, are as illustrated in Figure 22, Figure 23
and Figure 24 correspondingly. The entry time time and exit
time of the vehicle is stored in a file as a vehicle log entry
to college. The Figure 25 shows the database results stored in
file.

Fig. 22: GUI window showing Car image, Segmented license
number plate, Segmented characters and Recognized charac-
ters of the vehicle license plate.

Fig. 23: GUI window showing Scooty image, Segmented
license number plate, Segmented characters and Recognized
characters of the vehicle license plate.

Fig. 24: GUI window showing Taxi image, Segmented license
number plate, Segmented characters and Recognized charac-
ters of the vehicle license plate.

VIII. CONCLUSION

License Plate Recognition System has been developed and
tested for a video sequence. The selection algorithm for frames
is adopted to quickly locate the place of a License Plate and

Fig. 25: Database results stored in file

the License Plate is recognized in each frame.Spectral Analy-
sis approach and Connected Component Analysis approach
are used for license plate extraction.Connected Component
Analysis improves the performance of number plate character
segmentation over the technique of projections. The feature
extraction based on HOG and followed SVM classifier to
recognize the characters gives better recognition accuracy.
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Abstract— Deception of Certificates is the major issue that is 

faced by the educational sector. In order to prevent forgery of 

certificates and to provide a secure certificate verification 
environment an authenticated system application is developed 

using blockchain with smart contracts. The immutability 

property of blockchain prevents the data stored from being 

manipulated and helps in implementing a verification system. 

The system generates a new block for every user in the 
blockchain. These blockchain are replicated across all the nodes 

involved in a Peer-to-Peer network and thus it improves the 

reliability of the system. Whenever a user is validated, their 

certificates are digitally provided by the system to the user along 
with a Quick Response code. This helps in sharing of certificates 

between the employers.  The authenticity of certificates is 

improved by embedding the certificates with imperceptible 

watermark using the alpha blending process. This helps to avoid 

various attacks at different phases of certificate distribution. 

Keywords— Alpha blending process, Blockchain, Quick 

Response Code, Smart Contracts. 

I.  INTRODUCTION 

In these modern days a large number of certificates are 

being duplicated where a large number of these cases go 

unnoticed. According to a statistical report there have been 

around 72% of the candidates were pertaining fake credentials. 

There are various stringent laws and penalties for the forgery 

of documents yet there are no systems for the prevention on 

certificate duplication. This system helps to avoid falsification 

of documents by using blockchain technology. Blockchain is a 

decentralized technology which utilizes distributed ledger 

essentially an asset database that can be shared across a 

network of multiple sites, geographies or institutions. Any 

changes made in one block can be replicated to all copies of a 

ledger quickly, ensuring that no participant is left working on 

outdated information.  

The users in the distributed network are non-anonymous 

that is users need permission to access the blockchain or to get 

involved in the transactions happening in the blockchain. The 

applications of  a distributed ledger enables information to  

become almost simultaneous on the blockchain and can be 

used for keeping records which cannot be manipulated but can 

be shared among various fields. 

 
Fig 1.1: Distributed Network  

 

Blockchain is a growing list of records called blocks which 

are linked through cryptography. Each block contains a 

cryptographic hash value of the previous block, a timestamp 

and transaction data generally most often represented as 

merkle tree root hash. By storing data across its network 

blockchain eliminates the risk of data getting help up 

centrally. The blockchain network lacks in a centralized point 

of contact and hence it avoids the vulnerability of getting 

hacked. 

Smart contracts are protocols enforced to blockchain on 

which the blocks agree to interact with each other words smart 

contracts are set of rules which control the nodes in the peer-

to-peer based on events taking places in the application. It 

ensures that the rules are met. Protocols such as Geth are used 

to develop smart contracts in blockchain. Ethereum is an open 

source blockchain project that was specifically built to realize 

the possibility of smart contracts getting executed only when 

the specific conditions are met. 

Smart contracts are capable of implementing compliance 
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and control on the fly and need information which feed smart 

contracts with external information. Smart contracts are self 

verifying, self executing and are tamper resistant. They can 

turn legal obligations into an automated process and guarantee   

greater degree of security and reduce reliance on trusted 

intermediaries. 

 

 

 

Fig 1.2: System Structure 

The Figure 1.2 shows the structure of the system 

application. The smart contract establishes all the terms given 

by the parties included in the system such as the issuing 

authority i.e., university, the students and the employer. Once 

the smart contracts are enabled between the parties the events 

trigger the contract and start the transactions between the 

users. Based on the contract the execution takes place and the 

digital certificates will be provided by or to the authorized 

person.  

The system is implemented through a public blockchain 
ethereum which prevent certificates from being duplicated and 

helps employers by eliminating the process of physical 

verification of certificates. It also enables users to have only 
the digital certificates which can even be shared by holding 

the security features that avoids certificate duplication.  

II. RELATED WORK 

EduCTX: A BLOCKCHAIN-BASED HIGHER 

EDUCATION CREDIT PLATFORM: The need for securely 

storing digital certificates in blockchain was first determined 

by Muhamed Turkanovic et al 
[8]

. The idea was to develop 

distributed application on ARK chain blockchain platform, to 

securely store digital certificate and transcripts. This helps the 

user by making their certificates counterfeit proof and lets 

them carry certificates verified by the issuing authority in a 

digital wallet. The certificates were successfully stored in a 

blockchain and therefore protecting the certificates from 

counterfeiting, accidental damage, etc. Though the idea was 

broadminded the implementation of the application was 

narrowminded. The application was developed using ARK 

blockchain platform which is a private blockchain platform 

and is an invite only platform. The notion of central authority 

exists to a certain extent defeating the purpose of the 

application. The application does  not have wide reach to a 

large audience due these reasons. The non-existence of smart 

contracts and automation hampers the distributed application 

from being future proof and also consumes significant amount 

of resources.  

EXPLORING BLOCKCHAIN TECHNOLOGY AND ITS 

POTENTIAL APPLICATIONS FOR EDUCATION: Guang 

Chen et al 
[4] 

proposed the idea of utilizing a blockchain based 

application in everyday school activities in order to prevent 

plagiarism in every day schoolwork such as assignment, 

homework, project report .The proposed system was 

developed on the blockchain platform and also suggested to 

reward students through cryptocurrencies on completion of 

their work. The idea of incentivizing students on successful 

completion of their work is not sustainable. The downsides of 

the proposed idea are teachers need to verify their work only 

from the blockchain application and it is difficult to perform a 

perfect assessment through the digital platform. The 

transaction costs generated will skyrocket due to the amount 

of transactions taking place due to the a large number of 

students using the application. They also suggested the use of 

private blockchain platforms hosted by each school 

independently in order to reduce transaction cost and make the 

idea viable for implementation.  

EDUCATION-INDUSTRY COOPERATIVE SYSTEM 

BASED ON BLOCKCHAIN: For any technology or 

ecosystem to develop it needs the cooperation of the users and 

the industry providing the technology for the development of 

tools, one such cooperation was devised by Honming Zhu et al 
[15]

. The proposed idea bought together the education industry 

and the technology provider IBM to develop frameworks 

which assist user for developing blockchain applications. The 

Hyperledger framework and Hyper ledger Peer-Peer network 

developed by IBM is used to develop distributed application at 

a faster rate. Though the applications are easy to develop using 

the framework the applications developed using the 

framework lack robustness since they have a single point of 

failure.  

UNTWIST BLOCKCHAIN: A DATA HANDLING 

PROCESS OF BLOCKCHAIN SYSTEMS  

Sachin M. Kolekar and et al 
[10]

 have discussed the data 

handling process in blockchain systems. The authors have 

described how blockchain has grown immensely in the past 

few years. They eliminate the need for trust among different 

parties involved in a transaction. They have also eliminated 

the need for a central authority by using a distributed ledger 

and hence by doing so the tampering of data is highly difficult. 

They then present BLOCKBENCH, a criterion skeleton for 

understanding performance of private block chains and public 

Blockchain. In this paper they have discussed the 

circumscriptions of Blockchain. In section 1 they have 

discussed the workings of blockchain from creation of the 

genesis node to using clever cryptography in order to hash the 

nodes present in the network. Section 3 describes the types of 

blockchains ie private and public blockchains. Section 4 

portrays the concepts of blockchain such as the distributed 

ledger, consensus algorithms and mining. The Intrusion 

detection systems in detail such as HIDS and NIDS. Their 

limitations are discussed ranging from updation management 

to their inability to avoid denial of service attacks. They have 

conducted comprehensive survey on Blockchain Technology. 

It is a budding solution for decentralized communication and 

data management without the need of a trusted third party. It is 

an open and spread ledger, enabling the recording of contact 

among various parties in a provable way. Basic clarity  and 

justification of Blockchain is seen and working of the 

Blockchain in decentralized network has been understood. 

Also, Combination of Blockchain Technology with Internet of 

Smart 

contracts 
Events Execute Authority Digital 

document 
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Things has been studied. Few Advantages and Disadvantages 

have been seen and various applications of Blockchain 

Technology are stated. Most Importantly, Future of the 

Blockchain has been predicted if few of the assumption comes 

true, then what are the possible technologies which can be 

created by blockchain technology. Concepts like consensus, 

distributed ledger, proof of labor, proof of stake, etc. have 

been explained in short.  

LITERATURE SURVEY ON UNTANGLING 
BLOCKCHAIN: A DATA PROCESSING VIEW OF 

BLOCKCHAIN SYSTEMS: Tien Tuan Anh Dinh et al 
[12]

 
discuss about the blockchain systems that are gaining massive 

momentum in the last few years. The blockchain systems are 
useful for parties that do not trust each other amidst a 

transaction. Due to their usage of distributed ledgers parties do 

not need to depend on a central authority. The authors have 
focused their discussion on private blockchains and as a result 

the parties are authenticated. This paper has also discussed 
about BLOCKBENCH, a benchmarking framework for 

understanding performance of private blockchains against data 
processing workloads. They have provided information about 

the software such as Ethereum, Parity and Hyperledger fabric. 

The tradeoffs between blockchain and traditional database 
systems have been discussed in order to evaluate the 

differences between the former and the latter. They have 
discussed how a blockchain network is created. The genesis 

block is initially created whose hash value is stored in the next 
block and so on until it forms a chain. Consensus algorithms 

also play a major role in the addition and removal of new 

nodes in the system which also deals with Byzantine related 
problems. Blockchain has its advantages over tradition 

databases in providing robustness and decentralization.  

III. PROPOSED SYSTEM 

The system proposed is built over a public blockchain 
based on ethereum platform. The ethereum blockchain 

platform enables user to develop smart contracts which 
increases the level of automation and reduces the cost and the 

number of transactions. Fig 3.1 shows the architecture diagram 
of Digital Certificate System.  

 

FIG 3.1: Architecture diagram of Digital Certificate System 

The students are provided with an application interface 

through which the students upload their information. The 
issuing authority provides the authenticated students list to the 

distributed system which can be verified with the student 
details that are uploaded through the application interface. The 

verification list contains the serial number of the certificates 
that is stored to the blockchain with smart contracts by the 

Digital Certificate system. When the student request for the 

digital certificate, only when it is successfully stored in the 
blockchain they are provided with their digital certificate which 

is embedded with a data for security and a Quick Response 
(QR) code for further sharing of certificates. During certificate 

verification process the QR code is shared by the student to the 
employer and the certificate is verified. 

 

FIG 3.2: Functional Diagram of Digital Certificate System 

Fig 3.2 describes the functional architecture of digital 

certificate system. The application level gives the interface 

among different users who access the application. The 
application gets the certificates from the issuing authority  

which holds the certificates in the database and stores the 
certificate number in the blockchain through smart contract 

with the help of hash functions. When the user requests for the 
certificate the application programming interface embeds the 

certificate with an imperceptible watermark for authentication 

and sends an OTP to the user whenever the certificates are 
shared. 

The Digital Certificate System consists of four modules 
namely 

a. Users Validation 

b. Hash Generation 

c. Securing digital certificates  

d. QR code Sharing 

The following are the essential components of the system. 

a. USERS VALIDATION 

Users in the specific module register their details in a form 

containing various fields in the application. The data collected 
is stored in a dropbox cloud platform using the dropbox library. 

Architecture of the dropbox database is of a tree structure 
which enables easy manipulation of data. Once registered, 

users are provided with an OTP (one time password) for 
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authentication. Upon authenticating the users details get 

uploaded in the concerned issuing authority. 

b. HASH GENERATION 

  The module is the core of the application containing the 
blockchain system. For every new registered user a new block 

is created in the blockchain. The data of the user i.e the serial 
number of the certificate is stored in the block. Hashes are 

generated using hash function such as SHA-512.  

SHA-512 is a cryptographic hash function that is built 
using Merkle-Damgard structure 

[3]
. It consists of an 80 round 

module which generates the hashes.  The hashes generated use 
the data stored in the blocks, hence if data changes the hash 

value will also get change.  

The hash of the previous block is stored in the next block 

and thereby creating a chain of blocks. This is responsible for 
the property of immutability and any changes can be notified to 

the user. 

c. SECURING DIGITAL CERTIFICATES 

Once serial numbers are securely stored in the blockchain 

they generate a success signal to the system. Upon obtaining 
the signal and request from the user digital certificates are sent 

to the user along with a QR code. 

The certificates from the digital certification system contain 

an indistinguishable imprint by using alpha blending process. It 

is used to display a bitmap which as has transparent and 
semitransparent pixels. In addition to red, green, blue color 

channel each channel in alpha bitmap has a transparency 
component known as alpha channel. An open source API is 

used for this purpose which imprints the digital certificates 
through the alpha bending process. This safeguards the digital 

certificates from being misused after sharing the certificates. 

To make the imprint visible the color scale of the digital 
certificate is changed to a specified value.   

The property of the imprint being indistinguishable is that 
when an unauthorized person tries to duplicate the certificate, 

they will be unaware of the imprint which can be identified on 
duplication. This safeguards the digital certificates from being 

misused after sharing the certificates  

d. SHARING QR CODE 

In an android interface the users receive the digitally 

imprinted certificates and are tagged along with a unique QR 
code. The QR codes are generated through an API (application 

programming interface). The generated QR codes are shared 
to the employers on their account. When the QR code is 

scanned the employer receives the digital certificate of the 
student after authenticating the user with an OTP. 

IV. RESULTS AND DISCUSSION 

The results of the above components end up in the system 

application with login for different users and their specified 
operation and the sample of user registration is shown below. 

Similarly the employer will register with their company details 

so that they can share the documents in a common platform. 

 

FIG 4.1: Form for Acquiring User Details 

The documents are stored in the blockchain. Ethereum is a 
decentralized platform that runs smart contracts. The Ethereum 

wallet is installed in the host system and a temporary private 
test network is executed in order to reduce the cost of 

development. Genesis block is created and the blockchain is 
replicated across all the nodes in the Peer-to-Peer network 

successfully. The ethereum wallet is initialized in the command 

prompt. The blockchain is implemented on Ethereum 
blockchain platform. The blockchain is accessed through a 

command line interface. 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 219



 

Fig 4.2: Initiating the Genesis block in the blockchain 

Once the students register to the application they can 
request for the mark sheet in the application through 

blockchain.  

 
 

Fig 4.3: Sample watermarked Certificate 

 

The mark sheet is embedded with a watermark for security 

purpose and can be shared among the employer and the user 

with the onetime password provided by the application to the 
user to avoid unauthorized access. 

V. CONCLUSION AND FUTURE WORKS 

The proposed system demonstrates the effective use of 
blockchain technology to develop a distributed application and 

it provides a certified method for preventing duplication of 
digital certificates. The core of the application is to generate 

hashes in order to effectively create a blockchain which stores 
data which cannot be manipulated. As a future work 

Hyperledger 
[13]

 fabric can be used to implement blockchains 

for effective access. Biometrics of the user can be stored to the 
application in order to generate highly unique hashes which 

cannot be decrypted easily. 
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Abstract— A sharp increase in the availability of satellite imagery 

data sets available in the past few years and nowadays made the 

explanation of all those data a challenging problem. Retrieving 

useful information and insights from images taken by satellite or 

any other aerial imagery system requires a good understanding of 

the information which is present in the images itself. This work 

searches and studies problem mentioned above by studying, 

designing and implementation of an automated model to extract 

semantic maps of waterways, roadways, buildings to track urban 

cities growth of satellite imagery. As it is a machine learning 

problem, a deep neural network is implemented and evaluated 

experimentally. Open source, publicly available frameworks and 

datasets are used in this work, the result of this work is a pre-

processing image model which enables the user to take an input 

image with different quality and resolution and apply the semantic 

segmentation on it. U-Net is used as the underlying architecture for 

this project, because of many advantages and functionalities it 

provides as an example, we can name less computation time which 

can help starters in the field of AI and Computer Vision to build 

their prototype and models fast without the need of too much 

hardware (GPU, Processor, and RAM). To get a better result and 

decrease the amount of pressure on machine FCN (Fully 

Connected Neural Network) is used along with U-Net. As FCN has 

skip layer function and it also makes the network to learn faster 

and give more accurate results than CNN due to normalizing the 

pooling layers which in CNN it makes the network to lose lots of 

information about the data. The primary purpose of this work is to 

implement Semantic Segmentation on satellite images taken from 

Urban areas, SpaceNet dataset provides such a data. The data 

selected for this project is from Khartoum (Capital of Sudan), it is 

a developing and deserted city. The result of this work will help in 

managing resources such as agriculture, natural energy, and water, 

checking on natural disasters and responding to it, like floods, 

earthquakes, and tsunamis checking on environmental use such as 

deforestation and Monitoring Urban Development 

 

Keywords- Satellite, Deep learning, Image, Segmentation 

I. INTRODUCTION 

Semantic Segmentation is the process of labeling images on 

pixel level or analyzing all details of an image in pixel level 

[6]. Segmentation is a process or method of dividing an 

image into multiple parts and section which can be sets or 

category of pixels, the main point of segmentation is to 

make the input image understandable for machines, robots, 

pc and other purposes. So we can say segmentation helps a 

computer to analyze and understand images and vides as 

input and detect boundaries, curves etc. While images given 

to a segmentation application it subdivides the taken image 

and classify every pixel available in the mentioned image 

and label it, after labeling done! There will be certain pixels 

which can contain same or almost same label, then we can 

say those pixels share some common characteristic or can be 

part of same object in the input image. 

 

 

                 Fig. 1. Semantic Segmentation 

There are 3 types of data sets available: RGB Data sets, 

RGB Depth and pure volumetric or 3D.  

RGB Datasets: 

Most of the time and through the years, semantic 

segmentation focus was on RGB images or data, for the 

reason RGB or 2D data sets are most widely available and 

the biggest and can be found easily. In RBB data sets any 

kind of two-dimensional like as gray measure or RGB 

images can be contained. 

PASCAL Visual Object Classes 
There are 5 sub classes available in this data set, which is: 

Dataset for sorting, appointing, segmentation, action 

classification and people lareadert. From the mentioned 

dataset, data for segmentation is interesting since the main 

objective is to identify objects there above 19 different 

classes of pictures with objects like: Cow, cat, birds, horse, 

sheep, person, car, boat, bus, tables…etc. 

- SBD (Semantic Boundaries Dataset) 
This data set is extended version of Pascal Visual Object 

Classes dataset, the data set (SBD) provide semantic 

segmentation land fact for the picture which not mentioned 

in Pascal VOC (Visual Object Classes) which contains 

annotations for almost 11000 images from Pascal VOC and 

more than 8000 training images from it is own. 

 

Microsoft COCO (Common Objects in Context) 
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This is another large scale dataset which is very suitable for 

image recognition, segmentation and capturing. The part of 

this data set which is focused on segmentation has more 

than 80 classes which includes more than 80000 images.  

SYNTHetic set of imagery and annotations 
It is a big set of photo-realistic renderings of virtual cities, 

semantically segmented which the main target is context of 

driving. This data set provides pixel-level annotations for 

more than 10 classes like river, nature, airplane, highway, 

house, pole, car…etc. It features more than 13000 training 

images which is taken from video streams. 

Cityscapes 

It is a large scale database which is the main focuses of this 

data set is on semantic understanding of civil road scenes? 

This dataset supply material in over 30 groups which have 

flat surfaces, people, cars, buildings, boats, nature and river. 

This dataset has been captured in over 40 cities during 

months, during the day when the weather was clear and 

good. 

ReaderTube-Objects 
The data available in this dataset mainly prepared from 

ReaderTube videos which contains objects from ten 

PASCAL VOC classes: Airplane, animals, different kinds of 

vehicles and train.  

CamVid 

It is a driving section, which eventually taken as a film by a 

camera attached on the dashboard of a car? The dataset 

covers 32 classes of objects and some of them are  

- building  

- wall  

- tree  

- vegetation 

- fence 

- sidewalk  

- parking block  

 

KITTI 

It is a famous dataset to be used in mobile robotics and 

autonomous cars, which is contain couple of hours of traffic 

conditions filmed with mixture of sensor situations covering 

high: - Clearness RGB 

- grayscale  

- 3D scanners 

it doesn’t contain any data for semantic segmentation but 

lots of researchers manually marked parts of the database to 

fit their needs. 

II. BACKGROUND WORK 

Before deep learning become popular in field of semantic 

segmentation and computer vision, there were other 

approaches that we can name TextonForest and Random 

Forest Based Classifiers and in image classification 

convolutional neural networks (CNN) were able to be a 

good answer for most of segmentation problems. 

Joao Carreira et.al (2012) In every object recognition or 

segmentation methods coding, pooling, feature extractions 

are always included an is basic part of procedure. This paper 

researched and proposed a method based on pooling, which 

encodes the second order of local characteristics within a 

region, to achieve this the multiplicative second order 

analogue is being introduced and together with good non 

linearities can give a great result on free form boundry 

detection and recognition, this can be done without any 

feature coding. 

By researchers of this method it is been found that elevating 

local descriptors with image information addon can have a 

huge performance discoveries and gains, even better result 

can be reached by including the proposed method. In this 

paper it is been showed that pooling based on second-order 

technique and free form region has superiority over the 

other winning systems in Pascal VOC 2011 challenge, 

sometimes even 20000 time faster. [9] 

Alexander Vezhnevets et.al (2012) this paper tried to 

address problem related to weakly supervised semantic 

segmentation. In the process the images labeling process 

only by the classes which is available in them, not regarding 

their location. On the test input this technique must predict 

label class for each pixel. The goal of this method is to 

enable segmentation so make them to use few visual cues in 

the setting of weakly supervised setting, similar to result 

which is achieved by full supervised method. 

Somehow it is difficult to measure the usefulness of 

different visual cues from data of the purposed method 

which is Weakly supervised. A group of parametric 

structured model is defined where each one of the models do 

the weight process in different way. The maximum expected 

Agreement is proposed which assesses the quality of model 

from the group without checking the Supperpixels levels. 

The process for searching the best and fittest model is a hard 

process for optimization problem. This problem is looked as 

Bayesian Optimization and proposed algorithm is based on 

Gaussian processes to perfectly solve it. The second 

contribution by this paper is “Extremely Randomized 

Hashing Forest” which represents varied Supperpixels 

feature like saparse binary. [10] 

Alexander Vezhnevets et.al (2012) the main problem 

which is addressed by this paper is to solve classifying every 

pixel in the image related to their semantic class which they 

belong to for example buildings, water way, cars. Most of 

methods which exists train from a full supervised image, 

where every pixel is marked by a group or class label. To 

reduce the efforts for the process of annotation, recently 

weakly supervised methods appeared. The weakly 

supervised method only requires only image labels 

representing which groups are available or present. While 

the performance of these methods reaches a acceptable 

level, there is a huge gap between accuracy of this method 

and fully supervised method. Which in this paper it is been 

tried to reduce this gap or even remove it by proposing 

active learning method with is well suited for this technique. 

The problem is modeled as a pair-wise CRF along with cast 

active learning to check for findings it of as most useful 

node. Which these nodes made the biggest changes in CRF 

model after revealed the true label of them. After doing test 

on two different data sets, the proposed methods achieved 

97% of accuracy.  

Jonathan Long et.al (2015): proposed When in 2010 Deep 

learning become feasible and made programmers able to 

integrate it with many widely used software and 

applications, researchers tried to start their research to find 

how Deep Learning can contribute more and more in AI 

field, and one of the areas that Deep learning had a good 

impact on them is Segmentation. 

Patch classification is a semantic segmentation using deep 
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learning that we can name after deep learning invented. 

What exactly a patch classification does is classifying each 

pixel into different classes using a method called patch of 

image around it, the main reason using patches was fully 

connected layers in classification network and because of 

this reason the image needed to be of a fixe size. To solve 

this issue in 2014 Jonathan Long, Evan Shelhamer, Trevor 

Darrell tried to popularize Convolution Neural Network for 

dense predictions without any connected layers, and it 

worked and they named the method FCN Fully Convolution 

Networks. By using this method in segmentation, users of 

neural network are able to generate segmentation map of 

any size image and less time or faster. After this discovery 

all semantic segmentation start using this paradigm. 

Beside fully connected layers, we can name pooling layers 

that semantic segmentation method faced with, what exactly 

pooling layer is? A pooling layer or pooling tool that CNN 

using for taking a large image and shrinking them down and 

preserving important information of image, increase the 

field of view and ignoring the (where) information, while 

semantic segmentation needs the alignment of class maps 

and (where) information as well, different research and 

work has been done to resolve this issue which semantic 

segmentation faced with.  the encoder and decoder 

architecture for resolving mentioned problem is introduced, 

the work process of encoder and decoder is: encoder grade 

by grade causing the dimension to reduces along with 

pooling layer after that decoder step recovers grade by grade 

details of object and spatial elements. One of popular 

architecture of this method can be named U-Net. 

Suarabh Gupta et.al (2016) RGB-D images segmentation 

sometimes can be tricky; in this paper it is been tried to 

address that problem and propose a possible solution. The 

proposed method is “geocentric embedding for depth 

images” which encodes above the ground, angle with using 

taking notes on gravity for every and each pixel along with 

horizontal differences. The geocentric embedding has given 

better results in most cases than raw depth images for 

representation of learning features with CNN, which has 

been demonstrated specifically. The final product achieved 

average of 37.5% which is almost 56% more precise and 

accurate than existing methods. Along with other points, the 

focus on task of segmentation on instance based where the 

label pixels which belongs to object instances are found by 

the detector. For mentioned task (instance-based 

segmentation) the Decision forest technique is proposed 

which classifies pixels of the input in the detection windows 

which can be either foreground or background using Unary 

and Binary tests. Then the output of object detector is taken 

and given to a Supperpixels classification model for 

semantic segmentation purpose which had 24% 

improvement over existing methods that has been studied by 

this paper. .  

Vijay Badrinaryanan et.al (2015) The SegNet which 

developed and worked on by Cambridge University of 

United Kingdom is a deep encoder and decoder technique 

for semantic segmentation. The SegNet architecture is 

contain structure of non-linear processing layers and set of 

decoders with pixel wise classifying method, and each 

encoder has a convolutional layer with batch standardization 

and ReLU procedure non linearity. 

One of the main characteristic which makes SegNet special 

is the use of max pooling indices in the decoders to perform 

the up sampling process of low resolution functionality 

maps. 

Pedro pinherio et.al (2015) This research has been done by 

Pedro Pinheiro (and friends) which the main title of the 

paper is (Learning to Segment Objects), how it works: 

Given an image, at first outputs a segmentation mask, at the 

second step outputs the probability that the patch is centred 

on full object (the mentioned process is being applied on 

image so it could identify all objects available in the image) 

and all these process is done in one round or through one 

CNN. As Deep Mask uses simple feed forward network 

which is good and successful in creating (coarse object 

masks) but not for pixel accurate segmentations (or semantic 

segmentation).   

Liang-Chieh Chen et.al (2016) proposed is a method 

which is using Deep convolutional networks and fully 

connected CRFs for semantic segmentation, made bellow 

important contributions in field of semantic segmentation: 

- Using of atrous/dilated convolutions 

- Propose atrous spatial pyramid pooling 

- Use fully connected CRF 

It tries to bring together method form DCNNs along with 

graphical probabilistic framework for solving task of 

classification on pixel-level, and displaying that responses at 

the last layer of DCNNs are not Enough local for precise 

object classification or segmentation, to solve this problem 

localization characteristic of deep networks by integrating 

the results at the last DCNN layer with CRF. 

III. MATERIAL AND METHODS 

Data Set Review  

One of few publicly available datasets which provide most 

complete data for both training and testing purposes is 

SpaceNet, which contains commercial satellite images. 

Companies like GosmiQ, NVIDIA along with Radiant 

Solution partnered to make a possible public release of the 

data set to make innovation faster in the field of Computer 

Vision and machine learning and help build algorithms for 

feature detection from satellite images like buildings, roads, 

and other man-made structures. 

 

 

SpaceNet Datset 
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-e 
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1 World 
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2 World 
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3 World 

View 3 

Paris 30 cm 1030 23816 425 

km 

4 World 

View 3 
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ai 

30 cm 1000 92015 3537 

km 

5 World 

View 3 
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m 

30 cm 765 710960 1030 

km 
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For a better understanding of the dataset, knowing the main 

source of the dataset will be helpful. Digital Globe is an 

American vendor which is main services is providing space 

imagery and geospatial data, is the main provider of the 

SpaceNet data as well. The mentioned company has few 

satellites which some of them can: 

- WorldView -1, 2, 3 and 4 

- GeoEye 1 

- World View 

- QuickBird 

Each dataset generated from mentioned satellites has 

different features like geolocational accuracy and resolution. 

 
Fig. 2. Data Samples from SpaceNet Data set 

     Table 1. Different Features of Digital Glove Satellite 

Feature World 

View 1 

World 

View 2 

World 

View 3 

World 

View 4 

Geo 

Eye 

Serie 

Altitude 495 

km 

680 

km 

760 

km 

615 

km 

615 

km 

Characteristics Pan Pan + 

4 MS 

Pan + 

8 MS 

Pan + 

8 MS 

+ 8 

SWIR 

Pan + 

4 MS 

Resolution .50m 0.41m 0.46m 0.31m 0.31m 

Multispectral 

Resolution 

NULL 1.64M 1.85M 1.24M 1.24M 

40 N Latitude 1.4 

Days 

< 3 

days 

1.1 

days 

1.0 

day 

1.0 

day 

Locations covered by SpaceNet Datset 

SpaceNet provide satellite data for 5 main areas, which 

below table is summarizing them 

Table 2. SpaceNet AOI (Areas of Interest) 

From 2016 SpaceNet organizers started some competitions 

for the primary purpose of making innovations in the field 

of computer vision and help to create such algorithm to 

extract detailed features from satellite images. 

The first round of such competition was organized in 

November 2016, and the target data set was Rio De Janeiro. 

In the first round, almost 40 developers competed in this 

challenge which hosted by Top Coder to create such an 

algorithm to extract building footprints from the input data. 

The Second competition of SpaceNet main target was from 

World View 3 satellite which had multiple formats of 

images like RGB, panchromatic and multispectral.  

     Raster in SpaceNet 

SpaceNet raster is presented in the form of .tiff images. The 

GeoTiff images are a unique format of images which can be 

used for georeferencing and pixel in the picture is as real-

world distances 

 

   Sensor Band of SpaceNet Data Set 

Table 3. Sensor Bands of SpaceNet Data Set 
Costal 400 – 450 nm Red 630 – 690 nm 

Blue 450 – 510 nm Red Edge 705 – 745 nm 

Green 510 – 580 nm Near-IR1 770-895 nm 

Yellow 585 – 625 nm Near-IR2 860 – 1040 nm 

SWIR-1 1195 – 1225 

nm 

SWIR-5 2185 – 2225 

nm 

SWIR-2 1640 – 1680 

nm 

SWIR-6 2235 – 2285 

nm 

SWIR-3 1640 – 1680 

nm 

SWIR-7 2235 – 2285 

nm 

SWIR-4 1710-1750 nm SWIR-8 2295 – 2365 

nm 

 

  Fully Connected Neural Network 

Doing Segmentation is far different from classification 

because the primary purpose of segmentation is required to 

relate each pixel to a class of the input data, in place of only 

one class for all the input. To understand what is in the input 

for each pixel segmentation task is to predict what are 

contents of the data and to specify the location of the 

detected object as well. 

 

Fig. 3. FCNN 

FCN (Fully Convolutional Network) 

This model has got its name from the way in which 

architecture is built which is group of connected layers 

locally, and the layers are Upsampling, Convolution, and 

Pooling. This architecture is hugely affecting the number of 

parameters and computation time. The working method of 

this model is straightforward where it can work regardless 
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of the image size, does not require a fixed amount at any of 

the working stages, because all the layers and connections 

are local. 

To acquire a segmentation result (in our case Map) all 

segmentation architectures having two main steps: 

- Downsampling: which takes contextual information 

- Upsampling: which recovers the information 

The primary objective of Downsampling is to retrieve the 

information which is related to WHAT, and the upsampling 

job is to enable the network to detect exact localization of 

the detected object WHERE — followed by the recovery 

phase, to recover the spatial information lost during the 

pooling or downsampling stage. 

Model 

There are many FCN architectures available, which the 

main difference is in their output. the figure shows different 

types of FCN Architectures like: 

FCN 8 

FCN 32 

FCN 16 
 

 

Fig. 4. Different Models 

 The mentioned FCN models (FCN 8, FCN 16 and FCN 32) 

differ from each other in the last convolution layer and skip 

connection. And another main difference between them is 

that all three mentioned models are using the same 

downsampling path, but an upsampling path. 

 

 

Fig. 5. FCN Models 

U-Net Model 

This model is built on the base of FCN (Fully Convolutional 

Network) and then customized which gives better result if 

used on the medical field and imagining. If we compare this 

to FCN 8, the main differences between these two models 

are: 

(U-Net is symmetric) and (The skip between upsampling 

and downsampling uses concatenation instead of a sum 

operator). The skip connection provides information taken 

from local to the global during the upsampling stage, and 

because of it is symmetry characteristics it has a significant 

number of feature maps in the upsampling stage which 

enables to transfer information. They named U-Net because 

of its the symmetric shape which makes it different from 

other models of FCN Network. The interior architecture of 

U-Net is separated into three parts. 

- Downsampling 

- Bottleneck 

               - Upsampling 

Downsampling Section 

The downsampling stage is consist of 4 subsections, each 

section is consisting of 

- 3x3 Convolution Layer + activation function 

- 3x3 Convolution Layer + Activation Function 

- 2x2 Pooling (Max Pooling) 

First two layers contain Batch normalization too. 

At each pooling block, feature maps double for example if it 

starts from 64, it will get to 128 at the second and so on. The 

task of the contracting is to retrieve the context of the input 

data to do the segmentation job and the result will be 

transferred to upsampling layer. 

Bottleneck Stage 

This section locates between the downsampling and 

upsampling which is built from 2 simple convolutional 

layers along with batch normalization followed by dropout. 

Upsampling Stage 

This stage contains the same number of blocks as 

downsampling, which is 4: 

- Deconvolution layer 

- Concatenation which contains the cropped feature 

mask from the downsampling stage 

- 3x3 convolution layer + activation function 

- 3x3 convolution layer + activation function 

Keras 
Keras is open source built for neural network library based 

on Python programming language, which runs by the help of 

TensorFlow and other technologies like Cognitive Toolkit 

(Microsoft), Theano. The primary purpose for building the 

Keras was to enable researchers who work in the field of AI 

especially Neural Network (Deep Learning) to do very fast 

experimentation. It helps researchers with the user-friendly 

environment and modular, the researchers in ONEIROS 

made some great efforts in building and developing this 

good platform, Francois Chollet (who is an engineer in 

Google) is the primary and author of this platform. 

This model contains few functionalities which are most 

commonly used by neural network researchers in the field of 

deep neural network and can be used for neural network 

building blocks, optimizers and few useful data toolboxes to 

make dealing with images and text data a lot easier. The 

main code used for developing this platform is being hosted 

in Github and has lots of community support in different 

forums. Besides supporting the standard neural network, 

keras support convolutional and RCN (Recurrent Neural 

Network) as well, along with these it supports other utilities 

like batch normalization and pooling. The incredible feature 

of Keras is that let users implement deep models on 

Smartphones as well (iOS on iPhone and Android), web-

based or on JVM. 

Basic Approach 
The first model which was developed as a single layer 

consists of 4 layers, with the primary purpose to understand 
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and implement a neural network model. Then this model 

firstly used on a small set of data set which mostly included 

roads and highways and then trained the model on a data set 

which had over 5000 labelled and ready for training 

purpose. It is usual to make the number of produced feature 

map available in each layer as we progress more and more. 

Our network model is consisting of four convolutional 

layers with 32 and 64 feature map each, which followed by 

0.5 dropouts. The ReLU activation is also used in all 

function to the wanted probability heat map. All the pooling 

filter follow a simple 3x3 structure at each layer. 

IV. RESULTS 

The input data of our model has 712287 pixels in total, from 

the total number of available pixels about 28.79% are 

pointed as background and 71.21% segmented as our target 

points (Buildings, Roads, Water and Corps). Obtained 

performance parameters are shown in the following table- 

Precision Recall FPR 

(False 

Positive) 

TPR 

(True 

Positive) 

IOU F1 

0.911 0.68 0.16 0.68 0.644 0.778 

 

V. CONCLUSION 

Deep Neural Network is studied to find out latest inventions 

and implodents in the field and possibility to help us out in 

this work. Segmentation and Semantic Segmentation is 

studied along with latest literatures to find our 

improvements in the field. Data sets available for this 

purpose has been studied and analyzed, and being tried to 

find the best data set which is suitable for this work and 

Then by using FCN as main architecture, U Net as pre 

trained model and python programming language is used to 

implement the work researched on. At the end in Results, all 

the output and result of the works have been shown along 

with training data set. 
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Abstract— The research of  robotics needs  a good and 

accurate control. The proposed concept is touch less and non-

verbal communication with the use of Leap Motion Controller. 
The concept has two major parts : first one is “device perceive 

hand finger moments and send signal”, Second one is Robotic  

hand interfaced with PIC microcontroller which receives signal 

and controls robotic hand. The paper aims to link  virtual 

environment with real time environment. Here virtual 
environment consist of leap motion controller and laptop, real 

time environment consist robotic hand. In real time environment 

parodist is converts into  virtual environment. 

   

 
Keywords— Leap Motion  Controller, Zigbee, Pic16f877a and  

Robotic Arm. 
 

I. INTRODUCTION 

The development of Advanced Gesture recognition sensors 

habitually used in robotic hand control. In wide and variety of 

areas  Robotics substitutes human work [1]. 

 

Leap motion controller creates virtual screen to visualize 

hand gesture information and the same information send to 

robotic hand through wireless device support [2]. 

 

For hand gesture recognition many sensors used like  

MEMS accelerometer, EMG, Gyroscope, flex sensor, pressure 

sensor…etc [3] 

 

LMC used to achieve  hand of human intension by 

interaction of Robotics. Leap motion controlled good to 

recognize the intension of human by gesture of human hand 

and fingers [4]. 

   

LMC supports to complete virtual task like virtual game, 

virtual selection, virtual control, and all virtual environment 

based applications [5]. 

 

Gesture recognition of LMC used to control vehicles, 

Robotics, drones with the decision of human . at some kind of 

hazardous situation human brain takes the good decision  [7]. 

 

LMC creates virtual reality environment for virtual game, 

virtual pen, virtual instruments performs simulated operations  

[8]. In this, leap motion controlled can be used like mouse, 

and joystick.  By using LMC gesture recognition, user can 

interact with virtual reality (VR) environment. This method is 

a touch less interaction to communicate Robotics  [11] [12]. 

 

II. RELATED WORK 

Leap motion controller finds the touch less Human 

computer interface. LMC creates virtual environment in 

computer for various task handling on virtual environment. 

Interaction of objects By using LMC is an unique way of hand 

gesture recognition.  

 

It supports various compilers  and IDEs such as Visual 

Studio, Xcode3.0+, Mono version 2.10, Unity Pro and 

personal version 5.0, java versions 6and 7, python version 

2.7.3, and UnrealEngine 4.9. All header files and library files, 

DLL files provided by leap SDK required to develop leap  

motion controller enabled application. 
 

Hand gesture recognition is done by LMC on both hands 

dynamicaly and simultaniously. It can be used in virtual game, 
virtual air brush, virtual desktop application, virtual mouse 

and keyboard. 

 

LMC consist of  three IR(Infra Red) LEDs and two IR 

camera which visualize the skeletal point in computer similar 

to human finger moments . It uses specialized software to 

visualize skeletal point of finger. Many devices are used for 

motion capture but leap motion controller has built-in IR 

sensor to detect human hand and two cameras to capture the 

gesture of  human hand which processed by software. 

 

Distance between the above the Leap Motion Controller 

and Human hand should be approximately 20 centimeters. 
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Distance between around the Leap Motion Controller and 

Human hand should be approximately 45 centimete [6].  

 

 
 

Fig. 1. Leap Motion Controller interface with virtual 
environment  

III. PROPOSED WORK 

The main motivation of this paper to is convert virtual 

hand  into real time Robotic hand. LMC generates 3D skeleton 

image while the information of that virtual image is sent to 

robotic hand. The following three steps operates Real-Virtual-

Robotic hand [9].  

 

1. Real hand -  Camera of LMC captures the 

real hand and finger gesture fed into the 

laptop/PC.  

2. Virtual hand - Laptop/ PC visualize 3D 

image(Virtual Hand) and its related 

information send via wireless. 

3. Robotic hand - Information of 3D image 

receive by robotic hand  and behave like real 

and virtual hand. 

 
The proposed design is to convert the HCI (Human 

Computer Interface) into HCRI (Human Computer Robotic 

Interface) 

A. Schematic of LMC 

Fig. 2 shows schematic diagram of leap motion 

controller. Gesture recognition using leap motion controller  

provide virtual and robotic hand grip. Each IR Camera is 

placed between IR LEDs  [10].  

 

 
 

Fig. 2. Schematic of LMC 

  

 In Fig. 2 Camera and IR LEDs are placed in unit of 

Centimeter(Cm). Form the  left side of schematic first IR led 

is placed at a distance of 0.5Cms, first Camera is placed at a 

distance of 2Cm, second IR led is placed at a distance of 

4Cms, second Camera is placed at a distance of 6Cms, third 

IR led is placed at a distance of 7.50Cms.  

 

Total length, width, and height  of Leap Motion 

Controller is 8Cm, 3Cm and 1.27Cm respectively. The wave 

length of IR LEDs are 850 nanometers. 

 

B. Software for leap  motion controller   

Special software program  required to use leap motion 

controller for tracking  human hand. Leap motion controller 

SDK(software development kit ) is written in C++, Java, Java 

Script, Objective C, C#, Python. It support Windows, Linux & 

MAC operating system. The advantage of this  is to make any 

software program to track human hand. Since for tracking of 

human hand can make own software.  

 

C. Robotic Hand Design 

This Robotic hand has palm and five fingers such as 

human and it is interfaced with servo motor to control.  In this 
the structure of hand is nearly the same as human hand.  
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Fig. 3. Robotic Hand Internal View  

 Fig. 3 shows the internal view of robotic hand with five 
servo motors to control the five fingers. Each finger has 

separate control by servo motor [4].  

D.  Hand Skeletal  

Fig. 4 shows the skeletal view of hand fingers. The 

distal phalanges , intermediate phalanges,  proximal 

phalanges, metacarpals and  carpals forms finger of human 

hand. 

 

 

Fig. 4. Skeletal View Of Hand fingers 

 

 Fig. 4 Leap motion controller takes  standard skeletal 
model for tracking human hand. Two row of four carpal 

bones(8 bones) forms wrist of the hand . The area between 

carpals and distal phalanges called hand. Metacarpals (5 
bones), phalanges (14 bones) totally 27 distinct bones forms 

human hand. 

E. Convert Human Hand Gesture into Virtual 

hand 

   Gesture of human hand is an input of this leap motion 

controller. IR sensor built in leap motion controller detects 

human hand motion and the two cameras built in leap motion 

controller capture the gesture of hand detected by IR sensors .  

 

 Hand gesture of LMC fed to the computer via USB 

communication port[13]. SDK present on the computer to 

manipulate the data of hand gesture for virtual simulation by 

visual C++ language and simulate the hand gesture in virtual 

environment. This virtual hand information from the computer 

transfer to robot hand via zigbee wireless device [7].  

 

 
 

Fig. 5. Hand Tracking Using Leap Motion Controller 

 

Fig. 5 shows the connection of Leap motion 

controller connected via USB communication port and the 

wireless device (zigbee) connected via USB communication 

port with the help of  RS232 to USB converter cable which 

transfers hand gesture information. It operates with a speed of 

9600 baud rate.  

 

F. Image acquired by the LMC 

Leap motion controller acquires image by camera in 

the structure of inverted pyramid shape [14]. The frame rate of 

leap motion controller is 120  frames per second. It has a field  

view of 135º. 
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Fig. 6. LMC and Coordinates  

 

Fig. 6 Leap motion controller gets images in inverted 

pyramid shape and its coordinate value of LMC consist of 

LMC_X, LMC_Y, LMC_Z in equation is denoted by R . 

 

 
 

Where dx, dy, and dz are the constants  of the 

distance between origin of the coordinate system of LMC. 

 

G. Convert  Virtual hand into Robotic Hand  

Virtual hand information is received from remote 

computer by zigbee transceiver interfaced with pic16f877a 

microcontroller through UART communication with the speed 

of 9600 baud rate. It has the same speed as transmitter zigbee 

connected in computer for real hand tracking.  

 

Fig. 7. Robotic Arm Control by LMC 

Fig. 7 shows Robotic Arm connected with pic16f877a 

microcontroller. The robotic Arm receive the commands from 

real hand via Zigbee wireless communication. This Robotic 

Arm uses SG 90 servo motor to control fingers of Robotic 

Arm. Each finger in Robotic Arm has separate SG 90 servo 

motor our five fingered structure has five SG 90 servo motors. 

IV. DATA SET  

The Table 1 shows gesture image information analyzed by 

the Leap Motion SDK. Gesture image information is coded as 

text for wireless communication to transfer data to the robotic 

Arm. 

 

 Hand Gesture Code 

 
Swipe 

  

       ‘A’ 

 
Grab 

 

       ‘B’ 

 
Pinch 

 

       ‘C’ 

 
Close  

 

       ‘D’ 

 
Release  

 

       ‘E’ 

 

Table  1. Gesture Code 
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Hand gesture recognized by the leap motion controller is 

coded in Table 1. This text code is sent through zigbee 

wireless communication.  

 

V. RESULT ANALYSIS 

 

Robotic hand mimics similar to the hand of human 

controlled from remote area. Fig. 8 shows comparison of 

Human hand , Virtual hand and Robotic hand. 

 

(a) Real Hand 

             

(b) Virtual Hand 

              

(c) Robotic Hand 

Fig. 8. Comparison of  hand gesture (a).human hand , 

(b)Virtual hand and (c) Robotic hand.   

Fig. 8(a) shows human hand in front of leap motion 

controller, Fig. 8(b) shows virtual hand in PC/ Laptop and the 

Fig. 8(c) shows Robotic hand performs as per human 

activities. Fig. 9 shows different gesture result of Robotic 

hand.  

The hand gesture method  recognized by Leap Motion 

Controller which transfers the same information to virtual 

environment of PC/Laptop while  same information  is 

transferred  to robotic hand through wireless communication 

[15].  

 

 

Fig. 9. Gesture Result 
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Table 2. gives the accuracy of experimental prototype 

tested under various hand gestures from 4 different person 

with performance of Swipe, Grab, Pinch, Close, and Release 

gesture of the hand.   

 

Gesture 

 

Test Accuracy 

Swipe 4 Times 80% 

Grab 4 Times 98% 

Pinch 4 Times 65% 

Close 4 Times 98% 

Release 4 Times 98% 

 

Table 2. Gesture Test  

 

 
 

Fig. 10. Gesture Test Under Different Person  

 

 Fig. 10. Shows the bar chart of the accuracy obtained 

under different test conditions. 

VI. CONCLUSION 

In this research work, hand gesture and its interaction 

are used to control robotic arm. LMC observes hand and 

finger gestures. It displays a three dimensional image of hand 

and mimics Robotic hand like human hand activities. The 

proposed concept of linked virtual environment with real time 

environment is found to perform better.  

This Robotic hand can perform operations in space 

research center , satellite, drone control, and places beyond 

human reach. 

VII. FUTURE SCOPE 

In future , latency of leap motion controller can be reduced  

by the new version of SDK.. Speed of wireless communication 

might be improved by the new types of wireless 

communication. The proposed concept can be implemented in 

tele operated  Robotic application.  
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Abstract—In today’s era, women still feel scared to step out of
their homes at late nights due to the fear of sexual harassment.
This problem is compounded when one shifts the focus from
urban to rural sector and interior areas of villages where there
is erratic electric supply and poor cellular network connectivity.
There are many smartphone based solutions, but the availability
of smartphone and cellular network in rural areas is unreliable.
This paper proposes a system, by creating a wireless network
using IoT technology with a portable device for alerting the
concerned authorities to prevent any mishap. Women will be
provided with a beacon device consisting of a help button. In
case of any emergency, the beacon information will reach the
central stations and an alarm will be triggered at the prominent
places of the village. One can find out the location of the victim
based on her proximity to the nearest access point.

Index Terms—Bluetooth Low Energy, Global Positioning Sys-
tem, Beacon device, Internet of Things, Solar Panels, Access
Point, Central Station

I. INTRODUCTION

Even though we live in the 21st century with much tech-
nological advancement and social awareness, women face the
problem of harassment of any form and get abused physically
or mentally. Areas like streets and public spaces have been
the territory of such violence. This issue worsens for women
living in remote and rural areas, where they might not be
aware about these crimes or hesitate to report these crimes to
the concerned authorities. There are many existing applications
and devices for women security through smartphones. Though
the smartphones have increased rapidly, it is not possible that
the smartphones and cellular network will be available all the
times in rural areas. Also, many people in the village do not
have smartphones which can assist them in contacting the
concerned authorities, otherwise. Literacy rate of villages is
low and parents do not send girls to schools due to the fear
of sexual harassment.

The proposed system for women safety is based on BLE
(Bluetooth Low Energy) Beacon device due to their low cost,
ease of deployment, ease of accessibility to the users and
superior interior localization as described in [2], [3]. Kang
Eun Jeon, James She, Perm Soonsawad, and Pai Chet Ng [2]
specify that BLE has low energy requirements and battery
life of BLE Beacon devices can be extended upto 2-3 years
on a single coin cell battery if broadcast intervals are set
appropriately based on the application. BLE is 60 - 80%

cheaper than traditional Bluetooth and is compatible with a
wide range of IoT (Internet of Things) boards, mobile phones,
tablets and computers. It is ideal for the proposed system
which requires small periodic broadcast of data at regular
interval of 1 - 1.5 seconds.

The paper has been organized as follows - Section II de-
scribes the existing women safety systems and their demerits.
An insight into the system that we proposed in Section III
includes the overview of system, mathematical model, various
components and the working model. The implementation of
the system is described in Section IV which consists of a
simulation experiment. Section V provides the results of the
simulation and its analysis. Lastly, Section VI includes the
conclusion and further improvements possible to the system.

II. RELATED WORK

Majority of the approaches for providing women safety
concentrate on urban areas where it becomes possible to
provide immediate help for women in distress. Additionally,
these systems [4], [5], [6] use smartphone and GPS (Global
Positioning System) technologies which are difficult to support
in undeveloped rural areas.

Implementation of Women Safety based on IoT approach by
D. G. Monisha, M. Monisha, G. Pavithra and R. Subhashini [5]
involves ARM Controller along with a smartphone, synchron-
ized using Bluetooth to call the preset contacts and record
audio for further investigation. It also include components like
GPS Module, audio and video recorder in hardware based
solution. However, using these components make the device
bulky and not feasible to carry it all the time. A reliable GSM
network is also required for the smartphone to alert the preset
contacts. Noise can be present in the audio recording which
can be misinterpreted, making it unreliable.

Another solution by G C Harikiran, Karthik Menasinkai,
Suhas Shirol [6] comprises of a wearable Smart Band which
continuously communicates with smartphone that has access
to the GPS and Internet. The Smart Band sends emergency
signal to the smartphone through Bluetooth 4.0 BLE which
uses GSM messages and Internet to post on social platform
provided by the mobile application. However, many remote
areas in the country are difficult to be connected using Internet
facilities due to latent requirements and location concerns.
Also in distributed housing layout of rural areas, the cost of
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providing Internet connectivity is not viable as the subscription
fee will exceed the affordability of villagers and it is not
feasible to provide reduced subscription rates.

The implementation proposed by Ms. Deepali M. Bhavale,
Ms. Priyanka S. Bhawale, Ms. Tejal Sasane, Mr. Atul S.
Bhawale [4] provides a unified approach by designing a safety
kit for women using Arduino. It consists of a handheld device
for alerting and GPS component for tracking the location
of victim. But GPS depends heavily on cellular network.
Also it is power exhaustive and does not support indoor
localization due to its inability to penetrate through the solid
rock structures.

III. PROPOSED SYSTEM

A. Methodology

Multiple solar powered street light poles are arranged in
an optimized formation of triangular geometry such that each
pole is within the range of its adjacent poles on either side of
it. IoT boards [1] will be positioned on these street poles and
will be powered using the solar energy taking into account the
unpredictable electricity supply to the rural areas. It will act as
an Access Point (AP) of the local wireless network through
which the communication between a Beacon device and an
AP will occur.

Women will be provided with the Beacon device which will
consist of a help button. Based on Beacon device’s UUID
(Universally Unique Identifier), the user will be identified
uniquely and the Transmission (Tx) Power parameter will
enable us to estimate the location of the victim. The AP which
sense the maximum Tx Power from the Beacon device will
give us the accurate location of the victim.

For this, the street poles will be identified by a unique
identifier and its pre-defined GPS coordinates in the village
area. Beacon communication consists primarily of advertise-
ment broadcast at a regular interval by Beacon device via radio
waves. The communication between a Beacon device and an
AP, between any two APs and between an AP and a server at
central station is governed by BLE Multi-Hop routing protocol
[7].

Features of the System:

• Independent of Electricity: Rural areas face the problem
of frequent power cuts. To power the APs, our system
makes use of solar panels mounted on the street poles.
This provides dual benefit by providing power supply to
both the AP and street poles. So the system will continue
to function even in the absence of electricity.

• Independent of real-time GPS: For accurate tracking
of the victim’s location, we store pre-defined GPS
coordinates of street poles in a database. Also, an offline
map of the entire village is stored at the central station
to accurately track these GPS coordinates on the map
along with the landmark.

• Tracking victim using preset GPS coordinates of APs:
Once the victim triggers the help button on the Beacon
device, the message is broadcasted and routed to the
central station. Based on the information stored in the
central station, the concerned authorities can be sure of
the victim’s location based on the pre-stored latitudinal
and longitudinal details of APs.

• Independent of Smartphones and GSM system:
The system takes care of Internet issues based on GSM
network and smartphones which are not available all the
time to make a call or be in range of GSM network.

• Multiple central stations: If multiple help requests are
received simultaneously, a single station will not be able
to handle and process all the load efficiently. Hence, we
introduced multiple stations so that help requests can be
routed to the stations and alarm be triggered. This also
solves the issue of single point of failure of a station.

B. Mathematical Model
The arrangement of street poles on roads or highway follow

4-in-a-rectangle placement as seen in Fig. 1 indicating that 2
poles face each other in exact opposite direction. To provide
adequate visibility for the same area, we optimize the number
of poles by placing them in a 3-in-a-triangle placement with
each pole placed at the vertex of a triangle as seen in Fig 2.
This optimizes the number of APs which need to be mounted
on these street poles. Further, we place the poles at some viable
distance in the transmission range of APs.

Fig. 1: Rectangular
arrangement of poles

Fig. 2: Triangular
arrangement of poles

The maximum transmission range of BLE Protocol is
100 meters. Taking into consideration the attenuation in
signals that is caused normally due to interference or
fading phenomenon, we restrict the maximum range of
transmission to 80 meters. While considering the triangular
arrangement, we need to take into account the blind spot,
here a centroid, of triangle which is a point outside the
normal range of an AP where there is unusually weak signal
reception. The centroid is I as seen in Fig 3. To cover
it within 3 APs, the distance of the AP to the centroid
must be 80 meters which means KI is 80 meters. Based
on an equilateral triangle’s property, centroid bisects the
median KB in the ratio 2:1. So the ratio of segment KI
to IB is 2:1 and hence the distance IB is 40 meters. The
height KB = (KI + IB) turns out to be 80 + 40 = 120 meters.
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Fig. 3: Calculation of distance between 2 APs

Consider 4KAB.
Let the distances AB, BC, CG, KG, FK and AF be r meters.
=⇒ The distance AK will be 2r meters.

Using Pythagoras Theorem,
(AK)2 = (KB)2 + (BA)2

∴(2r)2 = (120)2 + (r)2

∴4r2 = 14400 + r2

∴r2 = 4800
∴r = 69.28 meters

Hence, any 2 APs can be placed within a range of 130-140
meters. Thus, an area of 106 square meters would require 60
APs to cover the entire region without any blind spot. We can
ensure that even if any victim is present at the blind spot and
the help button is pressed, the help request will be received
by atleast one of the three APs.

C. Hardware Description

Our system consists of five hardware components:
• Beacon device: It is a wearable and portable device [8]

which is BLE enabled via radio waves [3], for alerting
the concerned authorities in the village and is associated
with 4 components - UUID, Major, Minor and Tx Power
to uniquely identify the user. It consists of a help button
that facilitates the trigger of emergency broadcast.

• AP: We performed a comprehensive review of the IoT
boards [1] such as UDOO x86, Intel Galileo, Beagle-
BoneBlack, Edison Arduino Kit, Tessel 2 and Raspberry
Pi Zero W. All of these boards are BLE enabled, have low
energy requirements and can be interfaced with the solar
panels. They provide efficient and a reliable platform for
development of the IoT boards as an AP.

• Central Station: At each central station, a server is setup
by a computer which can be powered by solar panels.
It consists of a database that stores the unique mapping
of AP identifiers and its corresponding colloquial village
region naming. These identifiers and landmarks is plotted

on a preset map stored in the server for faster tracking
of victim’s location.

• Solar Panel: These panels supply power to both street
light poles as well as AP. The voltage supply and the
electric current drawn from the source are specific to the
IoT boards that will be used for APs.

• Buzzer: It is an emergency alarm device interfaced with
the server at central station. For effective audibility, the
loudness depends on the surrounding environment and
the distance from the source. However, the recommended
loudness [11] should be 80 - 90 decibels with a region
coverage of 60 meters.

D. Working Model
Each woman is provided with a Beacon device. If any

woman feels threatened by any perpetrator, she will press the
help button on the Beacon device provided. Beacon device will
send the information about its unique identifier encapsulated in
a broadcast message to APs 1, 2, 3, 4 in its range as shown in
Fig 4. Even though AP 4 is down, message will be broadcasted
to it, but it will not be able to forward any message to other
APs. The APs will route these broadcast messages amongst
themselves until they reach the central station. Multiple routes
are possible for the message transmission, which will guaran-
tee the delivery of message even in case of losses.

As shown in Fig. 4, the possible paths are as follows:

AP 1 −→ AP 3 −→ AP 5 −→ Central Station
AP 1 −→ AP 3 −→ AP 5 −→ AP 6 −→ Central Station
AP 3 −→ AP 5 −→ Central Station
AP 3 −→ AP 5 −→ AP 6 −→ Central Station

Fig. 4: Working Model of Proposed System

All these paths will route the message to the central station.
As soon as the first message reaches the central station, the
alarm will be triggered.

IV. IMPLEMENTATION

The proposed system consists of 2 aspects of implementa-
tion which are as follows:
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(a) Beacon Configuration (b) Interface at Beacon device
(send regular broadcast)

(c) Interface at AP - captured regular broadcast

Fig. 5: Regular Broadcast

A. Beacon Device - AP Communication

Communication between a Beacon device and an AP
was tested by simulating the Beacon device as an Android
Application and an AP device with Raspberry Pi Zero W,
a single-board computer. The broadcast messages by an AP
from the Beacon device is captured with the help of modules
specified in [14].

Fig. 5 depicts a simulation of Beacon device, that the user
will carry, for a regular use-case. Fig. 5(a) is a screenshot
that shows the specification of Beacon device when it is
broadcasting BLE packets at Ultra-low frequency as supported
by the Android architecture. These packets are regular/normal
broadcast packets that contain 4 parameters in its header
frame as shown in Fig. 5(b) screenshot. The UUID name
”SPIT” is set at application layer, but at physical layer this
parameter will be converted into 16 byte UUID along with
Major as 0, Minor as 0 and Tx Power as integer indicating

(a) Beacon Configuration (b) Interface at Beacon device
(send emergency broadcast)

(c) Interface at AP - captured emergency broadcast

Fig. 6: Emergency Broadcast

the advertisement mode. Fig. 5(c) is a screenshot that shows
the regular broadcast packet captured by an AP device in
the range of BLE Beacon device. Since the frequency is
Ultra-low, the RSSI (Received Signal Strength Indicator)
value and Tx Power are too low for any AP to capture these
packets from farther distances and the calculated distance
[13] gets restricted to a certain broadcast range. Thus, these
packets may not even reach the AP and hence get filtered
out. This benefits the system as such packets are regular
broadcasts and not emergency broadcast; thus saving energy,
increasing lifetime of Beacon devices, reducing load and
traffic on APs.

Fig. 6 depicts a scenario for an emergency broadcast by
the Beacon device that is triggered by the user. Fig. 6(a) is a
screenshot that shows the specification of Beacon device when
it is broadcasting an emergency BLE packet at High frequency
as supported by the Android architecture. When user clicks
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on help button, the Beacon device increases its frequency to
transmit the emergency broadcast to a larger distance.

To differentiate between a regular and an emergency broad-
cast, a flag or some metadata is required in the packet. As
shown in Fig. 6(b), the parameter ”Major” serves this purpose
without increasing the size of the packet. Fig. 6(c) is a
screenshot of the extracted information from the packet in
a readable format with extra parameter of RSSI sensed by
the AP. The broadcast at High frequency facilitates AP to
capture the packet with accurate reading of Tx Power and
RSSI value, determining the distance with high accuracy [13].
This information from the received packet will then be routed
to the central station for further processing.

B. AP - AP Communication and Routing

For testing the efficiency and scalability of our proposed
system, we designed a network simulation using ns3 Network
Simulator [9], [10] for the scenario described in Working
Model.

1) Initial Configuration:

In accordance with the Mathematical model, the horizontal
distances between 2 APs is set to 138 meters and vertical
distance as 119 meters approximately. As seen in Fig. 7, it
depicts the initial state of the system simulating a scenario
of 12 APs (red) of which 2 constitute the central stations
(black) at prominent places in the region, 3 beacon users (blue)
distributed in an approximate area of 261.085 × 103 square
meters. Communication between the APs is simulated based
on the underlying Multi-Hop routing protocol [7].

Fig. 7: Initial Configuration of Access Points and Beacons

2) Simulation of Dysfunctional AP:

If certain APs become dysfunctional the system is able to route
packets to the central station. To reduce the response time for
triggering the alarm, multiple stations have been incorporated
so that if packets are unable to reach a particular central
station, they are routed to some other central station. As shown
in Fig. 8, AP-8 is labelled as ‘Down’ indicating that it is not
in proper working condition. So packets from Beacon devices

Fig. 8: Considering any random AP as dysfunctional

will be broadcasted to AP-8, but it will not be able to forward
any packets.

Tx Power helps to estimate the victim location using RSSI.
Fig. 9 shows each distress message packet reaching the central
stations and each parameter of BLE header with its value.
The message packets from all 3 Beacon devices are received
indicating that system efficiently routes the packet even in case
of AP failure. It also shows the warning alert - the Beacon
device from which it originated and the central station where
it is captured along with the time at which the message is
received.

Fig. 9: Distress messages received by the Central Stations

V. RESULT ANALYSIS

We tested the system for response time to trigger the alarm,
scalability and efficiency of the system with the observations
as shown in Table I.
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Table I: Scalability of the system with increase in the APs,
Users and Central Stations

Number
of APs 12 50 150 450

Number
of Users 3 6 15 30

Number of
Central Stations 2 3 7 15

Response Time
(in seconds) 0.419 1.019 2.039 4.551

As seen in Fig. 10, we infer that the response time, being
a critical parameter, for triggering the alarm varies in an
approximate linear fashion with respect to the number of APs,
but is within the acceptable range of 0.1 - 15 seconds with
the increase in number of APs as described in [12] indicating
that first minute during an ongoing violence is most critical
and hence the response time should be within 60 seconds. It
may be due to the losses and buffer limitations that the time to
hear alarm increases due to queuing and processing of packets
at central station. Introduction of multiple stations is able to
handle the load and packet losses by routing packets to all
the stations and alarm be heard. If a station is down, still
packets are broadcasted to other stations and alarm is heard.
The routing algorithm is able to handle the routing of packets
even if multiple Beacon devices are triggered simultaneously.

Fig. 10: Variation of Response time (seconds) with APs

VI. CONCLUSION AND FUTURE SCOPE

In this paper, we have proposed a wireless IoT based solu-
tion for women safety in rural areas by taking into account two
most critical issues of erratic electricity supply and unreliable
cellular network which are common in rural areas. To achieve
this, solar panels on the street poles power the APs and an
independent local network is created based on BLE routing
protocol. Based on the Beacon signal received by an AP,

location of the victim is traced out through the RSSI value
and supported with a plot on preset map of the village. We
introduced multiple central stations so that even if a station
fails, the distress message can reach other stations to prevent
any mishap.

As for future work to be done, the proposed system can
be integrated with Machine Learning to identify most vul-
nerable and unsafe regions in the village. Thus, security in
such regions can be increased by making the local network
coverage more stringent. However, such computations need
to be done when the system remains idle for long enough,
without compromising the safety of women or else it can be
done on remote systems. Also, APs can be combined with a
surveillance system comprising of audio/video recorder or a
camera to record the harassment incident as an evidence and to
avoid false accusations. The proposed system can be extended
to various emergency situations like fire breakdown, human
accident, child abuse, robbery and senior citizen harassment.
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Abstract- The quality of the power supply is an important 

concern over the years. The quality of the power can be 

considered with the factors like current, voltage, and power 

factor etc.  The parameters like the stability and reliability of the 

power plays an important role in deciding the quality of supply. 

The end user always faces the economic losses if the quality of the 

supply is inadequate. The main cause of degradation in power 

supply is the harmonics. The voltage and current harmonics are 

the issues to be addresses to enrich the power quality. The active 

filters are helpful to improve the quality of power by means of 

mitigating the harmonics. Authors have implemented the hybrid 

active power filter to improve the quality of the power supply. 

The sliding mode of the controller is implemented to assure the 

better performance of the system.  

Keywords- filter, active power filter, power quality, harmonics, 

hybrid filters, sliding mode controller, etc. 

 

I. INTRODUCTION 

The variations in the type of loads connected, moreover 

the increase in the non-linear loads have caused the power 

quality degradation. The harmonics are inserted in the grid due 

to these loads. The protection devices although are smart now 

a days, experiences the adverse effects of the distorted power. 

The passive filter provides popular low cost solution over the 

problem. The problems with the passive filters are mistuning 

and dependency of impedance on the power supply. [1] 

Improving the power quality is on the priority of the 

researchers since last two decades. The various configurations 

of filters are presented by the researchers. The reduction of the 

harmonics is effectively possible with the active power filters. 

The active filters become more effective with the various 

configurations. [2-3] 

The harmonics present in the source current can be 

eliminated with the transformer-less hybrid filter. The system 

can be implemented for the single phase consumers who are 

really large in numbers. [4]  

The harmonics injection at different consumer end or at 

different non-linear load is going to affect severely at common 

coupling point. The active filter with proper current selection 

method can control the impact of harmonics on the power 

supply. [5] 

The inverters (voltage source) are very popular since last 

few years in micro grids. It provides the reliable conversion of 

the voltage. It is suitable from the point of view of improving 

the quality of the power supply as it is capable of handling the 

power and converting it to the reliable form. It helps in 

reducing cost also as the complete operations of power control 

and the conversion is done by the same circuit.  [6]    

The analysis shows that the power quality issues are 

increasing in recent years the generation of the electricity is 

done remotely at different places in small amount. The grid 

connection of such sources causes the severe effect on the 

power quality. The smart grid has achieved the performance 

enhancement to some extent while there is still a huge scope to 

enhance the grid performance. [7] 

  Medium distribution systems can work effectively with 

the unified power control method. The filers are added as per 

the need in the supply. The circuit is capable of balancing the 

power. [8] 

The reactive power sometimes becomes beyond control of 

the generalized active filters. The system becomes challenging 

to control such high distortion in the supply. The selective 

harmonic reduction becomes an effective strategy to control 

the power for such situations. The discrete time filtering is 

another approach to overcome the quality issues. These can be 

useful in three-phase systems.  [9-10] 

The non-conventional sources are becoming effective 

with the enhancement in the technology. When these sources 

are inter-connected to the grid, there are several issues with 

the quality of power. It results in low quality of the grid supply 

and consumers may also be affected. [11]  

The closed loop system for the insertion of the current in 

order to reduce the harmonics is another approach to be used 

for the micro-grids. It is flexible system to control the 

harmonic distortion in the power supply. [12] 

With enhancement in the technology and number of the 

energy sources, it becomes more challenging to control the 

power. The power is generated with different capacities, 

different strategies and inserted to the grid hence it is very 

difficult to apply a single solution to control the power. 

Improving the quality of the supply needs the controlling 

circuits to be connected at different stages.  
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II. IMPLEMENTED SYSTEM 

 

 
Fig.1. Implemented system for the harmonic control using hybrid active power filter 

 

 
Fig.2. Implemented system –Sliding mode control circuit 

 

Figure 1&2 shows the complete system implemented 

in MATLAB for controlling quality of power supply. The 

sliding mode helps in controlling the non-linear power. As it is 

a closed loop control method, it assures the auto setting of the 

desire parameters to be set in order to improve the power. The 

sliding mode control generally operates by comparing the 

actual quantities with the reference values. 

The control scheme for the sliding mode operation is shown in 

the figure 2 above. The control is developed with the logic 

diagram controlling the various parameters for the operations. 

The logic is developed with reference to the following 

equations: 
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Fig.3. Reference signal generating scheme 

Figure 3 shows the reference signal generating scheme. It 

is very important to have the reference signal in order to 

compare the real time quantities with the reference values. It 

helps in identifying the need for the control signal to be 

generated in order to mitigate the harmonics. The hybrid 

system detects the source and load parameters at a time. 

 

III. RESULTS AND DISCUSSION 
The simulation is implemented and the results are 

presented in this section.  The non-linear load is considered for 

the experimentation. It leads to the harmonic distortion in 

supply and load side. 

         
Fig.4 Total harmonic distortion of Supply side 

The harmonic distortion of the supply is shown in the 

diagram 4.  The above graph represents the harmonic 

distortion of the input side. When the input is provided, it is 

observed that the harmonic distortion of current is 27.71%. 

This value of the distortion is very high and if the same supply 

is given to the load, it again creates the problems as the 

performance of the system deteriorates. 

 

 
Fig.5 Total harmonic distortion on load side 
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The harmonic distortion of the load side is 

represented in the graph above. The hybrid active filter 

reduces the impact of harmonic distortion satisfactorily. It is 

observed that the total distortion is 0.29% after 

implementation of the scheme whereas on load side it was 

27.71%. It is observed that distortion is compensated by the 

implemented hybrid filter scheme.  

 
Fig.6. Source current, inverter voltage and load current of the implemented system 

The results of the implemented scheme are shown in 

the waveforms above. It is observed from the above 

waveforms that, the distortion is reduced in output voltage and 

current as compared to the input current.  

 

IV. CONCLUSION 

The harmonics in the power supply are the severe cause 

of deterioration of the power quality. As the number of the 

sources increased and the nature of load is also changed over 

the years, the harmonic distortion becomes a serious issue to 

be addressed. Over the wide range of the filters available, it 

was challenging to select the proper filter to be implemented. 

The active hybrid filter with sliding mode control is 

implemented and presented in this paper. Authors have 

implemented the hybrid active filter scheme for the 

unbalanced load condition. Authors have achieved the 

reduction in harmonic distortion from 27.71% to 0.29% from 

supply to load side. The results achieved in MATLAB are 

satisfactory. The scheme presented in this paper, is useful for 

the micro-grid.  
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Abstract—Recently, Convolutional Neural Networks(CNNs)
have been very efficient in many computer vision areas, especially
in facial recognition where most CNN models showed near-
perfect performance on standard benchmarks.One of the main
problems faced by these CNN architectures today is that they
need a large amount of processing power and memory to deliver
their exceptional performance. This paper aims on comparing
and contrasting these CNNs with a new advancement in deep
learning called neural differential equations, where the whole
architecture is thought of as a differential equation to be solved.
This paper aims to show that this method can achieve comparable
performance to a residual network with much less parameters.
As a part of this project we will show that the models trained over
the ODENet, that is neural net using the ordinary differential
equations, takes very less memory and time to train when
compared to that of CNNs. As to run these models on the
benchmark datasets, these models have been run on the standard
face datasets named Faces95 and Faces96 respectively.

Keywords- Face Recognition, Activation Function, Mini-
mum Barrier Detection (MBD), Ordinary Differential Equa-
tion network (ODENet), Scaled Exponential Linear Unit
(SELU)

I. INTRODUCTION

Face recognition is a task of identifying or recognising a
person from an image or a video frame. This involves a lot of
training to be undergone for any model to do the prediction.
One such methods is the Convolutional neural network(CNN).
Recent advances in these networks have made the tasks of
tracking[1],recognition[2] and detection[3] pretty much very
easy to solve.Deep models have been so influential in this
field that almost all the architectures designed have achieved
the near perfect results. One of the main challenges faced
by CNNs today is that the requirement of heavy processing
power hinders the implementation of CNN based solutions on
less powerful but ubiquitous devices like embedded systems
and mobile phones without diminished performance with
wellknown benchmarks[4].
To overcome the existing problem, we have chosen the unique
approach from [5] where the whole network being trained is
visualised as a differential equation. This neural differential
equation is implemented as an ODEBlock in our paper which
is a custom keras layer consisting of the differential equation
along with weights and the dopri5 method for solving the
differnetial equations. This method mainly takes out the very
big process of deciding the architecture for training. Any
architecture defined with this one block in between will try to
learn with shared weights among all the layers which further

form the differential equation.
The most interesting part of this network is that it supports
supervised learning very effectively. As said in [5], they
applied it over the task of classification of written digits by
MNIST. The aim in this paper was to show that the ODESolve
method written can achieve a comparable performance with
the standard residual networks[6]with very less number of
parameters. As a result it did perform very well and reduced
the parameters from 0.6M in residual network to 0.22M in
ODESolve method.Thereby reducing the processing power
requirements and the time taken to train the model.
The popularly known datasets Faces95 and Faces96 were
used here by pre-processing with Minimum Barrier Detec-
tion(MBD) for saliency detection. Upon this we have used
the SELU activation function. The motivation behind us-
ing this was to avoid overfitting in learning due to less
number of parameters being trained using the ODENetwork
and the MBD for saliency detection. So as to allow for
many levels of abstract representation of the output feeded
as input to a neuron, SELU activation function was written,
created the Self-Normalizing Neural Networks[7] via inducing
the properties for self-normalisation in Feed Forward neural
networks(FNNs)[8].

II. RELATED WORK

Neural Ordinary Differential Equations[5] paper introduces
a new concept in deep neural network models. It uses a
black-box differential equation solver to compute the output.
It is a continuous-depth model as it does not use discrete
hidden layers. It shows back-propagating through ODE solvers
without changing its internal operations. They used this black-
box ODE solver for developing new models for time-series
modeling, density estimation and supervised learning. These
models are evaluated based on computation speed and accu-
racy. They derived an instantaneous version of the change of
variables formula and developed continuous time normalizing
flows, which can scale to large layer sizes.

Residual Attention Network[9] is a Convolutional Neural
Network with attention mechanism. It incorporates state-of-
art feed-forward network architecture. Within each attention
module bottom-up top-down structure is used. This archi-
tecture is tested on CIFAR-10, CIFAR-100 and ImageNet
data sets. It also shows that this network architecture is not
affected by noisy channels. This Residual Attention Network
outperformed state-of-art image classification methods.
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Face Recognition: EigenFace, Elastic Matching and Neural
Nets[10] is a relative study between the three face recognition
algorithms. EigenFace algorithm works well only when there
is very less lighting variations. Elastic Matching algorithm
is more adaptable to lighting variations, face positions and
expression variations.

Convolutional Neural Networks[11] for Image Classification
paper showed image classification using Convolutional Neural
Networks. It used traffic signals dataset and classified it.

Face recognition/detection by probabilistic decision-based
neural network[12] paper divides face recognition into three
parts: Face detection, position of eyes and face recognizer.

Deep Face Recognition[13] paper does face recognition in
photos with single face or with multiple faces. It uses very
large data sets that are available like LFW, YTF, FaceBook,
etc.

III. PROPOSED WORK

A. Overview

Every image from the dataset was pre-processed using two
steps. First step was resizing the image into smaller scale,
second is ”Minimum Barrier Detection (MBD) Transform”.
MBD Transform is well known for salient object detection.
After the MBD Transform is done the image is passed to
the neural network with the ODEBlock and trained over the
datasets.

B. Minimum Barrier Detection

The aim of salient object detection[14] is to create a promi-
nence map which highlights the face(object) and overcomes
the background[15] in the scene. This transform is being
widely used in research due to its vast use in computer
vision applications. This method is prominently used in mobile
devices as they require high quality salient maps using lesser
space and is fast in computing it. For this method we used
FastMBD Transform Algorithm[16]. Let m be a pixel value
in Inverse Raster Scan or Raster Scan. The following distance
map can be used to minimize the cost of path m using each
n in the neighbourhood of m:

DM(m)← min{DM(m), P (I(n).〈n,m〉)} (1)

In this equation,

(1).βP is used in Image Distance Transform, which is a cost
function that is defined as:

βP (π) = maxki=0P (π(i))−minki=0P (π(i)) (2)

where P is the value of a Pixel.

(2).I(n) denotes the assigned path to a pixel n and 〈n,m〉
is an edge joining pixel m to pixel n. Thus I(n).〈n,m〉 is a
path for m that appends edge 〈n,m〉 to I(n) Therefore, the
cost function becomes:

βP (In(m)) = max{H(n), P (m)}−min{L(n), P (m)} (3)

where H(n) and L(n) are the highest and lowest pixel values
in I(n) respectively. The value of H and L is updated accord-
ingly when the path assignment changes in each iteration in
the algorithm.

To perform the MBD transform following algorithm was
used, it is based on [16].

Result: A list DM which is the distance map
Input:Number of Iterations : iter for the Image
Img = (i, V );

Algo:H,L← Img, Img;
set DM(x) to 0 or to inf;
for m from 0 to iter do

if m is even then
InvRasterScan(Img,H ,L,DM );

else
RasterScan(Img,H ,L,DM );

end
end

Algorithm 1: MBD transform

Result: A list DM which is the distance map
Input: Img,H,L,DM from MBD transform algorithm.;
number of rows and columns are set to rows and cols in

image Img;
for m from rows− 2 to 1 do

for n from cols− 2 to 1 do
imx,dist = Img[m][n],DM[m][n];
high1,high2 = H[m+1][n],H[m][n+1];
low1,low2 = L[m+1][n],L[m][n+1];
u1 = max(high1,imx) - min(low1,imx);
u2 = max(high2,imx) - min(low2,imx);
if b1<dist and b1<=b2 then

DM[m][n] = u1;
H[m][n] = max(high1,imx);
L[m][n] = min(low1,imx);

else
DM[m][n] = u2;
H[m][n] = max(high2,imx);
L[m][n] = min(low2,imx);

end
end

end
Algorithm 2: Inverse Raster Scan

A sample of how salient object is detected using MBD is
shown in Fig 1.
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Fig. 1. An example of highlighting salient objects in an image
using MBD transform.

C. ODENet

ODENet refers to Ordinary DIfferential Equation Network.
In normal neural networks, the previous state vector Vn
produces the new state vector Vn+1 using the formula Vn+1 =
F (Vn). Here function F is F (x) = σ(

∑
i θixi), where θ

is a vector of parameters and σ is an activation function.
Whereas in Deep Residual Learning[5], the new state vector is
calculated using Vn+1 = F (Vn) + Vn. Using Euler’s Method
in Residual Networks: Consider a constant 4t ∈ R, now the
new state in neural network becomes,

Vt+1 = F (Vt) + Vt =
4t
4t

F (Vt) + Vt = 4tG(Vt) + Vt (4)

where G(Vt) =
F (Vt)
4t . If we consider every step of the neural

network to be doing Euler’s method, then our system can be
modeled as

dV (t)

dt
= G(V (t), t, θ) (5)

Here G is dependent on t and θ. The output of network at
some time t1 is V (t1). Hence, if we know G, we can use
ODE Solvers to evaluate the neural network.

V (t1) = ODES(V (t0), G, t0, t1, θ) (6)

If this is substituted in Euler’s Method we get something like
the residual network state as above.

ODES(V (t0), G, t0, t1, θ) = V (t0)+(t1− t0)G(V (t0), t0, θ)
(7)

D. Training approach used in ODENet

Train a neural network with ODEBlock as a layer with
combination of few other layers, and thereby run as a normal
artificial neural network.

The inputs start with preprocessed data, then it is forwarded
through the neural network’s layers.

In the layers, a function if applied on inputs and weights
(inputs and weights are matrices) and then the activation
function is applied(SELU). Further in experiment and results
section, the exact parameters used will be shown.

The neural network used for ODENet is:

• 1-Conv2D,1-Activation(selu)
• 1-MaxPooling2D
• 1-Conv2D,1-Activation(selu)
• 1-MaxPooling2D
• 1-ODEBlock , 1-Flattening
• 1-DenseLayer , 1-Activation(softmax)
The exact neural network used for CNN for comaparision

purpose is

• 1-Conv2D,1-BatchNormalization,1-Activation
• 1-Conv2D,1-MaxPooling2D,1-BatchNormalization,1-

Activation
• 1-Conv2D,1-BatchNormalization,1-Activation

• 1-Conv2D,1-MaxPooling2D,1-BatchNormalization,1-
Activation

• 1-Flatten,1-XnorDense,1-BatchNormalization,1-
Activation

• 1-Dense,1-BatchNormalization

E. Activation Function - SeLU

SeLU is basically useful because it does normalization.
Basically there are three types of normalization: input normal-
ization, batch normalization and internal normalization. This
function falls in the third category. This activation function
needs negative and positive values for y to shift the mean.The
gradients are used to adjust the variance. The formula for
SeLU is

f(x) = λ

{
α(ex − 1), forx < 0
x, forx ≥ 0

}
where λ = 1.05070 and α = 1.67326

This is similar to ReLU for positive values, except the
λ. This is the reason for the S(caled). When λ is larger
than 1, so is the gradient and the variance can be increased.
Normalized outputs are very useful in stabilizing the training
process. Additionally, SeLUs learn faster and better on their
own compared to other activation functions, even when they
are combined with batch normalization. The graph of SeLU
looks like Fig. 2.

Fig. 2. Graph of SeLU activation function.

IV. EXPERIMENTAL SETUP

For the experimentation, the Faces95 and Faces96 publicly
available datasets have been used to compare with current
work and do further research.

A. Faces95 Dataset

The Faces95 [17] dataset contains 1440 images, 20 images
each of 72 individuals both male and female. The resolution
of the images is 180 by 200 pixels taken in portrait format.
The subject moves towards the camera as the images are
captured introducing head scale substantial variations between
the images. Red curtains have been used in the background.
Significant head scale variations and background changes
were caused by the shadows as the subject moves towards
the camera. Major changes in illumination of the face are
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seen due to the use of artificial lighting. Minor variations in
the facial expressions of the subject and their head tilt, slant
and turn were also seen.

Fig. 3. Samples from the Faces95 dataset.

B. Faces96 Dataset

The Faces96 [18] dataset contains 3040 images, 20 images
each of 152 individuals. The resolution of the images is 196
by 196 pixels taken in square format. Just like the Face95
dataset, the subject moves towards the camera as the images
are captured introducing similar head scale variations in
images.Glossy posters have been used for the background
increasing the complexity and noise. The hairstyle and age
remain same as all images were captured in a single session.
Major changes consist illumination of the face are seen due
to the use of artificial lighting. Minor variations have the
facial expressions of the subject and their head tilt, slant and
turn.

Fig. 4. Samples from the Faces96 dataset.

V. EXPERIMENT AND RESULT ANALYSIS

System description in which tests are conducted:
• CPU: Intel core i7 7th generation.
• GPU: NVIDIA GeForce 940MX.
Approach used:
• Images were pre-processed with Minimum Barrier Detec-

tion transform and then the processed image was passed
as input into the neural network.

• The pre-processed dataset was then split into 80% train-
ing and 20% testing images.

• The neural network (training algorithm and architecture
described in Subsection 4 of Approach Section) is then
used to train upon the training data and tested with the
testing data. The network was trained with SeLU for 30
epochs, with 10 as batch size for ODENet and 50 epochs
with same batch size for CNN.

• The results are shown as an accuracy table in table I.
• The size consumed by models are described in table II.
• The time consumed for training by models are shown in

Fig.10
• The time consumed for loading the models are described

in table III.

Fig. 5. Block Diagram of the experiment.

Fig. 6. Accuracy Vs Epochs for CNN over Faces95.
The accuracy for each epoch (50 epochs) for CNN over
Faces95 is shown in Fig. 6.

Fig. 7. Loss Vs Epochs for CNN over Faces95.
The loss for each epoch (50 epochs) for CNN over Faces95
is shown in Fig. 7. After training for 50 epochs, the loss of
this model in terms or training and testing has reached very
much near to zero, which says that the model has avoided
overfitting.

Fig. 8. Accuracy Vs Epochs for ODE over Faces95.
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The accuracy for each epoch (30 epochs) for ODENet over
Faces95 is shown in Fig. 8.

Fig. 9. Loss Vs Epochs for ODE over Faces95.

The loss for each epoch (30 epochs) for ODENet over
Faces95 is shown in Fig. 9. Even here the losses have reached
near to zero.

* Orange Line - Training Parameters
** Blue Line - Testing Parameters

TABLE I
AVERAGE VALIDATION ACCURACY

CNN ODE
Faces95 77.5% 83.46%
Faces96 96.24% 98.79%

From TABLE I, we observe that both the CNN and the
ODENet on Faces95 performed poor than that over Faces96
in terms of accuracy. But if we see in Faces96, ODENet
performed approximately same as CNN but in Faces95 it
performed better than CNN. And all the models have a test
loss approximately close to zero.

TABLE II
SIZE OF THE MODEL

CNN ODE
Faces95 3.52 GB (3605MB) 29.3 MB
Faces96 3.03 GB (3103MB) 50 MB

In TABLE II, we can see that over Faces95, model on
ODENet is 123 times less size of that using CNN. Similarly
over Faces96, model on ODENet is 62 times less size of that
using CNN.

TABLE III
TIME TAKEN TO LOAD THE MODEL (IN SEC)

CNN ODE
Faces95 40 9
Faces96 37 10

TABLE III clearly shows that over Faces95, ODENet loads
four times faster and over Faces96 also around four times
faster than that over CNN on both the datasets.

Fig. 10. Training Times for each Epoch.

Apart from having less model size, we can also see
that ODENet has taken very less time to train as shown in
Fig.10. CNN has taken 255 and 235 seconds to train per
epoch on the given system specifications. Where are ODENet
has taken 45 and 83 seconds for Faces95 and Faces96
respectively. By this we can say that we have reduced the
training time per epoch by almost greater than five times.

VI. CONCLUSION AND FUTURE WORK

We can see that the ODENet has outperformed the CNNs
in face recognition tasks completely in terms of performance.
They have consumed 123 and 62 times lesser the memory
on both the datasets Faces95 and Faces96 respectively and
also very less training time as shown in results section than
the CNNs. Both the architectures performed very well in the
recognition tasks,but we know that the ODENet needed less
epochs than CNNs to achieve a test loss less than ten percent
of 1. The model loading times of the ODENet is one third of
CNNs which says that ODENets can be extremely fast to even
train and test on devices with lesser computational resources.
Thereby we can say that neural differential equations will be a
very good advancement in the field of recognition tasks mainly
avoiding the task of designing a neural network architecture
and giving outperforming results.

Applying these networks over time series is a very good
application to be done. We will be using this approach over
different tasks like stock prediction and also try to refine the
architecture based on the application.Training these networks
with different differential equation solvers would be a very
good step for doing analysis and getting the most effective
one will help us with better training. Training these kinds of
networks on small devices like mobiles phones is what our
end goal is and will be proceeding with that as the next step.
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Abstract—Several cardiac disorders can be diagnosed by 

meticulous analysis of ECG signals. The quality of signal 

determines the accuracy of diagnosis. Usually the size of 

ECG signals is huge and they are associated with noise. By 

compressing the ECG signals, they can be stored and 

transmitted easily. Hence, it is important to pre-process (de-

noise) and compress it to a maximum extent. In the recent 

past many works have been done on ECG compression. 

Compression techniques have been done using time-domain 

as well transform domain techniques. In this work an 

approach through Principal Component Analysis (PCA) has 

been proposed to compress the pre-processed ECG signal 

and de-compress it efficiently, such that maximum amount 

of variance is retained. This algorithm has been tested for 28 

ECG signals from the MIT-BIH database. In order to 

analyze the performance of the algorithm, CR (compression 

ratio) and PRD (Percent Root Mean Square Difference) have 

been considered as performance parameters and are 

calculated. The proposed method achieves a good CR along 

with small PRD in comparison with algorithms that has been 

proposed by other researchers. 

Keywords—ECG Signal Compression, Cut align beat, 

QRS detection, PCA Compression, PRD, CR, Singular Value 

Decomposition (SVD). 

 

I. INTRODUCTION 

Electrocardiography (ECG) is the process in which 

electrodes are used to record the electrical activity of the 

heart over a span of time. An ECG signal is used for 

various diagnostic purposes. They are obtained by placing 

the electrodes in different parts of body. The ECG signals 

can be classified as P, Q, R, S, T waveforms. The 

combination of Q, R, S wave  forms  the  QRS complex   

wave and represent ventricular depolarization.    

The first algorithm for QRS complex detection of 

ECG signals was developed by Pan and Tompkins (1985) 

using a band-pass filter of range 5 Hz to 25 Hz which had 

*  =  Equal Contribution 

 

correctly detected 99.3% of QRS complexes, for the 

standard 24 h MIT/BIH arrhythmia database [1]. 

There are various approaches used for compressing the 

pre-processed ECG signals. Many methods have been 

proposed [2, 11] to compress the pre-processed ECG 

signal using jpeg2000 compression technique. Wavelet 

based approaches to compress ECG signals has also been 

demonstrated by Suresh Patel et al., and Oliveira et al., [3, 

4]. An application of 2-D discrete cosine transforms for 

coding and compression of ECG signals has been shown 

by Hanwoo Lee et al., [5]. 

    In this work Principal Component Analysis (PCA) is 

used to compress and de-compress the ECG signals. 

PCA is an approach for obtaining important features from 

a large set of variables which are of smaller dimensions. 

PCA has become an important tool in modern data 

analysis. It is a powerful statistical technique that has 

found application in fields such as machine learning (such 

as dimensionality reduction), image compression, and is a 

common technique for finding patterns in data of high 

dimension [6]. It is the method of identifying patterns in 

data, and expressing the data so as to highlight their 

similarities and differences.  

An equivalent 2-D representation (image) of ECG signal 

is first obtained. This includes various steps like QRS 

detection and Cut Align and Beat approach to map ECG 

signal into grayscale. The obtained 2-D representation of  

ECG signal can be compressed by the PCA image 

compression algorithm.                         

II. METHODOLOGY 

The proposed methodology is an extension of the 

previous work done by Shreekanth et al., which uses 

JPEG2000 compression technique [2]. Since ECG signals 

are susceptible to various interferences and noises, it is 

important to de-noise them in the initial stage before 

compressing, which is done using wavelet de-noising. 

Two dimensional ECG signal is constructed using Pan-
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Tompkins and Cut-Align-Beat approach. Region of 

interest is compressed in a way to achieve faithful 

reconstruction 

The following are the sequences of steps which are 

performed on a raw ECG signal. 

A. Baseline drift elimination and wavelet de-noising 

The process of removing the noise from a signal is called 

de-noising and the process of removing baseline drift is 

called de-trending. The baseline shift is caused by low 

frequency components and hence such components must 

be deducted from the signal [9, 13]. A wavelet based 

approach [2]  has been adopted in this work to eliminate 

baseline drift and noise as shown in Fig 1.  

 

Fig. 1.   ECG signal after applying baseline drift elimination and wavelet 

de-noising. 

 

B. Pan Tompkins QRS detection 

This algorithm is used to detect QRS complexes of ECG 

signal. It recognises QRS complexes based on digital 

analysis of slope, width and amplitude. Various 

interferences are removed by a digital bandpass filter 

which causes false detection of QRS complexes. This 

algorithm periodically sets parameters and thresholds so 

as to adapt to the heart rate and QRS morphology [1]. The 

detection of QRS complexes is as in Fig 2. 

 

Fig. 2.   ECG signal with QRS complexes detected 

C. Cut align beat approach 

Conversion of 1-D signal to 2-D ECG signal is done by 

Cut align beat approach. The QRS complexes of the ECG 

signal detected using Pan-Tompkins method, and the 

corresponding 2-D data array is obtained by cutting into 

segments and aligning it with other segments. Since the 

length of heart beat signal is different, appropriate 

numbers of zeros are padded [2]. 

 

Fig. 3.   ECG signal after applying cut and align beat approach 

D. Mean extension for equalization of length  

An acceptable 2D array can be obtained by the process of 

equalisation of length of each heartbeat. The period 

sorting is done first which sorts the beats from longer 

segments to shorter segments. The mean extension is done 

by replacing the zeros with the last value of the 

corresponding segments [2]. Period sorting with 
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descending order is employed. This improves interbeat 

correlation and decreases period differences. 

 

Fig. 4.   ECG signal after Period Sorting 

 

Fig. 5.   ECG signal after Period Equalization 

E. Period normalization 

Each heart-beat has different periods and hence the data 

points of the 2D array are variable. The data points are 

normalized in order to ensure that the data occupies fixed 

number of columns in each row [14]. Within the beat, 

each sample value is divided with the highest sample 

value, to achieve amplitude normalization so that each 

beat will have a maximum amplitude value as unity. 

 

Fig. 6.   ECG signal after period normalization 

F. Region of Interest (ROI) mapping 

Otsu thresholding is applied on the 2D ECG data, and 

ROI is formed by choosing the data in the QRS region. 

Then the vertical projection profile of the thresholding 

image is also found. Vertical projection profile is 

summation of all the pixel values in vertical direction and 

its width locates the ROI [2]. The QRS region obtained is 

compressed at a lower compression rate compared as 

shown in Fig 7 (a)  to that of the Non-QRS region as 

shown  Fig 7 (b). Hence, this results less PRD. 

G. Principal Component Analysis (PCA) 

In PCA the directions in which the data varies 

significantly is found. In the covariance matrix, 

eigenvectors that corresponds to the largest eigenvalues 

are found and the data is projected onto these directions. 

This is done because these directions contain most of the 

second order information. 

The following algorithm for PCA is adopted for 

compression.  

Let the data be of   dimensions. The goal is to reduce it to 

  dimensions where    is less than  . 

Step 1: Computing the covariance matrix 

For any two variables the degree of linear relationship can 

be measured by covariance. Positively correlated data is 

indicated by large positive value. Similarly, negatively 

correlated data denoted by large negative value. The 

degree of redundancy is nothing but the absolute 

magnitude of covariance [6]. 

 

   
 

 
 ∑ ( ( ))  (  )  
                             (1)  

The resulting matrix     will be a       matrix. 

Step 2: Computing the Eigen Vectors 

The Eigen Vectors of the matrix     has to be computed. 

This can be done using Singular Value Decomposition 

(SVD).  

[       ]         ( )                                  ( ) 

 

The resulting matrix   will be as follows: 

  (

        

 ( )

 
   

        

 ( )    
 
   

        

      ( )

 
)            ( ) 

 

Step 3: Projecting the data on to the matrix    

Before projecting, a suitable   value has to be chosen. 

Then only the first   columns of the above matrix   must 

be selected. Now the matrix   will be of      

dimensions. The compressed data is obtained by 

multiplying the transpose of this new matrix    with the 

data. 

H. Choosing the number of principal components 

The number of principal components is chosen such that 

the average squared projection error should be minimized. 

It is given as follows: 

 

 
  ∑    

     ( )      ( )          
                    (4)  

Where,  ( )        is the reconstructed data. 

The total variation of the original data is: 
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Typically,   has to be chosen such that the following 

value(c) has to be minimized 
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The smallest value of   has to be picked such that 

„ 

∑    
 
   

∑    
 
   

                                                       ( ) 

 

Hence, this implies      (     )  of the variance is 

retained. 

 

 

Fig 7. ECG signal with QRS cropped 

 

Fig. 8. Image after PCA compression. (a) Non QRS compression. (b) 

QRS compression. 

I. Reconstruction of 1D ECG signal 

The decompressed data can be obtained by multiplying 

the matrix    with the compressed data. The original data 

is then obtained from decompressed data by applying 

period denormalization. From the known heart-beat 

length, a number of samples are picked up. Then they are 

multiplied to their corresponding mean and amplitude 

values. Original ECG signal can be obtained by appending 

all the heart beat‟s data to form a sequence [2]. 

III. RESULTS AND DISCUSSIONS 

The algorithm was tested for ECG records obtained 

of the MIT/BIH dataset. It was sampled at the rate of 360 

Hz, 11 bits/s [2]. The ECG signals were considered such 

that, the patterns were different. The corresponding record 

the patterns were different. The corresponding record 

numbers of the considered ECG signals are 102, 111, 114, 

124 and 117. These records consisted of ECG signals with 

different rhythms. The results obtained are compared with 

other algorithms on the same dataset and are recorded in 

Table 1. The performance parameters obtained on the 

proposed algorithm is recorded in Table 2.  Figure 8 

shows 1000 samples of original signal along with the 

reconstructed signal and error signal corresponding to the 

record 117. 

The performance of the proposed technique is measured 

using two parameters namely Compression Ratio (CR) 

and Percentage Root-mean-square Difference (PRD). 

CR is used to quantify the amount of reduction in the size 

of representation of data due to a data compression 

algorithm. Compression ratio is defined as follows: 

   
                       

                       
                           (9) 

Compressed signal quality is evaluated by PRD. It is 

defined as the square root of the ratio of square of error 

signal and the square of the original signal.  

        √
∑ (    ( )       ( ))

  
   

∑ (    ( ))
  

   

                  (10) 

where xorg represents the original signal, xrecon 

represents the reconstructed signal and L is the number of 

samples in the data.  

 

Fig. 8.   Reconstructed signal for record 117 and its corresponding error. 
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Table I. Performance parameters comparison with different algorithm 

with sampling frequency 360Hz and resolutions 11 

bits/sample 

Algorithm Record 

Number 

CR PRD 

Hilton 117 8:1 2.6 

Lu et al. 117 8:1 1.18 

Djohan 117 8:1 3.9 

SPHIT 117 8:1 1.8 

Proposed 117 8:1 0.6 

 

Table II. PRD and CR comparison with different data using proposed 

methodology 

Record 

number 

CR PRD (%) Sampling 

Frequency 

(Hz) 

Resolution 

(bits/sample) 

102 8 0.55 360 11 

114 10 0.49 360 11 

117 8 0.6 360 11 

111 8.5 0.9 360 11 

124 10 0.5 360 11 

IV. CONCLUSION AND FUTURE SCOPE 

The compression of ECG signal using PCA based on 

ROI has been demonstrated. The algorithm has been 

tested for the ECG signals obtained from MIT/BIH 

dataset. The performance of the presented algorithm 

depends on the record which is being used for 

compression and its signal length. The proposed algorithm 

outperforms many of the standard algorithms as 

demonstrated in Table I. The main drawback of this 

algorithm is the increased computational complexity. The 

only room for improvement of this work is to reduce error 

by keeping CR as high as possible. This can be achieved 

by using superior coding techniques. 
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Abstract—Libraries play the most important role when it 

comes to books and reading. Today, libraries have become a 

great source of information. If we look upon the procedure that 

most of the conventional libraries in the world follow, we see a 

great amount of drudgery involved. In this paper, we propose a 

smart library system, which eliminates most of this drudgery in 

the conventional library management systems. Using face 

recognition and QR code based technology, the system automates 

and eases the tasks of Book Issue, Book Return and Book Search. 

It resembles ‘Just walk out technology’ implemented by Amazon 

in the Amazon Go stores. The proposed system enjoins self-issue 

and self-return procedures along with the dynamic search feature 

which provides the real-time location of the books. The proposed 

system significantly expedites the process of issue, return and 

search thus avoiding long queues at the reception 

counter/librarian's desk. 

Keywords—smart libraries; face recognition; QR code 

technology; dynamic libraries; real time book tracking 

I.  INTRODUCTION  

Traditional library management systems require a great 
amount of labor, starting from the person at the issue/return 
counter to the person who puts all the books at their correct 
locations when they are returned. When the user needs to issue 
a book, he has to physically visit the library and then carry out 
the required formalities in order to get the book issued. At peak 
times, there are long queues at the counter for the issuance of 
the books. Even for reissuing the book, the user has to 
physically visit the library and get the formalities done. Apart 
from all of this, the librarian is largely responsible for the entire 
library management. He has to properly place the books at the 
correct location when they are returned. In a conventional 
library management system, there is no provision to get the 
real-time location of the books. Also, paperwork is needed to 
some extent and the library staff must be qualified. 

In the proposed system, for issuing a book, the user has to 
stand in front of a camera and show his face and the book’s QR 
code to the camera to get it issued. This camera is not the usual 
CCTV camera. It is placed such that only one person can stand 
in front of it at a time. For returning the book, the user has to 
drop the book in the drop box such that the book’s QR code 
faces upwards. The camera located at the top of the drop box 
scans the QR code on the book and updates the database 

accordingly. Thus, the book is returned. The system also 
proposes a dynamic search feature. The module for this feature 
updates the location of the books in the database continuously. 
Thus if a book is moved from shelf 1 to shelf 2, the location of 
that book is immediately updated to shelf 2. For this, each shelf 
has an associated camera which continuously detects the QR 
codes of the books present on that shelf. If a new book is added 
to that shelf, the camera for that shelf detects it. It decodes the 
book’s QR code and updates its location to that particular shelf 
number. 

For security purposes, the only labor that needs to be 
involved includes the person who sits at the exit gate to check 
whether each user exiting the library doesn’t leave the library 
without issuing the books taken by him. 

II. RELATED WORK 

A. Smart Library System  

Some of the related work in this area includes RFID based 
smart library systems [2]. They make use of RFID tags. The 
patron has to scan his ID card and then scan the tags present on 
the books in order to get them issued. The book drops can be 
located anywhere in the library and the patron has to simply 
place the books on the trays available for book drop. The 
reader reads the tags and notifies the patron of the successful 
return. 

Face recognition based smart library system [1] employs 
face recognition in combination with RFID technology. The 
patron needs to stand in the line of sight of the camera until his 
face is detected and recognized. Once his face is recognized, 
the patron is logged in to the system after which he can scan 
the RFID tags of the books in order to get them issued.  

The system proposed in [15] uses Near Field 
Communication based Book Tracking. Each book has an NFC 
tag attached to it. At the entrance, the user places his/her NFC 
enabled phone on the NFC reader. If fingerprint and user ID of 
the user exists in the database, the user is connected to the 
LAN. For searching a book, the user queries the system 
through his phone and gets the rack details as a reply from the 
server. This request is forwarded by the user to the Local 
Positioning System which further guides him to reach the 
desired rack. When a new book arrives, it is first registered in a 
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rack by scanning the book’s tag against that particular rack’s 
monitor. For issue procedure, the exit and entrance have NFC 
scanners. For returning a book, the user drops it in the drop box 
provided. 

The system proposed in [16] focuses on security aspects 
majorly. When the book is returned by the patron, the librarian 
scans the book’s RFID tag against the RFID reader and 
retrieves its location. For entering the library, the patron has to 
verify himself by scanning his tag against the door lock. On 
successful verification, the door is opened. The book security 
module checks for outgoing books continuously. If the 
outgoing book is not issued, then an alarm is activated.  

Passive RFID tags at UHF frequencies are used by the 
system proposed in [17]. The system mainly focuses on smart 
bookshelves. Antennas are placed on the bookshelves which 
read RFID tags of the books within the shelf. The system uses 
microstrip antennas to minimize the spill-over electric field and 
the radiations emitted by them. 

In the approach proposed in [3], the skin area is detected in 
the image and the facial features are searched in the skin area. 
The proposed approach considers the nose to be present for a 
partially occluded face since it does not change much with 
facial expression. Non-face objects are removed by using 
morphological operations. The HSV color model is used to 
avoid illumination variance effect and finally, a bounding box 
is drawn for the most probable face region. 

B. Face Detection 

1) Skin Segmentation based face detection: In this 

approach [3], the skin area is detected in the image and the 

facial features are searched in the skin area. The proposed 

approach considers the nose to be present for a partially 

occluded face since it does not change much with facial 

expression. Non-face objects are removed by using 

morphological operations. The HSV color model is used to 

avoid illumination variance effect and finally, a bounding box 

is drawn for the most probable face region. 

 

2) Haar cascade combined with other classifiers: In this 

approach [4], three classifiers are combined with the haar 

cascade classifier. A face detected by the haar cascade 

classifier is only accepted when it passes the skin hue 

histogram test, eye, and mouth detection test. 

 
3) Viola Jones Algorithm: This algorithm [5], [6] involves 

haar feature selection, creating an integral image, ADA-boost 
training and cascading classifiers. 

C. Face Recognition 

1) Support Vector Machines: The approach proposed in 

[7] uses the eigenfaces algorithm [8] to extract features from 

the input images. The features are then learned by the SVM. 

Since SVM is a binary classifier, this approach uses one 

against one strategy that is it classifies between each pair. A 

bottom-up binary tree is used for this classification. 

 

2) Radial Basis Networks: In this approach [9], an n-sized 

input vector is given as input to the hidden unit which gives an 

m-sized output vector, where m is the number of faces 

registered. After the training, on feeding the test image we get 

an output vector. The given face image is recognized as that of 

a registered person if the maximum value of the output vector 

is larger than the threshold value. If it is not, the face is 

rejected as that of an unknown person. 

 

3) EigenFaces Algorithm: This algorithm [8] is based on 

PCA (Principal Component Analysis). It extracts the 

variations in the collection of face images and uses this 

information to encode the face images and compare them 

individually. 

 

4) LBPH Algorithm: In this approach [11], the central 

pixels for each window is substituted with a decimal number 

that is obtained from the binary pattern formed by the 

surrounding pixels. The LBPH (Local Binary Pattern 

Histogram) algorithm processes the image and forms binary 

patterns. It then stores these features into the histogram for 

later comparison. The histogram to which the test image’s 

histogram is near to is assigned that particular class label. 

 

D. QR Code decoding 

Ref. [13] describes the structure of the QR code and its 
encoding and decoding process. 

The approach of [12] uses image processing algorithms for 
detection of QR code. The grayscale image containing the QR 
code is binarized based on a threshold value. The alignment 
patterns and the timing pattern help locate the QR code in the 
image. The orientation of the QR code and width of one 
module is a representative of the timing pattern. Once the QR 
code is detected, a grid is constructed by joining the centers of 
the three alignment patterns detected. Error correction and 
decoding are then applied to retrieve the actual message. 

The approach in [14] makes use of run length coding for 
QR code detection. The histogram of the grayscale image is 
equalized to increase its contrast followed by binarization. Run 
length coding is then applied to the resultant binary image. 

III. PROPOSED SYSTEM 

A. Book Issue 

According to the proposed system, the library can have 
multiple ATM-like machines for issuing/reissuing the book. 
The patron has to just stand holding the books in front of one 
such machine. The camera in it detects the user’s face. If the 
patron is not a registered user, the system does nothing. 
However, if the patron is a registered member of the library, 
then upon recognizing his face, the system detects the QR 
codes present on those books which are held upfront by the 
patron. On decoding those QR codes, the book ID’s of those 
books are retrieved and the system issues them against the 
patron whose face was recognized. The patron receives an 
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email as an acknowledgment for the successful issuance of the 
books. 

 

Fig 1.  Data Flow Diagram for Book Issue 

In Fig. 1, the face and the QR code data are supplied to the 
issue book module which involves Face recognition and QR 
code detection and decoding module. In the ‘Book’ table, the 
record with ID as ‘bookid’ is searched and the ‘userid’ of the 
patron who has issued that book is added to that book’s record. 
The transaction containing the ‘userid’, ‘bookid’ and the 
‘issue_ts’ (timestamp) is added to the ‘Transaction table’. The 
‘User’ table is then updated to store the ‘bookid’ in the details 
of the patron with ID as ‘userid’. 

B. Book Return 

According to the proposed system, the library can have 
multiple drop-boxes with each drop-box having a camera 
situated above it. When the patron drops the books in these 
drop-boxes, the camera above them detects and decodes the 
QR code to fetch the book ID of that book. It then updates the 
database and the book is returned. The patron receives an email 
as an acknowledgment for the successful return of the book. 

 

 

Fig 2.  Data Flow Diagram for Book Return 

In Fig. 2, the ‘bookid’ is retrieved from the QR code that is 
passed to the Return Book module. The ‘Book’ Table is then 
queried using ‘bookid’ to get the ‘userid’ of the patron who has 
issued that particular book. The ‘return_ts’ (return timestamp) 
which was initially empty is now updated in the ‘Transaction’ 

table. The retrieved ‘userid’ is then used to search for the 
patron in the ‘User’ Table and the returned book is removed 
from the list of his borrowed books. 

 

Fig 3.  Data Flow Diagram for Dynamic Book Location Updation 

C. Dynamic Book Location Updation 

The system requires that each shelf has a designated camera 
which is associated with that particular shelf only. The camera 
detects all the QR codes found in its associated shelf. It 
decodes them all to get the book IDs and updates the location 
of those books to that particular shelf number. 

Consider that a book is on shelf 1. The camera associated 
with shelf 1 will detect this and update the location of that book 
to Shelf 1. Now if the same book is moved to shelf 2, then the 
camera associated with shelf 2 will detect this additional QR 
code and will update the location of the same book to shelf 2. 
In this manner, the location of the book is updated dynamically 
in real-time. 

The QR codes of the books present on a particular shelf are 
continuously decoded in real-time and their location is updated 
in the ‘Book’ table as shown in Fig. 3. 

IV. TECHNOLOGY USED 

A. Face Detection 

The system uses the Viola-Jones Algorithm (haar cascades) 
in OpenCV [5], [6] to detect faces in the video frames. Haar 
cascade classifiers make use of kernels of a given size. 
Consider the size of the kernel as 3x3. The kernel moves across 
the image and does matrix multiplication with every 3x3 part 
of the image, emphasizing some features and smoothing others. 
Haar-features are good at detecting edges and lines. However, 
there are certain constraints to the objects that the haar cascade 
classifier can detect. 

The algorithm is so chosen due to its high precision and 
recall value with respect to the other popular methods of face 
detection as proved in [6]. 
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B. Face Recognition 

The system uses the Local Binary Pattern Histogram 
(LBPH) [11] algorithm for face recognition. Local Binary 
Patterns are texture descriptors. They compute a local 
representation of the textures by comparing each pixel value 
with the surrounding pixel values. If the surrounding pixel 
value is greater than or equal to the central pixel value, then a 
zero is assigned at that position, else a one is assigned. The 
binary matrix (without considering the central pixel) formed is 
then read in either clockwise or anticlockwise direction and a 
binary number is generated. This binary number is then 
converted into a decimal value in the range of 0 to 255. The 
central pixel value is then replaced by this decimal value. 

The above process is repeated for each pixel in the 
grayscale image and a new image is generated. The histogram 
for this newly generated image is calculated and is stored. The 
procedure is repeated for all training images and the histogram 
values for all the training images are stored. For testing 
purpose, the test image is processed in the same way and its 
histogram is calculated. This histogram can be compared with 
the stored histograms of the training images using distance 
metrics like Euclidian distance to determine the class label. 

C. QR Code Detection and Decoding 

The system uses the pyzbar library in python along with 
zbar dependencies to detect and decode QR codes. The 
advantage of this library is that the QR codes in any decent 
orientation can be detected and decoded using this library. 

V. EXPERIMENTAL RESULTS AND ANALYSIS 

The system was tested on three datasets for face detection 
and face recognition viz. Cambridge Olivetti Research 
Laboratory face dataset, Caltech face dataset and our own 
manual dataset. 

TABLE I.  FACE DETECTION ACCURACY FOR VIOLA JONES ALGORITHM 

Dataset Total 

Images 

True 

positives  

Accuracy 

(%) 

Cambridge ORL 

Face Dataset 

400 265 66.25 

Caltech Face dataset 445 435 97.53 

Manual Dataset 200 50 25 

 

 

 

 

 

 

 

 
Fig 4.  Book Issue 

 

Fig 5.  Book Return 
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TABLE II.  RESULTS FOR CAMBRIDGE OLIVETTI RESEARCH 

LABORATORY FACE DATASET 

Algorithm Accuracy 

(%) 

Avg. 

Recall 

Avg. 

Precision 

F1 Score 

Eigenfaces 

True Pos. = 75 
Train size = 181 

Test size = 84 

89.2857 0.8042 0.8346 0.8191 

Fisherfaces 

True Pos. = 77 

Train size = 181 

Test size = 84 

91.6667 0.8250 0.8317 0.8283 

LBPH 

True Pos. = 77 

Train size = 181 
Test size = 84 

91.6667 0.8292 0.8375 0.8333 

LBPH + KNN 

(n=5) 

True Pos. = 32 

Train size = 198 

Test size = 67 

47.7612 0.4866 0.3757 0.4241 

LBPH + 

Decision Trees 

True Pos. = 17 
Train size = 198 

Test size = 67 

25.3731 0.2509 0.1958 0.2200 

LBPH + 

Logistic 

Regression 

True Pos. = 29 
Train size = 198 

Test size = 67 

43.2836 0.4662 0.4257 0.4450 

 

TABLE III.  RESULTS FOR CALTECH FACE DATASET 

Algorithm Accuracy 

(%) 

Avg. 

Recall 

Avg. 

Precision 

F1 Score 

Eigenfaces 

True Pos. = 85 

Train size = 328 
Test size = 107 

79.4393 0.7269 0.7072 0.7169 

Fisherfaces 

True Pos. = 101 
Train size = 328 

Test size = 107 

94.3925 0.8962 0.9103 0.9032 

LBPH 

True Pos. = 101 
Train size = 328 

Test size = 107 

95.3271 0.9154 0.9615 0.9379 

LBPH + KNN 

(n=5) 

True Pos. = 34 

Train size = 326 
Test size = 109 

31.1926 0.2629 0.3207 0.2889 

LBPH + 

Decision Trees 

True Pos. = 25 

Train size = 323 

Test size = 112 

22.3214 0.2022 0.2434 0.2209 

LBPH + 

Logistic 

Regression 

True Pos. = 40 

Train size = 326 

Test size = 109 

36.6972 0.3398 0.3123 0.3254 

 

 

TABLE IV.  RESULTS FOR MANUAL FACE DATASET 

Algorithm Accuracy 

(%) 

Avg. 

Recall 

Avg. 

Precision 

F1 Score 

Eigenfaces 

True Pos. = 11 
Train size = 25 

Test size = 25 

44 0.3230 0.3500 0.3359 

Fisherfaces 

True Pos. = 15 

Train size = 25 

Test size = 25 

60 0.5071 0.5300 0.5183 

LBPH 

True Pos. = 15 

Train size = 25 
Test size = 25 

60 0.5849 0.5144 0.5474 

LBPH + KNN 

(n=5) 

True Pos. = 5 

Train size = 37 

Test size = 13 

38.4615 0.2857 0.3250 0.3041 

LBPH + 

Decision Trees 

True Pos. = 4 
Train size = 37 

Test size = 13 

30.7692 0.1696 0.3125 0.2199 

LBPH + 

Logistic 

Regression 

True Pos. = 9 
Train size = 37 

Test size = 13 

69.2307 0.5357 0.5333 0.5345 

 

 
Fig 6.  2D Line plot for F1 scores of algorithms with respect to the three 

datasets considered 

Table I displays the results of the tests performed on the 
three datasets for Viola-Jones algorithm. It displays the size of 
each dataset in terms of number of images and the true 
positives i.e the number of images in which face was detected 
accurately. The number of true positives divided by the total 
number of images gives the accuracy of the Viola-Jones 
algorithm for that particular dataset. 

Table II, Table III, Table IV, sum up the results of various 
algorithms considered for each of the dataset. Since the number 
of test images for each face in the test dataset was variable, F1 
score became significant comparison factor over accuracy. The 
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recall value is given by the ratio of the number of true positives 
and the sum of the true  positives and false negatives. The 
precision value is given by the ratio of the number of true 
positives and the sum of the true and false positives. F1 score is 
given by the ratio of twice the product of precision and recall 
values and the sum of the precision and recall values. The 
empirically obtained F1 scores of LBPH with respect to the 
ORL, Caltech, and the Manual dataset in Table II, Table III, 
and Table IV, are 0.83, 0.94 and 0.55 respectively. 

Three major algorithms viz. EigenFaces, FisherFaces and 
LBPH were tested. Other than these, the other three algorithms 
considered for testing were the combinations with the LBPH. 
In these algorithms, the histogram of the local binary patterns 
was extracted for all the training images to create a dataset and 
then the model was trained on this dataset using KNN, 
Decision trees, and Logistic Regression. 

Fig. 6 justifies the use of LBPH algorithm for face 
recognition in the proposed system. The 2D line points for the 
LBPH algorithm in Fig. 6 are maximum with respect to all the 
three datasets. 

VI. CONCLUSION AND FUTURE WORK 

Owing to the use of software to a great extent in the system, 
the wear out rate of the system is negligible. If the accuracy of 
face recognition is improved profusely, then the system would 
be self-sufficient and can be deployed in the actual libraries 
which can help reduce the significant amount of load on the 
librarians. With Librany, all the books in the library can be 
tracked in real-time. It needs no involvement with the librarian. 
The system enjoins self-issue and self-return procedures which 
avoids long queues at the counter. 

The system can be extended to detect faces in any 
orientation. Also, the system can be tuned such that even if 
multiple faces are detected in the video frame, the book should 
be only issued to the patron holding it instead of the other 
detected faces. Buzzers can be deployed at the exit gate which 
can ensure security and alert the person in charge in case of 
larceny. Modules which provide business intelligence can be 
incorporated into the system for knowledge extraction. 
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Abstract — Image processing is relevant in our day to day life 

as it is helpful to solve important problems in real world. 

Recent progress in quantum information and computation led 

to the birth of a new field called Quantum Image Processing. 

This new field of image processing in quantum domain focuses 

on the development of the quantum image processing 

algorithms, which can run more efficiently on quantum 

computer. These quantum algorithms are better in terms of 

Image storage and retrieval with reduced computational 

complexity. In this article we present recent advancements in 

quantum image representation with different mathematical 

models and with their corresponding computational 

complexity.  

Keywords — Quantum computation; Quantum image 

processing; quantum image depiction; Quantum measurement; 

Quantum information 

I. INTRODUCTION  

The field of digital image processing refers to processing of 

digital images by means of a digital computer. Image 

processing is well known in our day to day life as the need of 

extraction of crucial data is also increasing in real world. 

Computational complexity of an algorithm and visual 

information are the popular area of research for existing real 

world problems. Extracting right information from available 

digital data and removing associated noise in the images are 

two major problems in this field.  Because of the limited 

architecture of classical computers and the often 

overwhelming computing complexity of state-of-art 

algorithms, better ways of storing, processing and retrieving 

digital images are required. The images of 3D scenes in 2D 

spaces, visual information and algorithm complexity are all 

major research areas.  

In different fields of computer science, for example 

information theory, cryptography, emotional depiction and 

image processing, quantum computation and quantum 

information have appeared because inefficient tasks on 

conventional computers can be improved by exploiting the 

power of quantum computing. The first step in the 

processing of quantum images involved proposals for 

capturing and storage of the images on quantum computers. 

Quantum Computers enables different image illustrations 

like qubit lattice, Flexible Representation for Quantum 

Images (FRQI-Model), Multichannel Quantum Image 

(MCQI Model), Novel enhanced quantum representation 

model (NEQR), CQIR (Colored Quantum image 

representation) representation model, Three Channel 

Representation for quantum color images model (QMCR). 

This paper tries to investigate basic of quantum 

computation, the different quantum image representation, 

comparison and application of investigated Quantum image 

representation. Sequence of paper is as follows: In Section 

2, the fundamental learning of classical image processing 

and need of quantum image processing is discussed. In 

section 3, Basic knowledge of quantum image processing 

and associated operation used in quantum computation is 

presented. In section 4, detailed investigation of different 

quantum image representation, their features and 

comparison are analyzed. In section 5, Conclusions are 

drawn and direction for future work is discussed.  

II. CLASSICAL IMAGE PROCESSING 

Image processing is a technique of enhancement of the raw 

images received from various sensors or cameras which are 

placed on the sources like satellites, aircrafts and space 

probes or the pictures taken during the normal day to day 

life activities. Different techniques have been developed for 

improving raw images over the last five to six decades. 

Image process could be a method where an image is 

converted into a digital form using some operation to obtain 

an improved image and to extract a number of useful 

information. Image processing is used in various 

applications like: printing industry, film industry, military 

purpose, graphics arts, forensic studies, material science, 

medical imaging. 

In traditional memory device, memory cells are available in 

the form of the hardware, i.e., each memory vicinity may be 

attributed to a truth that is independent of all other 

reminiscence places. Better ways of storing, processing and 

retrieving digital images are required because of the limited 

architecture of classical computers. 

 

Fig. 1. 2 D Block of Image Processing 
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. 

III. QUANTUM IMAGE PROCESSING 

Image processing is prevalent in our day to day life as it is 

helpful to extract important information from real world. A 

new field called quantum image processing emerged after 

certain major research tasks. Research in this sector has 

experienced problems owing to its emerging phase.  

However, efforts continue to identify the diversity of its 

applicability in different fields of image processing. Most of 

the work done so far refers to fundamental aspects such as 

representing and storing an image on quantum computer and 

the basic processing. The portrayal of 3D scenes in 2D 

spaces, behaviour of visual information and algorithm 

complexity are all emerging research area. Quantum image 

processing is an important and emerging sub-domain in 

quantum theory.  

A. Quantum Image Processing Operation 

If we compare the quantum image with the classical image, 

there is an enormous benefit of the depiction of the quantum 

image. Let’s take X pixel sized quantum image. The general 

mathematical equation of quantum image is represented as: 

                      |QI⟩ =  1
√𝑋

⁄  ∑  |Sa⟩  ⊗  |Z⟩   𝑥−1
𝑎=0  (1)                                   

Where |Sa⟩ is color information of quantum image, |Z⟩  
Position of quantum image, ⊗   Tensor product. 

The bits used to represent information are known as qubits 

in a quantum computer. These qubits lie in superposition of 

two basis states in a quantum computing system. As 

compared to classical bits these quantum bits can store more 

information because of the quantum-ness like superposition 

and entanglement. Quantum computer follows the rule of 

linear superposition principle. A quantum computer can be 

defined as the computing machine which is used to perform 

computation based on the laws of quantum mechanics.  

 

 

 

 

Fig. 2. Basic procedure for Quantum Image Processing 

B. Quantum Bits 

In the case of Classical Computation, storage and processing 

of the information used to take place in the form of the bits. 

As a mathematical structure it involves the processing of the 

classical bit. It works to represent two ‘logical’ values, 

commonly referred to as {0, 1}, and to link these obtained 

values to two different classical measurement solutions. So, 

that’s why classical bit used to ‘live’ in the scalar space. 

Qubit is a real-world entity which is based on Quantum 

Mechanics law. Simple instances of qubits use two 

orthonormal polarization of a photon, alignment of a nuclear 

spin (spin-1/2) in a magnetic area or electron states orbiting 

an atom.  The classical image uses bits that can be either 0 

or 1 at a specific location and time.  

C. Quantum Gates 

Quantum gates are used to perform the manipulation of 

qubits. A qubit enters a gate of the quantum circuit and exits 

as another state, so quantum gates represent the time 

evolution of a state which is required to describe the qubits. 

The quantum gate satisfies the following criteria: 

 Must uphold the norm i.e. norm squared probability 

amplitudes sum to one after gate application. 

 It must be reversible in nature i.e. evolution of 

every non measured quantum state must be 

reversible. 

The above conditions are equivalent to a restriction that 

quantum gates must be unitary matrices. In quantum 

computation most common used quantum gates are 

Hadamard, NOT and CNOT gates. There are several facts 

about quantum circuits which can be used in order to 

express more complex unitary transformations, write 

circuits more concisely, or adapt circuits to experimental 

constraints. The gates used to apply on the K qubits are 

usually represented by 2
k
 X 2

k
 unitary matrix; the qubit 

number in the gate input must be equal to the output end. 

D. Quantum Measurement 

Quantum physical systems are very susceptible to 

interference from outside of the scheme compared to 

conventional physical structures. One sort of external 

interference mentioned is the quantum measurement that 

tests a qubit status for the observable state in which it is. A 

set 𝐴𝑎 of non-unitary measurement operators can 

mathematically describe quantum measurement [19]. Here, 

a is an index of the base state being evaluated. For instance, 

if there are two basis states pertaining to |0⟩ and  |1⟩, there 

would be two indices, a = 0 and a = 1. The probability of the 

measurement producing the observable state a is given by 

𝐴(𝑎) =  ⟨ѱ| Ā𝑎𝐴𝑎 |ѱ⟩  (2) 

Where Ā denotes the conjugate transpose of a matrix, ⟨ѱ| 
represents the conjugate transpose of |ѱ⟩, and the state of the 

quantum system after measurement is  

 
𝐴𝑎|ѱ⟩

√⟨ѱ|Ā𝑎𝐴𝑎|ѱ⟩ 
  (3)  

 

Applying quantum measurement makes the system 

“collapse” to one of the basis states [19]. For example, 

consider the qubit state 

                  |ѱ⟩ =  α |0⟩ +  𝛽 |1⟩ = (
 α
 𝛽)              (4)       

So that            ⟨ѱ| = (α∗, 𝛽∗ )        (5) 

The measurement operator 

 𝐴0 =  (
 1     0
0     0

)         (6)           

Projects |ѱ⟩ onto the observable state |0⟩ with probability 

 

 

 

 

 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 262



 | α |
2 
  since 

𝐴0|ѱ⟩

√⟨ѱ|Ā𝑎𝐴𝑎|ѱ⟩ 
=  

( 1     0
0     0 )(

 α
 𝛽)  

√α∗α
 =  

α|0⟩

√| α |2
 =  |0⟩        (7) 

With the coefficient 
α

√| α |2   being a phase term, the effect of 

which on the measurement outcome is negligible and 

typically ignored. On repeated measurements, one gets a 

probability distribution over the observable states. The 

physical, meaningful outcome of quantum measurement can 

be estimated using quantum state tomography (QuST) 

[20]—that is, estimation by maximum likelihood. One of the 

most common tools for this estimation is the Kalman filter 

approach, as it is the one that is most robust against noise. 

Therefore, in the field of QuIP, most algorithms created use 

it to assess the outcomes of quantum measurements  

E. Quantum Entanglement 

Concept of quantum entanglement occupies the position of 

primary importance in quantum computing as well as in 

quantum image processing.  Fundamentally entanglement is 

relationship between two particles. As we know in today's 

scenario images are being used for communication because 

they carry information in detail. So by taking advantage of 

quantum entanglement in images we can improve 

communication methods.  

IV. REPRESENTATION OF AN IMAGE IN QUANTUM CONTEXT 

Prof. Salvador E. Venegas-Andraca [2], proposed the 

quantum image representation, based on qubit lattice. Prof. 

Jose.I. Labtorre Sentis [4], by using the real ket, proposed 

the quantum image portrayal. Prof. Kaoru Hirota [3] 

proposed flexible way of representing the quantum images 

with a purpose to provide a portrayal of picture at the 

quantum computers which can be in the shape of a 

normalized state required to store the information regarding 

colors and the position associated with them in the given 

images. 

A. Storing and Retrieving an Image in Quantum 

System using Qubit Lattice  

Storing an Image: Let's define ourselves L as a lattice of 

qubits, that is L= {|q⟩i,j}, I ∈ {1,2,…,n1}, j ∈ {1,2,…,n2} A set 

of qubit lattices S may be defined as S= {Lk}, k ∈ {1, 
2,…,n3} Thus, S = {{|q⟩i,j,k} is a set of n1 x n2 x n3 qubits. 

Our motive here is to store or accumulate the visual 

information in S and each lattice, say Lk ∈ S is used to save 

the copy of the given image. The process of storing an 

image using the set of qubit lattices S is described in the 

algorithm. During the execution of the algorithm, an 

assumption is made that the lattice L is made up of machine 

A. On the completion of algorithm, entire set S is initialized; 

n3 is used to prepare the same qubit lattices, each of which 

contains the same image [2]. 

B. Flexible Representation for Quantum Images(FRQI 

model) 

Le et al. [3] proposed the FRQI, which has begun to grow 

into most widely used quantum image representation (QIR). 

In this model, the required records i.e. the colors and 

position of all factors in an image get captured and then 

integrate with the tensor product to achieve a normalized 

quantum state. The below equation shows the vector of 

angles to encode color information in the form:                                          

|I⟩  =  
1

2𝑛    ∑  2𝑛−1

𝑦=0 |𝑄𝑓⟩    |𝑖⟩   (8) 

|𝑄𝑓⟩ =  Cos 𝜃 f |0⟩  + Sin 𝜃f|1⟩   (9) 

|0⟩ and |1⟩ are 2 Dimension computational basis quantum 

states, Qf ∈ [0, π/2] and f = 0, 1, 2…….2n-1. The equation 

developed is an integral part of FRQI preparation process 

and its implementation. By this, the whole preparation of the 

computational complexity of FRQI image state requires o 

(2
4n

). The normalized state of FRQI, i.e., || |𝑄𝑓⟩ || = 1 as 

follow: 

|| |𝑄𝑓⟩|| =
1

2n √    ∑  22𝑛−1

𝑓=0 (cos2 θf  +  sin2 θf ) = 1      (10) 

FRQI illustration and transformation focus on the spatial 

and geometric data. FRQI has interesting application in 

quantum watermarking, quantum moves, quantum image 

data searching and quantum image frameworks and so on 

[4]. 

C. Multichannel Quantum Image(MCQI model) 

While FRQI can be used in many application of quantum 

images but still, the concept of "full” color cannot be 

captured in the images. Sun et al [5] proposed the new 

model of color images processing in quantum computers. 

The proposed version simultaneously captures the records 

from R, G, B channels and store the information in quantum 

state. MCQI model is used to capture and store color 

information and position at the amplitudes of each image 

pixel. Thus model supports 2
n
 x2

n
 image and can be 

mathematically expressed as: 

  |𝑄𝐼⟩ =  
1

2n+1  ∑  |𝐴𝑅𝐺𝐵𝛼
𝑓

⟩22𝑛−1

𝑓=0 ⊗   |𝑓⟩        (11) 

                          

|𝐴𝑅𝐺𝐵𝛼
𝑓

⟩ = Cos 𝜃𝑅
𝑓

|000⟩ + Cos 𝜃𝐺
𝑓

|001⟩ + Cos 𝜃𝐵
𝑓

|010⟩ +

Cos 𝜃𝛼
𝑓

|011⟩ + Sin 𝜃𝑅
𝑓

|100⟩ + Sin 𝜃𝐺
𝑓

|101⟩ +

Sin 𝜃𝐵
𝑓

|110⟩ + Sin 𝜃𝛼
𝑓

|111⟩      (12)

     

|000⟩, |001⟩ … |111⟩ is used to represent the computational 

premise conditions of the required three qubits. 𝜃𝑅
𝑓
, 𝜃𝐺

𝑓
, 𝜃𝐵

𝑓
, 

𝜃𝛼
𝑓
  represents the four angles that are used for encoding the 

data of color channels of the f-th pixel , |𝑓⟩  for f =  0, 1, . . . 

,2
2n

-1 are 2
2n

-Dimension represents computational premise 

condition states. The main difference between the FRQI and 

MCQI is that FRQI require only one qubit to encode an 
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image color but MCQI uses three qubits to carry 

multichannel color information. Computational complexity 

of both MCQI quantum image and FRQI’s is same i.e., o 

(2
4n

) [5]. 

 

D. Novel Enhanced Quantum representation model 

(NEQR model) 

Model representation of NEQR was put forward by Zhang 

et al. [6-7]. Under this model digital image, the basis sate of 

a qubit collection is used to keep the gray scale cost of each 

pixel instead of using encoding in a qubit in FRQI. Whereas 

in NEQR encoded qubit sequences are required to capture 

the entire image. NEQR requires only pixel's gray-scale and 

position information. Let us take into account that the value 

of grey range of the given picture is 2q with given binary 

collection 𝑐𝑎𝑏
0  …𝑐𝑎𝑏

𝑞−2
𝑐𝑎𝑏

𝑞−1
 and the required encoding of the 

gray-scale value f (a, b) is obtained by: 

𝑓 (𝑎, 𝑏) =  𝑐𝑎𝑏
0 … 𝑐𝑎𝑏

𝑞−2
𝑐𝑎𝑏

𝑞−1
   (13) 

Where 𝑐𝑎𝑏
𝑘  ∈ [0, 1] and f (a, b) ∈ [1, 2𝑞 – 1] 

In NQER quantum image model, first step is quite similar to 

FRQI. Second step involves the setting of the greyscale 

value of each pixel. This step is further divided into the 2
2n

 

part-operation which is required for the storage of the 

grayscale information of each and every pixel. Time 

complexity concerned in preparation of NEQR quantum 

image shows typically a quadratic decrease, i.e., O(qn.2
2n

) 

whilst in comparison to FRQI. NEQR representation model 

requires a q +2n qubits for the construction of the quantum 

image model for the image of size 2
n
 x 2

n
 with gray scale 

range 2
q
.  

E. CQIR Representation  model 

CQIR model was proposed by Caraiman and Manta in 

2014[8]. CQIR is similar to NEQR. A qubit sequence was 

used in encoding the colored information required in 

quantum images.  CQIR facilitates histogram equalization of 

the quantum image. This model requires m=log2 L qubits to 

encode all the L grey levels which are available in the 

picture [8-9]. This model may find potential application in 

the processing of the images related to medical, radar and 

astronomy. This may result in enhancement of the contrast 

of the image for obtaining better details related to the image. 

The formulation of CQIR illustration is shown: 

|I⟩ =  |𝐶⟩mx|𝑃⟩2n  =
1

2𝑛  ∑  22𝑛−1
𝑖=0 ∑ ∝ 𝑖 𝑗 |𝑗⟩  |𝑖⟩   2𝑚−1

𝑗=0  (14)  

|I⟩ =
1

2
(|01⟩  ⊗ |00⟩ + |10⟩  ⊗ |01⟩ + |11⟩ ⊗  |10⟩ +

|00⟩ ⊗ 11⟩)         (15)  

     

|𝑃⟩ is a register in which pixel positions are encoded by 

using the 2n qubits and the information of color pixel is 

denoted by using m=log2 L qubits required to encode the L 

grey level colors. Coefficients ∝i j represents the color 

associated with the pixel whose position is I by using the 

concept of a superposition of all possible colors with 0 ≤ i ≤ 

2
2n

. In this for I, coefficients ∝i j holds the value 1 only when 

the color associated with the pixel is j, otherwise holds 0.  

F. Three channel  Representation for Quantum 

Colored images model (QMCR) 

RGB three channel representations for quantum colored 

images model was suggested by Abdolmalekya et al. [10]. It 

is based on the NEQR. The formulation of QMCR 

representation is shown: 

|I⟩ =
1

2𝑛
∑  2𝑛−1

𝑦=0 ∑ |𝐶𝑅𝐺𝐵𝑦𝑥⟩⊗ 𝑦 𝑥⟩ 2𝑛−1

𝑥=0       (16) 

  

Where the state |𝐶𝑅𝐺𝐵𝑦𝑥⟩ is used to encode the information 

of the R, G and B channels (2
q
 range of each channel) of the 

pixel. The state |𝐶𝑅𝐺𝐵𝑦𝑥⟩ is defined as follows: 

|𝐶𝑅𝐺𝐵𝑦𝑥⟩ = |𝑅𝑦𝑥⟩||𝐺𝑦𝑥⟩|𝐵𝑦𝑥⟩    (17) 

|𝑅𝑦𝑥⟩ =  |r𝑦𝑥
𝑞−1

 r𝑦𝑥
𝑞−2

… r𝑦𝑥
𝑞−0

⟩    (18) 

|𝐺𝑦𝑥⟩ = |g𝑦𝑥
𝑞−1

 g𝑦𝑥
𝑞−2

… g𝑦𝑥
𝑞−0

⟩     (19) 

|𝐵𝑦𝑥⟩ = |b𝑦𝑥
𝑞−1

 b𝑦𝑥
𝑞−2

… b𝑦𝑥
𝑞−0

⟩     (20) 

 

Where r𝑦𝑥
𝑘 , g𝑦𝑥

𝑘 , b𝑦𝑥
𝑘  ∈ {0,1} and 𝑅𝑦𝑥, 𝐺𝑦𝑥 , 𝐵𝑦𝑥  ∈ {0, 1, …2q-

1}. 

G. Quantum Image representation for log-polar 

images (QUALPI) 

Y. Zhang et al. [11-12] proposed the model of QUALPI. For 

Classical preparing of pictures, idea of log-polar is broadly 

utilized as an inspecting technique here on account of log-

polar picture of size 2
m
 x 2

n
,
 
examining goals pursuing of the 

log-range and that of precise introduction are relied upon to 

be  2
m
 and 2

n
 respectively. This model was investigated for 

the purpose of processing and storage of the sampled images 

in log-polar coordinates. Existing quantum computing based 

image processing models can only present the image 

sampled in Cartesian coordinates, due to which rotation and 

scaling operation is not possible to be performed in the 

existing model. QUALPI utilizes three entangled qubit. In 

which first one is used for storing the gray scale 

information, second one is used for log-radius position and 

the last one is used to retrieve the information for the 

angular position of all the pixel in case of log-polar image. 

Estimation of every pixel is to be recorded on the premise 

condition of a standardized superposition which comprises 

of qubit groupings, in order to operate on them 

simultaneously. In the QUALPI model, further geometric 

transformation can be performed in a simple manner. It also 

includes the complex one named as symmetric 

transformation and rotation. The Mathematical formulation 

of QUALPI representation is shown: 

|I⟩ =
1

√2𝑚+𝑛
∑  2𝑚−1

ρ=0 ∑ ∑  2𝑛−1
θ=0 (|𝑔(ρ, θ)⟩2𝑛−1

θ=0 ⊗ |ρ⟩ ⊗ |θ⟩ )  (21) 

  

Where 𝑔(ρ, θ) used to represent the gray - scale value of 

each pixels. Gray range of the image is expected to be 2
q
, so 

that this can be encoded as: 

𝑔(ρ, θ) = C0C1 … Cq − 2Cq − 1, 𝑔(ρ, θ)  ∈  [0, 2q −  1]    (22) 

It is easy to understand that the pixels lying in different 

quadrant have different grey scale. m + n + q qubits are 

needed for the storage of information into a QUALPI state 

for a 2
m
 x 2

n
 log - polar image with gray range 2

q
. The entire 
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procedure of arrangement of quantum picture will not cost 

more than O(q(m+n). 2  
m+n

) for the 2
m

 x 2
n 

log-polar 

quantum image whose grey range value is 2
q
 . QUALPI is, 

out of the blue, intended for the pictures tested in log-polar 

directions. 

H. Simple Quantum (SQR) representation model of 

infrared images. 

Suzhen et al. [13] proposed SQR model. This model was 

proposed to limit the drawbacks associated with the Qubit 

lattice and FRQI model. This model depends on qualities of 

the infrared pictures. SQR model involves the replacement 

of the color information with the radiation values as the 

coefficient values. The mathematical formulation of SQR 

representation is shown:  

|I⟩ =  | ψ
𝑖𝑗

⟩      (23) 

i = 1, 2,…, n1, j = 1,2,…,n2 are real numbers. Where |ψ
𝑖𝑗

⟩ = 

= Cos 𝜃ij |0⟩ + Sin 𝜃ij|1⟩, we can view |ψ
𝑖𝑗

⟩ in the form of 

Bloch sphere as a great circle. 

SQR model offers the following advantages in comparison 

to the Quantum Lattice model and latest suggested FRQI 

model: 

1. SQR model requires two n-qubit states so as to 

keep the extraordinary values. It additionally 

requires a 2n straightforward quantum gate so as to 

define the quantum infrared picture in comparison 

with the Quantum Lattice model. While, n may be 

neglected because it is a very small number. 

2. Simple quantum gate is required to setup the SQR 

quantum image, which also shows a quadratic 

decrease compared to the FRQI. 

3. It also allows to perform more number of image 

operations conveniently which are based on SQR in 

comparison to the original Qubit Lattice 

representation. 

SQR also has the ability to hold more information which 

includes image information as well as marked information. 

Here marked information used refers to that kind of 

information which requires emphasizing, on infrared target 

or some other vital geographical locations etc. 

I. Quantum states for M  Colors and Quantum states 

for N  coordinate (QSMC & QSNC) 

This model requires two sets of quantum states one for M 

colors and the other for N coordinates, so that both gray 

scale and information related to the color of an image can be 

represented efficiently. This model provides a lossless 

compression and quantum search enabled image 

segmentation technique which is universally applicable for 

both the gray scale and the color images. QSMC & QSNC 

both require two set of quantum states in order to capture 

the image, where QSMC is used to represent the M colors 

while QSNC is required to denote the coordinates of N 

pixels of an image [14]. Two bijective functions are 

developed for the purpose of storing the information 

regarding the coordinate and color of an image with the help 

of quantum states, One from M's different colors to M's 

different angles and the second from N's to N's various 

angles. Expression of mathematics associated with QSMC 

& QSNC Quantum image is shown under: 

|I⟩ =
1

2𝑛  ∑  22𝑛−1
i=0   |𝑄𝑆𝑀𝐶𝑖⟩ ⊗ |𝑄𝑆𝑁𝐶𝑖⟩      (24) 

  

Where  

|𝑄𝑆𝑀𝐶𝑖⟩ =  Cos ϕ i |0⟩ +  Sin ϕ j|1⟩     (25) 

|𝑄𝑆𝑁𝐶𝑖⟩ =   Cos 𝜃 i|0⟩ + Sin 𝜃 i |1⟩       (26)

   

ϕi  , 𝜃i ∈ [0, π/2 ],  i = 1, 2, … 22n-1. 

This model is designed in such a way that in a quantum 

system only 2N + m qubits is stored an image of N pixels 

and M different colors. 

J. Normal arbitrary Quantum Superposition State 

(NAQSS) 

This model is designed for multi-dimensional image 

representation. Li et al. [15] proposed this model. Also 

known as the normal arbitrary quantum superposition state 

(n+1) qubit.  In this model n qubits represents 2n pixel 

colors and coordinates and the remaining 1 qubit represents 

information about image segmentation. In this a bijective 

function is established with the goal that each pixels can 

locate a relating value for an interval of [0, π/2] by making 

up a one to one correlation for angle and color. Function is 

shown as: g: A→R where A represents the data regarding the 

position of the picture in a k- dimensional Euclidean space. 

The mathematical representation of NAQSS image is 

shown: 

|I⟩  =   ∑  2𝑛−1
i=0  𝜃i |𝑣1⟩ |𝑣2⟩ … |𝑣𝑘⟩  ⊗  |𝑥𝑖⟩     (27)

  

Where |𝑥𝑖⟩ = Cos ∝0 |0⟩ + Sin ∝0 |1⟩     

Represents the information related to the segmentation, 

where ∝0 is corresponding to the m in order to establish a 

bijective function. If we divide the image into m sub - 

images so that it will contains the pixels corresponding to 

the |𝑣1⟩ |𝑣2⟩ … |𝑣𝑘⟩  coordinates. 

K.   (2 –D QSNA) Two Dimensional Quantum states 

and Normalized Amplitude 

Above model for quantum image representation was 

proposed by Madhur Srivastava et al. [16].  The proposed 

method, two-dimensional quantum state and normalized 

amplitude, only requires ([Log2 N] + [Log2 N]) qubits. As 

compared to the previous model like FRQI and NEQR, they 

are only designed for only square images. Square quantum 

image needs ([log2N] + [log2N] + l) qubits. As we see here l 

is the additional qubits representing pixel’s amplitude or 

intensity value, which leads to the increase in storage and 

reduces the efficiency of representation. For overcoming the 

above drawbacks Madhur Srivastava et al. [16] proposed 

the 2.D QSNA model, in which square as well as 
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rectangular images are processed which represent 

amplitude/intensity without using additional qubits. The 

formulation of 2-D QSNA representation is shown: 

Y =  ∑  𝑀
𝑝=1 ∑  ∝ p, q Lp, q𝑁

𝑞=1       (28) 

   

Where Y represent the 2-D quantum image,  

∝ p, q = √
 𝐴𝑝,𝑞

∑  𝑀
𝑝=1 ∑  𝑁

𝑞=1  𝐴𝑝,𝑞
       (29) 

Lp, q =  |I⟩p ⊗ ⟨ 𝐽|q        (30) 
  

By substituting the values of ∝p,q  and  Lp,q   in equation  no.    

We get,  

Y =
1

√𝐴𝑇
𝑀 𝑋 𝑁

∑  𝑀
𝑝=1 ∑  √𝐴𝑝,𝑞

𝑁
𝑞=1 (|I⟩ p  ⊗  ⟨ 𝐽|q )    (31) 

L. Quantum representation  of Multi Wavelength 

Images (QRMW) 

In Today's scenario, at different wavelength image 

processing is very important with respect to the 

hyperspectral imaging, satellite based/airborne remote 

sending and detection of military target. So according to the 

application and importance of image processing at different 

wavelength, we need a model which represent quantum 

image at different wavelength. QRMW [17] model uses 

basic states of qubit sequence to store the values at different 

wavelength of each pixel of the image. This model uses 

three separate qubit register sequences to hold each pixel's 

position, wavelength, and color values. The first qubit 

sequence contains the color value for the pixel wavelength 

channel in the image, the second qubit sequence encodes the 

information for the wavelength channel and the last third 

qubit encodes position information. 

The formulation of QRMW representation is shown: 

|𝐼⟩ =
1

√2𝑏+𝑛+𝑚
 ∑  2𝑏−1

λ=0 ∑  2𝑛−1
𝑦=0 ∑ |𝑓(λ, 𝑦, 𝑥)⟩ ⊗2𝑚−1

𝑥=0

|λ⟩ p  ⊗   |𝑦𝑥⟩        (32) 

Where  𝑓(λ, 𝑦, 𝑥) = 𝐶λ𝑦𝑥

0 𝐶λ𝑦𝑥

1 …𝐶λ𝑦𝑥

𝑞−2
𝐶λ𝑦𝑥

𝑞−1
, 𝐶λ𝑦𝑥

0 ∈ [0, 1],  

𝑓(λ, 𝑦, 𝑥) ∈ [0, 2q - 1], λ  is a channel information and yx 
is a position information. 
QRMW model uses lesser qubits than the QMCR model for 

all channels. 

 

M. Infra -Red Color Model 

Infra-red color model reveals the lucid representation of a 

quantum infra-red image with respective pixel positions. We 

use 2x2 dimensional quantum images represented by infra-

red model of quantum image. It is given as: 

|𝐼⟩ = {|  ψ
𝑖𝑗

⟩ }          (33) 

Where (I,j) is the pixel position in the image and  

|  ψ
𝑖𝑗

⟩ = Cos 𝜃 ij |0⟩ + Sin 𝜃j|1⟩         (34) 

Getting quantum image in (2x2) dimensions, we get  

|𝐼⟩ = {| ψ
11

⟩ , {| ψ
12

⟩, {| ψ
21

⟩ , {| ψ
22

⟩         (35) 

With, 

| ψ
11

⟩ = Cos 𝜃 11|0⟩ + Sin 𝜃 11|1⟩         (36) 

| ψ
12

⟩ = Cos 𝜃 12|0⟩ + Sin 𝜃 12|1⟩       (37)  

| ψ
21

⟩ = Cos 𝜃 21 |0⟩ + Sin 𝜃 21|1⟩      (38) 

 | ψ
22

⟩ = Cos 𝜃 22|0⟩ +  Sin 𝜃 22|1⟩      (39) 

            

(| ψ
𝑖𝑗

⟩ ) these are the pixels represented in the form of 

qubits. The simplest case without color is assumed here. It is 

calculated as: 

Ρ (0) = | ψ
11

⟩ ⊗  | ψ
12

⟩ ⊗   | ψ
21

⟩ ⊗ | ψ
22

⟩      (40) 

Simplifying, 

Ρ (0) = [ 
cos θ11 

 

 
Sin θ11 

 

] 2x2  ⊗ [ 
cos θ12 

 

 
Sin θ12 

 

] 2x2  ⊗

[ 
cos θ21 

 

 
Sin θ21 

 

] 2x2 ⊗  [ 
cos θ22 

 

 
Sin θ22 

 

] 2x2       (41) 

  
Ρ (0) is the whole initial state of quantum image. Assuming 

that each pixel faces the de-coherence in the quantum 

image, we use the following de-coherence channels: 

a. Bit Flip Channel 

b. Phase Flip 

c. Bit Phase Flip 

 The Kraus operator of Bit Flip channel is given as  

𝑏𝑜 =   [
√𝑝 0

0 √𝑝
]          (42) 

 

and 

b1 = [
√𝑝 0

0 √𝑝
]             (43) 

                                                                     
Since there are 4 qubits in [2 𝑋 2] quantum image, we have 

to write the Kraus operator for 4 qubits. Let’s consider that 

all qubits are subjected to independent environment. Let’s i 

start with two qubits. On applying the de-coherence channel 

in the 1
st
 pixel the result will be: 

 

Ρ
1
 (t) = (E0 ⊗ I) Ρ (0) (E

t
0 ⊗ I) + (E1 ⊗ I) Ρ (0) ((E

t
1 ⊗ I) 

(44)    

                    

Now with the result obtained above, we evolve the second 

pixel. So we take p
1
 (t) and evolve under the de-coherence 

noise under the 2
nd 

 

Ρ (t) = (I ⊗E0) Ρ
1
 (t) (I ⊗E

t
0) + (I ⊗E1) Ρ

1
 (t) (I ⊗E

t
1)  (45) 

                                             

        = (I ⊗E0) [(E0 ⊗ I) Ρ (0) ((E
t
0 ⊗ I) + (E1 ⊗ I) Ρ (0)     

           ((E
t
1 ⊗ I)] (I ⊗E

t
0)+ (I ⊗E1) [(E0 ⊗ I) Ρ (0) ((E

t
0 ⊗    

            I) + (E1⊗ I) Ρ (0) ((E
t
1 ⊗ I)] (I ⊗E

t
1)           (46)

  

        = (I ⊗E0) (E0 ⊗ I) Ρ (0) ((E
t
0 ⊗ I) (I ⊗E

t
0) + (I ⊗E0)    

            (E1⊗ I) Ρ (0) ((E
t
1 ⊗ I) (I ⊗E

t
0) + (I ⊗E1) (E0 ⊗ I)    

            Ρ (0) ((E
t
0 ⊗ I) (I ⊗E

t
1) + (I ⊗E1) (E1 ⊗ I) Ρ (0)     

            ((E
t
1 ⊗ I) (I⊗E

t
1)          (47) 

                                                                                     

         = (E0 ⊗E0) Ρ (0) (E
t
0 ⊗ E

t
0) + (E1⊗ E0) Ρ (0) (E

t
1 ⊗     

             E
t
0) + (E0 ⊗E1) Ρ (0)(E

t
0 ⊗ E

t
1) + (E1 ⊗ E1) Ρ (0)     

             (E
t
1 ⊗E

t
1)             (48)                                          
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So we get, 

            M1 = (E0 ⊗E0)              (49)         

                                                                  

            M2 = (E0 ⊗E1)              (50)     

                                                    

            M3 = (E1 ⊗E0)                   (51)     

                                                

            M4 = (E1 ⊗E1)                    (52)                                                  

 

 

So the two pixels quantum image can be written after 

passing the quantum image, the Decoherence is as below:  

 

Ρ (t) =  ∑ 𝑀𝑖4
𝑖=1 Ρ (0) 𝑀𝑖

𝑡
I        (53)  

 

Here it is noted that, for 2 qubits, 2
2
=4 kraus operator is 

needed, so for 4 qubits quantum image, the number of Kraus 

operator needed will be 2
4
 = 16. 

 

Table: 1 Comparison of Different Image Representation Model 

Image Representation Qubits 

Required 

Complexity Color Encoding Comments 

FRQI [3] |I⟩ = 
1

2𝑛
 ∑  2𝑛−1

𝑦=0 |𝑄𝑓⟩|𝑖⟩ 2m+1 O(24n) 1 angle vector, gray scale FRQI encodes an image color using 
one qubit. 

MCQI [5] |𝑄𝐼⟩  = 
1

2n+1
 ∑  22𝑛−1

𝑓=0   |𝐴𝑅𝐺𝐵𝛼
𝑓

⟩ ⊗  |𝑓⟩ 2m+3 O(24n) 3 angle vector, RGB MCQI uses three qubits to carry 

color information from multichannel. 

NEQR [6,7]    |I⟩ = 
1

2𝑛
   ∑  2𝑛−1

𝑦=0 ∑  2𝑛−1

𝑥=0    ⊗𝑖−0
𝑞−1

  

|c𝑦𝑥
𝑖 ⟩      |𝑦, 𝑥⟩       

q +2n O(qn.22n) Qubit sequence, gray scale NEQR  requires a q +2n qubits for 

the construction of the quantum  
image 

CQIR [8,9]    |I⟩ = 
1

2𝑛
   ∑  22𝑛−1

𝑖=0 ∑  22𝑛−1

𝑗=0 ∝ij |𝑗⟩  |𝑖⟩       2n, 

m=log2L 

O(log2L.n. 2  
2n) Qubit sequence, gray scale CQIR image representation is used 

for better preparing operation for 

example computing negative, 
binarization and histograms 

QMCR [10] I⟩ = 
1

2𝑛
   ∑  2𝑛−1

𝑦=0 ∑  2𝑛−1

𝑥=0 |𝐶𝑅𝐺𝐵𝑦𝑥⟩ 

⊗|𝑦 𝑥⟩ 

4q +2n O (qn x 2(2+2n)) RGB QMCR uses NEQR model to 

represent RGB-three channel 

representation 

QUALP 
[11,12] 

I⟩ = 
1

√2𝑚+𝑛
  ∑  2𝑚−1

ρ=0 ∑  2𝑛−1
θ=0 ( 

|𝑔(ρ, θ)⟩⊗ |ρ⟩  ⊗  |θ⟩ ) 

Gray range 
2q 

O(q(m+n).  
2  

m+n) 
Qubit sequence, gray scale For the log polar images, QUALPI 

uses three entangled qubit. 

SQR [13] |I⟩=Cos 𝜃ij |0⟩ + Sin 𝜃ij|1⟩ two n-qubit O(22n) 1 angle vector, infrared SQR uses to represent the infrared 

quantum images 

NAQSS [14] |I⟩  =   ∑  2𝑛−1
i=0  𝜃i |𝑣1⟩ |𝑣2⟩ … |𝑣𝑘⟩  ⊗  

|𝑥𝑖⟩, 
 

(n+1)-qubit O(log2n.22n) 1 angle vector/ gray scale This model also known as (n+1)-

qubit normal arbitrary quantum 

superposition state. use to store 
color, coordinate of 2n pixels and one 

qubit for picture segmentation 

information 

QSMC & 
QSNC [15] 

|I⟩  = 
1

2𝑛
  ∑  22𝑛−1

i=0  |𝑄𝑆𝑀𝐶𝑖⟩  ⊗  

|𝑄𝑆𝑁𝐶𝑖⟩   

2N + m 
qubits 

O(24n) I angle vector, gray 
scale/RGB 

QSMC & QSNC both require two set 
of quantum states in order to capture 

the image 

2-D QSNA 
[16] 

Y = 
1

√𝐴𝑇
𝑀 𝑋 𝑁

   ∑  𝑀
𝑝=1 ∑  𝑁

𝑞=1  √𝐴𝑝,𝑞 (|I⟩ 

p  ⊗ ⟨ 𝐽|q ) 

m+n Pure state Gray scale/ different color 
channels 

only requires ([Log2 N] + [Log2 N]) 
qubits 

QRMW [17] |𝐼⟩  = 
1

√2𝑏+𝑛+𝑚
   

∑  2𝑏−1
λ=0 ∑  2𝑛−1

𝑦=0 ∑  2𝑚−1
𝑥=0  |𝑓(λ, 𝑦, 𝑥)⟩⊗ 

|λ⟩ p  ⊗  |𝑦𝑥⟩ 

q + 2 + 2n O(q x 2(2+2n)) 4 channels and 2 q  color 
scale 

QRMW model uses less qubits as 
compare to MCQI model 

 

V. CONCLUSION 

FRQI illustration utilizes the fundamental quantum gates e.g 

NOT, CNOT and Toffoli gates. FRQI encodes an image 

color using one qubit. The representation of CQIR images is 

used for preparing, negative computing, binarization and 

histograms. QMCR uses NEQR model to represent RGB-

three channel representation. QMCR and MCQI will have 

more time complexity. Blending operator in MCQI, α is 

used to mix an image.  MCQI uses three qubits to carry 

color information from multichannel. 

 

 

 

 

 

 

It uses quantum image color information R, G, and B. Its 

color transformation includes the Col operator which is used 

to shift the gray-scale value to the color channel preselected. 

CS operator is also used in MCQI which work as swap 

operator (swap grayscale values between two channels). 

Numerous mind boggling relative changes, for example, 

revolution and scaling can't be performed with Qubit 

Lattice, Entangled Image, Real ket and FRQI models in 

light of the fact that a great deal of irreversible insertions are 

required. Only images sampled in Cartesian coordinates can 

be stored and processed by existing models. For the log 

polar images, novel quantum representation model QUALPI 
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Suggested to overcome the disadvantages of current 

quantum image models.  SQR uses infrared quantum images 

to represent color information from infrared radiation 

energy that could improve visual capacity in nearly any 

environment. It uses both qubit Lattice as well as FRQI 

methods. NAQSS is used to store color, coordinate of 2
n 

pixels and one qubit for image segmentation information. 

QSMC and QSNC are used to store image color and 

coordinate image information by quantum states. QRMW 

model uses less qubits as compared to MCQI model. 

QRMW model, 2
n 

x2
m 

rectangular images and 2
n 

x2
n square

 

images can be represented in other models. In QRMW Ucc 

operator is used. Ucc = x⊗q
 ⊗ I ⊗b+n+m

 . It applies quantum 

X gate to each qubit of the qubit sequence in the first 

register. QRMW uses 4 channels 2
q
 color scale which is 

more than the earlier discussed image model. 

Most of the quantum representation techniques are highly 

dependent on FRQI. This field's future is to find a way to 

represent better - performing images than FRQI. In this 

investigation we have shown some of quantum image 

representation which is better than FRQI.   

 

 

 

 

 

 

 

Fig. 3. Bar graph of the number of published works between 2010 and 
2015 for Quantum image representation. The number of works has 

increased, indicating that more attention is being paid to the field of 

quantum image representation. 

It very well may be seen that the consideration around 

Quantum Image representation has been an expanding 

pattern, with an especially sharp increment in 2014. In spite 

of the shortage in 2015 the quantity of concentrates in 2015 

has outperformed the number contrasted with years before 

2013[18]. Besides, driving diaries have been giving more 

regard for quantum image representation.  
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Abstract—Diabetes is a lifelong disease that has the
capability to badly hinder the health and damages the
retina causing Diabetic Retinopathy. Diabetic retinopathy is
majorly identified by exudates.In this paper the coloured
fundus images from datasets DIARETDB, MESSIDOR and
E-OPTHA are considered.Initially image pre-processing
is done for better detection of exudates (bright lesions)in
the retina.Gray Level Co-occurrence Matrix (GLCM) is
used for extracting the features. Finally, the classification
for normal and abnormal retinal images is done by
using various machine learning models like decision tree,
logistic regression, SVM, kNN, ensemble classifier and
analyzing their performances.Ensemble classifier (subspace
discriminant), SVM and kNN give better accuracy than the
other learners.This automated process will save the manual
work and time of the ophthalmologists.Early detection of the
exudates in the eyes is crucial for preventing the vision loss
in diabetic patients.

Keywords: Diabetic retinopathy, exudates, GLCM, Classi-
fication

I. INTRODUCTION

Diabetes is a chronic, lifelong condition that affects
one’s body ability to capitalize the energy found in food.
This happens when either the pancreas can’t produce
enough insulin or the cells in the body become resistant
to insulin. Diabetes can cause long term systematic com-
plications that affect heart, nerves, blood vessels, kidneys
and eyes.A patient might suffer from serious health prob-
lems if diabetes is not treated on time.The people who
have suffered diabetes for a long time are affected by
Diabetic Retinopathy. It is a micro vascular complication
that damages blood vessels supplying the retina.It results
in vision loss if care is not taken on medication and
treatment. Diabetic Retinopathy is indicated by various
features like micro aneurysms, haemorrhages, hard exudates
and soft exudates or cotton-wool spots as shown in figure
1.Initially micro aneurysms which are small, dark red
spots are the primary abnormality found in the eye and
it further results in haemorrhages, that appear alone or in
clusters in the compact middle layers of the retina .Micro
aneurysms have circular shape and their sizes vary from
10-100 microns.Retinal nerve fibre layer is the location
of flame shaped haemorrhages.The most important symp-
toms of diabetic retinopathy are hard exudates, that have
varying sizes and are bright yellow colored lesions.Cotton
wool spots which are light yellowish white lesions and
also called soft exudates are found in severe stages of
diabetic retinopathy.Cotton wool spots are created when
the retinal pre-capillary arterioles that supply blood to the
nerve fiber layer get blocked and the local nerve fiber
axons get swollen.Detection of diabetic retinopathy is very
tedious and tough in the initial stages.The earliest visible
signs of diabetic retinopathy are exudates. So our focus
is early diagnosis of diabetic retinopathy by discovering
exudates and protection of the diabetic patients from loss
of vision.Drusens are yellow deposits under the retina and
made up of lipids (fatty protein) called Bruch’s membrane.
They shows a sign of dry age-related macular degeneration
and can be often confused with exudates.

II. LITERATURE REVIEW

The developing predominance of diabetes overall ex-
pands the quantity of cases that should be surveyed by
doctors. Furthermore, the cost involving the regular check
ups and examination are very high and absence of expert

Fig. 1: The images with varying colour and illumination in
MESSIDOR dataset (a) Image with red as dominant color,
(b) Image having red lesions, (c) A unaffected retinal image,
(d) Image of retina with exudates and drusen.

specialists keep many people away from accepting a suf-
ficient and effective medication. It will give the chance to
analyze huge datasets of retinal images. Average examina-
tion expenses can be lessened as a result of decreasing the
workload of prepared classifiers. Clara I. Sánchez et al.[11]
focused on the fact that the early symptoms of diabetic
retinopathy are hard exudates and used edge detection
to differentiate the hard exudates from the other bright
lesions. The method was implemented on the dataset of
80 images.Harry Pratta et al. [7] recently approached the
problem of detecting the diabetic retinopathy by applying
deep learning over a relatively very large dataset of the
retinal images. They worked on detection of exudates and
drusens with help of colour normalisation and applied
CNN attaining accuracy of 75% . Morium Akter et al
.[1] performed morphology based exudates detection from
colored fundus images.Only morphological operations are
used and no machine learning algorithms were used. En-
rique V. Carrera et al [2] discovered diabetic retinopathy
with the help of SVM and just performed image processing
and no features extraction . Vaishali Suryawanshi et al.[4]
performed only grayscale preprocessing and only neural
network model for classification. Jayant Yadav et al.[5]
also worked on fundus images using feed forward neural
network. Handayani Tjandrasa et al.[6] did image prepro-
cessing,features extractiona and just used a single model
which is SVM for classification of hard exudates.Daniel
Welfera et al.[12] worked on detection of exudates using
morphological operations only and no machine learning
algos were used.Huan Wang et al.[13] worked on detection
of exudates using statistical classification and managed to
attain accuracy of 70%.Sidra Rashid et al. [14] did detection
of exudates by using CLAHE and then applying edge
detection algorithm and fuzzy C-means clustering.Dynamic
threshold and median filter techniques are used for detecting
the hard exudates in [15].

III. PROPOSED METHODOLOGY

An automated method has been put forward for the
identification of the bright yellow lesions i.e exudates in
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TABLE I: Comparative analysis of the state-of-the-art techniques

Authors Description Basic Method
Morium Akter et al
[1]

Morphology based exudates detection from colored fundus
images

Use of basic morphological
operations

Enrique V. Carrera
et al [2]

Diabetic retinopathy detection using SVM Preprocessing of images and
use of only SVM

Shuana Yu et al.[3] Exudate Detection for diabetic retinopathy with CNN Preprocessing,CNN
Vaishali Suryawan-
shi et al.[4]

Detection of exudates with help of Neural networks with
GLCM features

GrayScale preprocessing
,Neural Network

Jayant Yadav et
al.[5]

DiabeticRetinopathy detection using feed forward NN Features Extraction,Neural
Networks

Handayani
Tjandrasa et al.[6]

Classification of Diabetic Retinopathy by identifying Hard
Exudates

Preprocessing, Feature Ex-
traction ,SVM

Harry Pratta et
al.[7]

Detection of exudates and drusens with help of colour
normalisation and applied CNN

Image preprocessing,CNN

KH Englmeier et al.
[8]

Blood vessels,optic disc and exudates detection Image processing and features
extraction

Osareh et al.[9] Detection of exudates using simple machine learning
alorithms

SVM and neural network ap-
plication

Rishab Gargeya et
al.[10]

Deep Learning for automated identification of Diabetic
Retinopathy

Image preprocessing,Deep
Learning

Fig. 2: Proposed methodology for diabetic retinopathy detection

retina which is the major cause of diabetic retinopathy.
The figure 2 depicts the methodology used for diabetic
retinopathy detection.

A. Image Pre-Processing

Digital image processing is needed for upgrading the
visual appearance of an image by extracting important
features such as edges , to give more sharpness etc. minor
errors can be rectified, image sizes can be increased or
decreased , unrecognisable features can be made prominent
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etc. thus helping us all to have better vision and adding
meaningfulness to the images.The various sub steps used
in image processing are :

1) RGB to Grayscale Conversion: The process of con-
verting the RGB image to a grey scale image helps to make
the image more uniform as shown in figure 3. The grey
scale image uses all the three values of red, green and blue
by taking into account only a factor of these three channel
values as follows: I = 0.299*R + 0.587*G + 0.114*B;
Where I is the resulting grey scale image, R is the pixel
colour value of red channel, G is the pixel colour value
of green channel and B is the pixel colour value of blue
channel.

The major reason to convert the images to grey scale is
to reduce the complexities that occur due to colour.

2) Thresholding: Thresholding is an elementary
methodology of image segmentation.Thresholding can be
used to create binary images with grayscale images as
the input. Thresholding segments an image by changing
values of all pixels whose intensity values are above a
threshold to a foreground value and all the remaining
pixels to a background value.A global threshold is used in
the conventional thresholding method for all pixels with
threshold value T as shown in figure 4a.The gray level
values below T are background and those above T are
foreground objects.We have used a more sophisticated
version of thresholding which is called as adaptive
thresholding that varies the threshold dynamically over
the image.It assists in the changing lighting conditions in
the image, e.g. those occurring due to strong illumination
gradient or shadows as shown in figure 4b

3) Median Filtering: It is a highly used nonlinear
method for removing noises from images and is very
successful at removing noise while maintaining the edges.
It is particularly used for removing ’salt and pepper’ type
noise as displayed in figure 5b .For calculating the median
,all the pixel values are sorted in numerical order from the
window and then the pixel being considered is replaced
with the middle (median) pixel value as shown in figure 5a
.

4) Morphological Operation: These operations depend
on the elative ordering of pixel values and are associated
with the shape or morphology of features present in an
image.An opening operation is composed of an erosion
operation which is followed by a dilation operation with
the help of the same structuring element that is a disc of
radius 3 in our case. The erosion of a binary image f by
a structuring element s gives a new binary image g with
ones in all locations (x,y) of a structuring element’s origin
at which that structuring element s fits the input image f,
i.e. g(x,y) = 1 is s fits f and 0 otherwise, repeating for all
pixel coordinates (x,y) as shown in figure 6a. The dilation
of a binary image f by a structuring element s produces
a new binary image g with ones in all locations (x,y)
of a structuring element’s origin at which that structuring
element s hits the the input image f, i.e. g(x,y) = 1 if s
hits f and 0 otherwise, repeating for all pixel coordinates
(x,y) as shown in figure 6b.In erosion the outer boundary
of pixels are stripped off whereas in dilation boundary of
image is increased .It helps in further removing noise from
the image as shown in figure 7.

5) Optic Disc Removal: Optic Disc is extracted using
another morphological operation on the binary images
using bwareafilt in MATLAB which extracts particular
objects from the images . The Optic disc was extracted
and subtracted from the images and hence making them
free from optic disc which has similar texture to that of
exudates.bwareafilt also helps in removal of the boundary
of the fundus images of retina as shown in figure 8

B. Features Extraction

Feature Extraction is vital as huge amount of details
and information lessens the effectiveness and meaning of
data. There can be few data attributes which are collected
together for creating and testing a model may not provide
meaningful information to the model. Some may actually
deviate from the quality and accuracy of the model.In

our proposed methodology gray-level co-occurrence matrix
(GLCM) is used which is a statistical technique to inspect
the texture which takes into consideration the spatial rela-
tionship of pixels.The texture of an image is characterized
by calculating how often pairs of pixel with specific values
and in a specified spatial relationship occur in an image,
thus forming a GLCM matrix and then extraction of statis-
tical measures from this matrix are considered which are
shown in the table 2.

GLCM is basically second order statistics therefore
GLCM collected information regarding pixel of pairs. For
creating GLCM, graycomatrix function is used.

C. Classification using machine learning models

The final phase is about application of The Machine
Learning Models on the features extracted using GLCM
and perform comparative analysis of them .Various models
like Decision Trees ,Discriminant Analysis ,Logistic
Regression ,Support Vector Machines , Nearest Neighbour
and Ensemble Classifiers are trained and tested on the
dataset provided with the binary target class as whether
exudates are present i.e. class 1 or they are absent i.e
class 0.The Models’ Accuracy , Confusion matrices and
ROC curves are also analyzed.The Ensemble Classifier
of subspace discriminant improves the accuracy of
discriminant analysis which assumes that different classes
generate data based on different Gaussian distributions
.Subspace ensemble is better as it makes use of lesser
memory as compared to other ensembles with all
predictors, and can handle and manage missing values
(NaNs).

The basic random subspace algorithm makes use of
the following parameters.

1) m, where m is the number of variables or dimen-
sions which have to be sampled in each learner.

2) d, where d is the number of dimensions possessed
by the data, that is the number of predictors or
columns in the data matrix.

3) n, where n denotes the number of models or
learners are present in the ensemble.

The basic random subspace algorithm performs the
following steps:

1) A random set of m predictors has to be chosen
from the d possible values without replacement.

2) With the help of the m chosen predictors, weak
learners are trained.

3) Steps 1 and 2 are repeated until there are n weak
learners.

4) Predict by averaging the score prediction of the
weak learners, and classify the category with the
highest average score.

IV. RESULTS AND DISCUSSIONS

A. Dataset Description

The dataset used for detection of exudates is a combi-
nation of three datasets namely MESSIDOR,DIARETDB1
and E-OPTHA .

1) MESSIDOR : This dataset consists of 1200 col-
ored fundus eye images of the rear view of retina
which has been acquired by 3 ophthalmologic
departments with the assistance of a colored video
3CCD camera on a Topcon TRC NW6 non-
mydriatic retinograph with a 45 degree field of
view.800 fundus images are obtained by diluting
the pupil using a drop of Tropicamide at 0.5% and
400 fundus images are obtained without dilation.

2) DIARETDB1 : This dataset is a collection of 89
colored fundus images.The experts who took part
in evaluation of the images confirmed that 84 fun-
dus images display signs of diabetic retinopathy,
and 5 images are normal that is they don’t show
any of the characteristics of diabetic retinopathy.
A 50 degree field-of-view digital fundus camera
is used for capturing the images which, also has
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(a) Original Colored Fundus Image (b) Grayscale Fundus Image

Fig. 3: Conversion of original colored image into grayscale fundus image

(a) Segmentation on basis of threshold T (b) Binary Image

Fig. 4: Conversion into binary fundus image after thresholding

(a) Median Filter method example (b) Filtered fundus image

Fig. 5: Median Filtering to remove ”salt and pepper” noise

(a) Effect of erosion using a 3*3 square structuring element (b) Effect of dilation using a 3*3 square structuring element

Fig. 6: Morphological Operations Erosion and Dilation

TABLE II: Statistics Of Textural Features Extraction using GLCM

Statistics Details
Contrast The local variations in the gray-level co-occurrence matrix are measured

Correlation The joint probability occurrence of the specified pixel pairs is calculated
Energy The sum of squared elements in the GLCM is provided.also called as uniformity

Homogeneity The closeness of the distribution of elements in the GLCM to the GLCM diagonal is measured.

Fig. 7: Fundus image after opening operation to remove
objects causing noise.

an advanced imaging settings. This data set is also
known as ”calibration level 1 fundus images”.

3) E-OPTHA : This dataset of colored fundus images
having 47 images with exudates and 35 images
with no signs of exudates or any other lesions

Fig. 8: Removal of optic disc

is drafted for scientific researches in the field
of Diabetic Retinopathy (DR).OPHDIAT c© Tele-
medical network has been used for the generation
of the images for screening of DR in a project
which has been funded by the French Research
Agency (ANR).
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Fig. 9: Scatter plot,Confusion matrix and ROC-AUC curve of Ensemble(Subspace Discriminant) model

TABLE III: Comparison of performance of various models

Model Accuracy Sensitivity Specificity
Proposed ensemble of discriminant analysis 0.760 0.76 0.77
Decision Tree (Fine) 0.700 0.77 0.72
Decision Tree(Medium) 0.750 0.77 0.70
Decision Tree(Coarse) 0.755 0.76 0.66
Logistic Regression 0.765 0.77 1.00
SVM(Linear) 0.746 0.76 0.80
SVM(Quadratic) 0.746 0.76 0.70
SVM(Cubic) 0.633 0.76 0.79
KNN(Fine) 0.659 0.77 0.72
KNN(Medium) 0.757 0.76 0.71
KNN(Coarse) 0.766 0.75 0.70
Ensemble(Bagged Trees) 0.725 0.66 0.78
Ensemble(Sub-space KNN) 0.711 0.78 0.75
Ensemble(RUSBoosted Trees) 0.514 0.77 0.71

B. Performance Analysis

The images have a large variation in colour and illu-
mination with in and between the images. Every image
can be classified as exudates or not exudates. Hence,
the four outcomes of the analysis are two classifications
and two misclassifications. The quality measures used in
binary classification are sensitivity(SN), specificity(SP) and
accuracy(Acc) and these metrics.

The efficiency and authenticity is evaluated by using the
formulas and defining necessary terms as follows.

Accuracy =
(Correctlyidentifiedimages)

(TotalNumberOfImages)
% (1)

or

Accuracy =
(TN + TP )

(TN + FP + FN + TP )
% (2)

An approach that combines the image processing tools
with the machine learning for the discovering diabetic
retinopathy by examining the coloured retinal images is
followed. It was observed that the detection of the regions
that contains the bright lesions(exudates) was achieved
effectively by use of normalizing various factors such as
conversion of the RGB retinal image into grayscale and
binarising them. Morphological operators were used to
clarify the candidate regions and remove all unwanted
elements. The classification is done with training and testing
ratio as 70:30 and also cross validation method of K-Folds
is applied with number of folds set as 5 so as to avoid
the overfitting problem by dividing the data sets into folds
and estimating the accuracy on each fold. Also sensitivity
and specificity are measured for various models.Sensitivity,

also known as true positive rate, is the ability to correctly
measure the proportion of actual positives which have
been identified correctly and specificity, also named as
true negative rate is the ability to correctly measure the
proportion of actual negatives which have been identified
correctly.The useful textural features shown in figure ?? are
extracted by the GLCM feature extraction technique and
further this detailed information is provided to the machine
learning models which proved that subspace discriminant
ensemble achieved a better accuracy of 76.6% as compared
to other models.The overall methodology was effective and
robust. The accuracy,sensitivity and specificity of different
models are shown in table III and scatterplot, confusion
matrix and ROC-AUC curve of ensemble model using
subspace discriminant are displayed in figure 9.

V. CONCLUSION

The prposed approach combines the image processing
tools with the machine learning for the recognizing the
diabetic retinopathy via exudates in the coloured retinal
images. It is achieved effectively by use of normalizing
various factors such as conversion of the RGB retinal image
into grayscale and binarising them. Morphological opera-
tors were used to remove all unwanted elements.The GLCM
feature extraction technique is used and the classification of
the images proved that ensemble (subspace discriminant),
SVM, KNN achieved a better accuracy of 76.6% than
the other models. Finally an efficacious automated system
for the early detection of diabetic retinopathy based on
the identification of exudates can be made based on the
methodology carried out.
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Abstract: Modern day devices often use an AC source as 

input even though they are operated with DC voltage. In 

order to have a suitable and flexible DC output, an AC-DC 

converter is used. However the conventional converters are 

not suited for high voltage output without sacrificing 

conversion efficiency. A new topology of Cascaded Boost-

SEPIC (CBS) converter is proposed in this paper. This 

converter is capable of delivering output voltage as high as 

1255V at high conversion efficiency.  Maximum power 

factor of 0.97 and minimum THD of 9.94% is ensured by 

current mode PI controller.  

Keywords—AC-DC converters; High voltage gain; 

Conversion efficiency; THD; power factor improvement 

 

I. INTRODUCTION 

In day to day life electronic devices are used in grid-

connected systems, communication systems, power 

supply systems etc. Devices also operate in variable 

voltage levels. A converter that facilitates the capability 

of different level of operating voltage is essential for 

versatile use. But not all converters are able to make 

conversion properly without compromising performance. 

It is almost always the case that a tradeoff has to be made 

between necessity and performance. High voltage gain 

will cause for a deterioration of signal shape (high THD). 

Tradeoff is also visible among performance parameters of 

the converters. For example, improving power factor 

tends to decrease the efficiency. [14] These limitations can 

be addressed introducing cascaded converter topologies. 
[2 - 7]  

The overall efficiency goes down slightly as the duty 

cycle rises in conventional converter. [1][8] Again 

increasing duty cycle causes conduction losses and 

serious reverse-recovery problem in diodes. [9][10] Also 

Boost converter can operate with lower voltage level of 

MOSFET. Boost converter also gives output with lower 

distortion which makes the circuit manage the THD level 

as low as possible. [11 - 13] 

In this paper a new topology is introduced – Cascaded 

Boost SEPIC (CBS), which is used to avail different 

voltage level in accordance the duty cycle. Higher voltage 

conversion can be achieved using cascaded Boost-SEPIC 

converter. The proposed circuit will provide higher 

average voltage up to 80% duty cycle. The converter is 

designed to obtain higher average voltage levels at 

different duty cycles with appreciable low THD. To 

further improve the power factor and input current THD, 

a closed loop implementation is applied using a PI 

controller.  
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II. CONVENTIONAL CONVERTERS 

A. CONVENTIONAL BOOST CONVERTER 

Most commonly used AC-DC converter are boost 

converters which consisting of a full-wave rectifier and a 

DC-DC Boost converter following it. The converter is 

capable of supplying high voltage. 

 

Fig. 1: Conventional Boost converter. 

The voltage gain of Boost converter is given as, 
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B. CONVENTIONAL SEPIC CONVERTER 

A SEPIC converter, followed by a bridge rectifier forms 

the conventional AC-DC SEPIC converter. DC-DC 

SEPIC converter is designed as an extension of boost 

converter by adding a buck-boost converter with it, gives 

a non-inverting output.   

 

Fig. 2: Conventional SEPIC converter. 

The voltage gain of SEPIC converter is 
mathematically expressed as, 
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III. PROPOSED CIRCUIT AND 
OPERATION 

The proposed circuit, CBS converter combines the Boost 
and SEPIC converter. The proposed CBS converter 
consists of six diodes (D1-D6), three capacitors (C0-C2), 
two inductors (L0-L1), a load resistor (RL), and a switch 
(MOSFET).  

 

Fig. 3: Proposed CBS converter 

 

Mode 1 of the operation, which is TON of the positive half 
cycle of line frequency is illustrated in Fig 4(a). Mode 2, 
TOFF of positive half cycle of line frequency is shown in 
Fig 4(b). Similarly TON and TOFF of negative half cycle 
of line frequency is shown in Fig 4(c) and Fig 4(d) 
respectively.    

 

(a) 

 

(b) 
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(c) 

 

(d) 

Fig. 4: Principle of operation of the proposed AC-DC CBS converter 
(a) Mode 1 (b) Mode 2 (c) Mode 3 (d) Mode 4 

 

Energy is supplied to the load by capacitors C1 and C2. 

When the switch is off capacitors C0 and C1 are charged 

by the source, while the load is supplied with energy from 

capacitor C2. C2 is charged by the capacitor C0 when the 

switch is on and energy is supplied to the load by C1. 

The overall estimated voltage gain of the circuit is given 

below. 
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IV. CLOSED LOOP TO IMPROVE POWER 

FACTOR AND THD 

In an attempt to improve the input power factor and input 

current THD, a PI controller is implemented in current 

mode control. Comparison is made between the actual 

induction current with the scaled rectified reference 

current generated from the input voltage. Successive 

approximation was used to choose the scale factor of the 

reference current which eventually provided the desired 

output.  

 

 
 
Fig. 5: Close loop implementation of the proposed CBS converter 

using PI controller  

 
 

V. SIMULATION RESULTS 

 

For simulation purposes, the following set of data were 

used in the proposed CBS circuit, as well as the Boost and 

SEPIC converter. 

.TABLE 1 Design parameters 

Parameter Value 

Input voltage 325V 

Input frequency 50 Hz 

Capacitor (C0,C1, C2) 200uF, 500uF, 500uF 

Inductor (L0, L1) 5mH, 500mH 

Load resistor (RL) 100 ohm 
 

 
(a) 
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(b) 

 

 
(c) 

Fig. 6: (a) Output voltage, (b) current and (c) power of the proposed 
open loop CBS converter for 50% duty cycle. 

 

 
Fig. 7: Output voltage of the proposed open loop CBS converter 
simulated from 0.4s – 0.5s. 

 

For comparison, the proposed circuit was compared with 

the conventional Boost and SEPIC converter. 
 

A. Conversion Efficiency  

It can be observed from Fig. 8 that the converter proposed 

here has greater efficiency then conventional SEPIC 

converter. Initially, the boost converter has slightly higher 

than the proposed converter but after 0.6 duty cycle, the 

proposed circuit has higher efficiency. At even higher 

duty cycles, the proposed circuit has more efficiency than 

the SEPIC converter. 

  
Fig. 8: Conversion Efficiency  

 
 

 

B. Input Power Factor  

The circuit proposed has a higher input power factor in 

comparison to the conventional SEPIC converter. Fig. 9 

shows that the circuit proposed consistently has a higher 

input power factor than the SEPIC converter. 
 

 
Fig. 9: Input Power Factor 
 

C. Input Current THD 

Total Harmonic distortion of the proposed converter is 

less in comparison to the conventional Boost and SEPIC 

converter as shown in Fig. 10. However, THD of the 

proposed converter increases after 0.7 duty cycle.  
 

 
Fig. 10: Input Current THD  

 

D. Average Output Voltage 

As illustrated in Fig. 11, the converter proposed has a 

higher average voltage than the conventional Boost and 

SEPIC converter. It is also evident that the average 

voltage of the proposed, as well as the conventional 

converter increases with increase in duty cycle.    
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Fig. 11: Average Output Voltage 

 
Implementation of current mode PI controller 

significantly improved the THD of input current and input 

power factor with negligible reduction in converter 

efficiency. 

 

TABLE 2: Open and closed loop comparison 

Parameters Proposed CBS 

converter 

(open loop) 

Proposed CBS 

converter 

(closed loop) 

Efficiency (%) 97.8 97.1 

THD (%) 39.03 9.94 

Power factor 0.86 0.97 

 

 

 The effect of changing the switching frequency on input 

current THD and conversion efficiency are also observed, 

keeping 50 duty cycle.  

 

A. Input current THD vs Switching Frequency 

From Fig 12, it can be observed minimum THD is 

achieved around 25Khz of switching frequency.  
 

 

 
Fig. 12: Input THD comparison with switching  

 

 

B. Efficiency Comparison with Switching 

Frequency 

As illustrated in Fig 13 conversion efficiency seems to 

increase at high switching frequency. 

 
 

 
(b) 

Fig 13: Efficiency comparison with switching frequency 

 
 

 

VI. CONCLUSION 

The proposed MBS converter designed by cascading 

Boost and SEPIC converter to obtain the advantages of 

both the converters. The maximum efficiency the circuit 

can produce without any controller is 97.8%. However 

the THD was quite high which is brought down to 9.94% 

by using the PI controller. The power factor is also 

improved with the addition of the PI controller. The 

proposed MBS converter can be effectively used for high 

voltage DC application like DC micro grid, heater etc.  
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Abstract—This paper demonstrates a method to develop a
saturable absorber for effective Mode-Locking in the Ultra-violet
region. Discovery of graphene’s optical property in two
dimensional arrangement had led to research of other two
dimensional materials. Tungsten Disulphide has been used as
a saturable absorber and is fabricated using Liquid Phase
Exfoliation Method with N-Methyl,2-Pyrrolidinone as a solvent.
The prepared saturable absorber is used for Mode-Locking of
laser to produce ultrashort pulses at 355nm. The pulse duration
of 12.5ps is achieved with constant amplitude and periodicity.
The energy of the of the pulse is 125pJ. The Mode-Locking
mechanism is carried on for few hours to ensure its stability. The
Mode-Locked laser hence obtained can be used for dentistry and
eye treatments.

Index Terms—Transition Metal Dichalcogenides (TMDs),
Mode-Locking, Liquid Phase Exfoliation, UV-vis spectroscopy.

I. INTRODUCTION

Using light as medium and transferring information over
long distances is termed as optical communication. Light is
transferred inside an optical fiber cable by the phenomenon
of total internal reflection. In the field of nanotechnology,
nano photonics has been evolving rapidly in the last two
decades. Studies are taking place with the aim of discovering
the interaction of light in nanometer scale. The various devices
used in nano photonics include photodetectors, isolators,
couplers, waveguides, polarizers, saturable absorbers and
electro-optic devices. [1]

Saturable absorption is the ability of a material to decrease
its absorption with increase in intensity. The laser comprises of
high and low intensities range. When passing through the gain
medium of the resonator/cavity, the saturable absorber absorbs
the light till a threshold intensity. For any intensity above the
threshold, the absorber becomes transparent and transfers the
light as it is resulting in locking of modes of the laser.

Graphene and its study of its optical properties led to the
discovery of 2D materials and its ability to act as a saturable
absorber. The existence of certain drawbacks in graphene such
as zero bandgap led to the search of a better 2D material.
This led to the discovery of Transition Metal Dichalcogenides
(TMDs). [2] TMD monolayers are thin semiconductors of the
composition MX2, in which M is a metal with not wholly filled
d-orbital (through group III to XII) and X is a Oxygen family

(Chalcogen) atom. TMDs exhibit a idiosyncratic combination
of not having high thickness, indirect to direct bandgap
and favorable electronic and optical properties along with
semiconducting abilities, which give them application in
optoelectronics, medical field and spintronics. Fig 1 depicts
the arrangement of WS2 (tungsten atom sandwiched between
Sulphur atoms)

Fig. 1. Arrangement of single layer WS2

WS2 is an ideal TMD for its unique optical properties,
cost and physical capabilities. WS2 is a very good
lubricant, possesses higher thermal stability, a wider operating
temperature range and has absorbance as much as 5-10% of the
incident light for thickness of 1nm. WS2 has high mobility as
its effective mass is less. [3] Usually in the insulating regime
WS2 with high mobility at room temperature, shifts to metallic
conducting regime at lower temperatures. [4] It can be used in
huge temperature and high pressure applications. Liquid phase
exfoliation is a process of exfoliation of a TMD in a liquid
medium by exploitation of ultrasound to extract 2D layers of
the TMD. The nature and properties of the Saturable absorber
is characterized by UV-Visible spectroscopy method.

Here, we propose fabricating Saturable absorber using liquid
phase exfoliation method which ensures thin film deposition
of monolayer or bilayer thickness, also by using this chemical
compound Saturable absorber the longitudinal modes in the
laser are locked and a gain multiplication inside the cavity is
achieved to produce passively mode-locked laser. [5] Passive
mode-locking is basically done to modulate the light inside
the resonator cavity and to lock the modes of laser light
and Q-switching can be obtained when there is a bilayered
form of the absorber. Ultra-short pulses hence obtained of UV
wavelength can find application in dentistry and eye surgery. In
the manufacturing industry, ultra short pulses of laser are used
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in laser precision cutting. Its applications range from medicine
to manufacturing plants.

II. METHODS

A. Fabrication of Saturable absorber

Exfoliation is defined as the addition or removal of
the molecule from the layered material structure.The most
common materials that undergo the exfoliation method are the
Graphites and the Transition Metal Dichalogenides(TMDs).
Both the materials comes under two Dimensional materials
which has a single or few layers of atoms. Even though
the graphite exhibits exotic material properties it has a few
drawbacks which leads us to the TMDs a two dimentional
material with semiconducting character. Some examples of
TMDs are MoS2 ,MoSe2, and WS2 etc. Generally exfoliation
is done for the layered materials. [6]

Fig. 2. Liquid phase exfoliation process of tungsten disuphide

Liquid phase exfoliation is very efficient and simple which
yields uniform deposition along the substrate. [12] Selection
of solvent is very important for the stability of prepared nano
flakes. Surface tensions of solute and the solvent should be
comparable (solute being WS2 of 40 mN/m surface tension).
As we know surface energies of solid and liquid are almost
practically equal, solvent having surface energy near WS2 is
carefully chosen. N-Methyl-2-Pyrrolidone (NMP) has surface
tension of 40.79 mN/m, which is closer to WS2. The lower
the difference between the energies the better is the exfoliation
process. [7]

The various processes involved in exfoliation process is
depicted in Fig 2. WS2 of 99.9% purity, 2µm particle size
is purchased at Sigma-Aldrich, polyvinyl alcohol (PVA) of
molecular weight 124000 and NMP is also purchased from
Sigma-Aldrich. 5mg/ml WS2 powder is mixed with the NMP
to prepare the solvent mixture. Sonication process is done for
eight hours which ensures the breaking down of bonds using
ultra sound waves. Centrifugation - The solution is rotated at
6000 rpm for one hour for purification. The upper three forth
of the solution is used for characterization. The solution is
vigorously mixed with PVA to form a composite film which

can be deposited on the fiber ferule for interaction with laser.
[11]

B. Mode locking of LASER

The technique of producing ultrashort pulses of very less
pulse duration ranging from picoseconds to femtoseconds
of the input light is called mode-locking. Mode locking is
achieved by inter-locking the different modes oscillating in
them that have mildly different wavelengths. [8] Constructive
and destructive interference among the modes stimulates the
laser to produce pulsating beam. Mode locking is obtained by
two methods namely active and passive mode-locking.

Active mode locking is the method of obtaining ultrashort
pulses by modulation of the cavity losses. An external
modulator is required for actively modulating the resonator
losses. An acousto-optic modulator, Pockel’s cell can be used
for this process. Passive mode locking mechanism is carried
out using a non-linear optical device known as saturable
absorber. The laser beam oscillates within the resonator
through the gain medium and saturable absorber as depicted
in Fig 3 and one pulse is sampled after every round trip time.

Fig. 3. Mode-locking mechanism

III. EXPERIMENTAL ANALYSIS OF MODE LOCKING

Passive mode-locking is achieved using a saturable absorber.
A circuit is designed using VPI photonics software to obtain
ultrashort pulses in the ultraviolet wavelength. Simulation is
carried out from Table 1.

TABLE I
SIMULATION PARAMETERS FOR MODE-LOCKING OPERATION

Input Parameters
Central Frequency (THz) 844.4

Wavelength (nm) 355
Sample Rate (s) 5120*109

Laser section Bulk mode, Isotropic
Saturable Absorber MQW mode, Isotropic

Time delay 1
No. of runs 2

Pulse Duration (ps) 12.5

Fig 4 depicts the circuit designed for mode-locking of
laser with saturable absorber and laser section. DC source
provides input supply to both saturable absorber and the laser
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Fig. 4. Experimental set up for mode-locking of lasers

section, Laser section has both bulk and Multiple Quantum
Wave (MQW) modes which are respectively used for laser
section and saturable absorber. Saturable Absorber is the
sample interacting with laser and produce mode-locked pulses.
Optical Spectrum Analyzer (OSA) analyses the output signal
to produce waveforms. Fork Splits the output from the laser
into OSA and back into the circuit for cavity formation. The
Optical frequency plot obtained by spliting the signal using a
fork is detected using frequency power meter.

IV. RESULTS AND DISCUSSION

The simulation of the project was carried out using VPI
Photonics design suite (Simulation Software-version 9.9). The
LASER section acts as source for the mode-locking using a
saturable absorber(Passive modulator). The saturable absorber
can be graphene, any 2D materials like Transition Metal
Dichalcogenides (TMDs), Metal oxides, Black phosphorous
etc. [9] The DC source’s output data type was set to samples
mode since any passive saturable absorber works only with
a sampled input and ultrashort pulses are obtained from
sampling the laser light. This output data is collected by the
fork, splitting it back to the circuit as feedback as well as to the
analyzers. A delay unit of 1 was added between laser section
and saturable absorber to avoid deadlocking. Deadlocking has
to be avoided since it may lead to ceasing of laser light during
the operation. The circuit depicted in Fig 4 is simulated with a
input power of 210 mW from where the mode-locking starts.
The circuit is run for two cycles since the first cycle has
only output through the fork without the feedback whereas
the second cycle’s output is obtained from feedback signal
provided by other arm of the fork back into the circuit hence
providing mode-locked regime.

Fig 5 shows the laser signal before Mode-Locking opertion.
The waveform depicts many oscillations and irregularities
in the laser beam before being locked into modes. This
causes uneven power distribution and less energy pulses.
Mode-Locking this laser can restricts the power to be delivered

Fig. 5. Laser Pulse before Mode-Locking

at a particular frequency only after every round trip time inside
the resonator. The constructive and destructive interference of
beams in the resonator

Fig. 6. Mode-locking indicated by Peak at the central frequency of 844.4THz

Fig 6 shows the output simulation of the laser depicting
power versus frequency wave which has peak power at the
central frequency of 844.4THz. Fig 7 shows optical spectrum
of power with respect to the wavelength which indicates high
power at 355nm which is in the UV region. Saturable absorber
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absorbs the light intensity to a particular threshold and for any
intensity above that the saturable absorber acts as a transparent
medium giving an output pulse. A peak power of 1mW is
obtained at a central frequency of 844.4THz and wavelength
of 355nm indicating the mode locked pulse.

Fig. 7. Mode-locking at a wavelength of 355nm

Fig. 8. Mode-locking regime

Fig. 9. Mode-Locked pulse over one nanosecond range

The continuous spectrum depicts the periodic mode locking
of laser with same amplitude throughout indicating constant
mode-locking in Fig 8 after run two. The results indicate
the pulses are highly stable. The energy of TE mode locked
laser of 125 pJ is achieved. Multiple signal causes high pulse
repetition rate in the terahertz range for passive mode locking
of the laser pulse, which is caused by the phenomena known
as harmonic mode locking.

Fig. 10. Pulse duration of 12.5ps

Fig 9 depicts mode-locked laser over one nanosecond range.
The waveform shows pulses of equal duration and equally
spaced proving it is periodic and stable. Also the pulse duration
of each pulse was calculated to be 12.5ps (over 1 ns there was
80 pulses which means 1/80 = 0.0125ns for each mode-locked
pulse) is depicted in Fig 10. The pulse duration indicates
higher repetition rate. The saturable absorption of the laser
depends on the material used as a saturable absorber [10]. WS2
for saturable absorption with monolayer thickness depends
on the rate of transition of electrons from valence band to
conduction band due interaction of the laser signal. The optical
parameters of the generated pulse is measured using an optical
signal analyser. The frequency power ratio is measured using
a frequency power meter and a two dimensional numerical
analyzer.

The instabilities that can occur during the mode locking
operation is caused due to simultaneous Q switching of the
laser pulse. Q switched mode locked pulses are not encouraged
due to the instabilities it would cause in the pulse train. Q
switching is the generation of very high power pulses, which
requires higher oscillation in the laser resonator cavity leading
to dynamic instabilities. After generating a Q switched pulse
the next sequence of pulse would have very low energy, which
should be avoided. This instability is avoided by harmonic
passive mode locking of the laser and producing ultrashort
pulses. [13] If the Mode-Locked and Q-switched condition
coexists with no instabilities, a very short pulse of high energy
can be obtained which can be useful in providing precision and
accuracy.

V. CONCLUSION

The saturable absorber was developed using tungsten
disulphide (WS2) by Liquid Phase Exfoliation technique, in
the range of nano meters. The mode-locking was achieved
at the same pump input power of 210mW. The inter-cavity
laser was modulated by the Saturable absorber thereby
achieving mode-locking at the monolayer thickness areas and
Q-switching at bilayer layer areas due to change in modulation
depth and absorption coefficient.

Tungsten disulphide is chosen because of its better
properties than graphene. Saturable absorption is achieved at
ultraviolet frequency of 844.4 THz and wavelength of 355nm.
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The pulse duration of the achieved pulse regime was 12.5ps.
Hence the energy of TE mode locked laser is 125pJ. The
prepared WS2 is characterized using UV-vis spectroscopy. The
measurement of ultrashort pulses could be carried out using
auto correlation technique.
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Abstract— Climate change affects us in almost all daily aspects 

of life. Specially, disasters like floods. The dam level management 

system to counter these unpredictable floods has become obsolete. 

This can been seen in the recent destruction brought upon by 

floods in the state of Kerala (India). The major reason for the 

deluge has been reservoir mismanagement. Due to absence of a 

scientific method to control the outflow from several local dams. 

Consequently, a first step towards encountering this conundrum 

in form of a PID controller augmented by a FOPDT (first order 

plus dead time reinforcement) to manage water levels in a two 

connected reservoir system is proposed. 

Keywords— PID controller, FOPDT model, flood control and 

interacting reservoirs. 

I.  INTRODUCTION  

The interconnected reservoir system regime is common to 
most of the water management techniques. Some of these 
include feed-forward control [1, 2], feedback control [2, 3] either 
without or with feed-forward control and Decentralized and 
distributed control [4]. Even though these techniques are widely 
used in normal reservoir level control. Their use in unpredictive 
situations like floods has been limited. For instance, in Kerala 
floods, the Idukki dam which is connected to Mullaperiyar dam 
as shown in figure 1 faced flash floods. The reason for these 
disastrous floods was the mismanagement of water level and 
sudden release of water from Mullaperiyar to maintain mandated 
water level of 139 feet. Hence, to avoid such catastrophes a state 
of the art system is required. Currently the water level systems 
are rampant with human biases and myopic constrains. 

Fig 1: Water flow diagram of two connected reservoir system.  

Previously, some amount of work has been done in similar 
area. In 2009, a paper was published revealing the use of PID 
and DI (Dynamic Inversion) based nonlinear controller in water 
management systems [5]. In a different approach fuzzy (logic) 
supervisor (FZPID) and genetic algorithms (GAPID) have also 
been utilized [6]. However, a large memory requirement is a 
prerequisite in these approaches which slows down the response 
time. Consecutively, in 2010 another research view explored the 
use of microcontrollers in sensing and controlling water levels 
[7]. Methods based on this type of techniques helps in creating 
a robust control scheme. Apart from research papers there are 
few patents which highlight level sensing systems on small scale 
[8, 9]. These can further be upsized to larger systems in which 
level management is required. 

Furthermore, in these systems sudden rise of water due to 
excess rain fall has not been taken into account. Therefore, to 
avoid such backlashes a system based on PID (Proportional 
Integral Derivative) controller reinforced by FOPDT (first order 
plus dead time reinforcement) may serve as a prudent 
alternative.  

II. MATHEMATICAL MODEL FOR TWO RESERVOIR 

SYSTEM 

To understand the governing mathematics behind the 
operating principles of two interacting reservoir systems, the 
diagram in figure 1 needs to be expressed in terms of sufficient 
differential equations. Moreover, these equations must be 
converted in to a working transfer function. The physical 
variable such as resistance to water flow should be converted to 
mathematical entities to handle them in a quantitative manner. 
The levels of reservoirs which change with time are converted 
to S-domain. Next, the transfer function is calculated taking qin 
as the input and h2 as output. This makes the working relation 
between these variables easy to counter as they are now 
mathematical quantities. Finally, this transfer function is 
incorporated into a Simulink block represented by Tank S-
function in figure 3. 

A schematic representation demonstrating the mathematical 
model of figure 1 is depicted in figure 2. 
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Fig. 2: Mathematical diagram of two connected reservoir system 

 

Wherein,  

q1(t)=qin(t): water flow from external source such as rain in 
centimeter cube per minute. 

q2(t)=qo(t):the outflow from tank towards rivers in 
centimeter cube per minute. 

h1(t): level of water in the first reservoir in meters. 

h2(t):level of water in the second reservoir in meters. 

As (s=1, 2): area of both the reservoirs in meter square. 

and Rs (s=1, 2): the resistances to flow. 

 

In the case of two interacting systems the transfer functions 
cannot be multiplied directly. Therefore the transfer function of 
interacting systems can be stated in the form of equation 1 [10]. 

ℎ2(𝑠)

𝑞𝑖𝑛(𝑠)
=

𝑅2

𝑇1𝑇2𝑠2+𝑠(𝑇1+𝑇2+𝐴1𝑅2)+1
             (1) 

Figure 3 depicts the control strategy used presently modeled 
in MATLAB [11]. Equation 1 is integrated in this simulation 
using “Tank S-Function”. This scheme is devoid of an automatic 
controller i.e., the pump output and valve position is controlled 
manually. To take into account unforeseen circumstances a 

system backed by a PID controller which will act according to 
credible information is proposed. 

III. PID CONTROLLER 

A PID controller is an digitally backed equipment which 
finds its use in numerous scenarios which need controlling of the 
control variable to regulate heat level, flow of liquids, pressure 
in turbines, speed and other process related uncertainties. PID 
(proportional integral derivative) employs a control loop 
feedback mechanism to restrain certain conditions in a robust 
way. They are the most spot on and steady controllers. PID 
control is a hugely known control regime of goading any system 
towards a desired outcome or level. PID controller employs 
closed-loop controlling feedback to guide the actual output 
regarding a process as proximate to the goal or predefined set 
point as possible (Figure 4) [12]. 

 

 

Fig. 4: Block diagram depicting working of a PID controller. 

The parameters controlling the working of PID are where 
Kp, Ki and Kd, all non-negative, denote the coefficients for the 
proportional, integral, and derivative terms respectively 
(sometimes denoted P, I, and D). To optimize the stated 
variables for automatic control of water level in the reservoirs 
FOPDT (First Order Plus Dead time) technique is employed. 

 

 

IV. FOPDT MODEL 

A FOPDT model is a time tested and sturdy methodology to 

valuate (give numeric representation to) vital facets of this 

controller output (CO) to process variable (PV) juxtaposition 
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for use in determining controller parameter’s outline and 

necessary estimation . In particular, when the CO is a variant 

quantity: Process gain, Kp, enunciates the distance. 

Furthermore, how distant the PV can go and remain there. Time 

constant, Tp, tells us about the pace of the movement for the 

said control variable. 

The reaction graph procedure compels you to perform a step 

change with respect to the process input, the manipulated 

variable (MV): From a predefined unchanging state, step and 

hold the input at a novel value till the reaction variable finally 

settles to an ultimate steady state.  However, disturbances and 

arbitrary alternate noises stagger the response largely. In 

continuation, a singular step forces the process far from the 

needed set point (process response).  Furthermore, a single step 

to the one side of formal will misguide the user away from the 

nonlinear nature of the process. Therefore, for efficient 

response graph fitting tests, we usually take into use an up-

down-down-up motif, which is a concatenation of step-and-

hold leitmotif in the influence.  This manufactures four reaction 

curves.  Their average can compensate the influence of noise 

and perturbations, the pattern takes into account both aspects of 

the original MV value, makes positive deviations from a 

nominal response value that are counter affected by  negative 

deviations, and eventually makes the process go back to the 

mentioned original value. Hence, the controller design is a 

combination of standard PID controller supported by FOPDT 

curve fitting technique.  

V. CONTROLLER DESIGN 

The controller needs to fulfill the prerequisite that the water 
level mark in concerned reservoirs follows a pattern of 
predefined set of parameters submitted by the user. Presently, 
the method used is based upon human intelligence. A dedicated 
human operator is assigned who is given directions by a 
bureaucratic committee for controlling the outflow from the 
concerned reservoir. However, a PID controller can be used 
pragmatically to avoid any biases. Therefore, dynamic data is 
needed from the model behavior under set control to feed into 
the FOPDT model. This will provide the necessary information 
for robustly approximating the proportional, derivative and 
integral coefficients of PID controller utilized.  

Firstly, without using the PID controller, the pump output 
was set to 0.5 and the simulation was started. 

 
 

Fig. 5:Level output in reservoirs without using PID controller.  

  

From figure 5 it is observed that the desired set point of 0.5 has 

been transcended. In real time it means that the water has 

overflown its set limit. 

A data_manual.mat block has been used to extract vital 

information for the simulation depicted in figure 3. The results 

stored in the above mentioned block which were then fed into 

the FOPDT excel calculation sheet.  

 
 

Fig. 6: Results obtained after curve fitting by FOPDT. 

 

Then curve fitting techniques was used to obtain optimum 

values of Kp, Ki & Kd (figure 6). After getting the concerned 

parameters, the pump output block is replaced by a PID 

controller as demonstrated in figure 7.  
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Then the simulation was initiated again using the parameters 

calibrated by curve fitting method. 

 

 
 

Fig. 8: Level output in reservoirs using PID controller 

 

 

Now the results have ameliorated which can be observed by 

the level of water staying below the set limit in figure 8. 

Notably, the set point given and new output when juxtaposed 

show negligible diversion from each other. This reduces the 

chances of a deluge as pump output can be considered as sudden 

rainfall. 

VI. CHALLENGES AND FUTURE PROSPECTS 

The main challenge is to practically include a stochastic 
model which predicts a rainfall pattern. Real time models can 
be much more efficient and also very complex to develop. 
Further, the construction aspect of the reservoir also plays a 
vital role which has not been included in this paper. A large data 
assimilation is a prerequisite to countering the problem of 
inaccurate predictions. 

Conversely, the future prospects are tremendous. As climate 
change affects our rain patterns, floods are a real threat. The 
economical loss of a flood can be saved using scientific 
methods as proposed.  

VII. CONCLUSION 

This paper has tried to counter a modern problem of devastating 
floods with an equally modern solution. The main purpose is to 
root out the human bias which is currently rampant. The results 
obtained have exclusively assimilated a method which may 
prevent future disasters. Finally, this is a step towards a future 
where such model backed by IOT can usher a new age. 
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Abstract—The computational complexity due to the system’s
non-linearity and non-convexity , restricts the use of nonlinear
model predictive control (NMPC) for fast dynamic real time
systems. This paper presents the real time development of the
NMPC to control the highly nonlinear fast dynamic single rotary
inverted pendulum (SRIP) system in inverted position with 20
millisecond sampling period which corresponds to nonlinear non-
convex optimization problem. This challenging problem is solved
with online successive linearization and optimization on the
compact reconfigurable input/output (cRIO) (field programmable
gate array (FPGA)) hardware platform from National Instru-
ments. The effectiveness of the control algorithm with the rapid
disturbance rejection capability is validated using experimental
results.

Index Terms—Rotary inverted pendulum, nonlinear model
predictive control, successive linearization, cRIO, FPGA, real-
time systems

I. INTRODUCTION

MPC is applicable for complex multiple input and mul-
tiple output (MIMO), Linear/Nonlinear LTI or time varying
systems. It has inbuilt Constraints handling capability [1],
[2].Also the ability to handle the single input and multiple
output (SIMO) or multiple input single output (MISO) by
restructuring the formulation. However, linear MPC (LMPC)
covers limited operating regions or weakly nonlinearity con-
siderations which may not justify for any of the highly
nonlinear industrial plants. Therefore the NMPC shows the
strong potential to improve the control and operation of the
nonlinear systems [3]. But the main disadvantage is a higher
Computational Burden as on for nonlinear optimization prob-
lems has to be solved at every sampling instant. In addition
the problem becomes too large to solve it online. Therefore,
it is difficult to apply NMPC in real time for fast dynamic
systems [4] -[6]. To reduce the complexity, the successive
linearized NMPC which locally linearizes the model at every
control interval is still the promising option for real time
implementation of it [7] -[9]. But the online fast computation
will be the concern for the rapid control action calculation in
the fast dynamic processes.

However, due to enhancement in the electronic hardware
platforms there is a large possibility to accelerate the computa-
tion time of the controllers for the highly nonlinear systems is
increased. The vendors provide the flexibility of the hardware

and software platforms which can be handled with ease of
use by the user. In the current application domain, the FPGA
is being used for predictive control applications.In a survey,
mentioned the recent progress in FPGA technology and em-
phasized the key parameters that may considerably contribute
to the development of proficient digital systems for industrial
applications.FPGA offers cycle-accurate timing guarantee and
easily embedded as a system component. Therefore now a
days, the researchers are keen to use an FPGA to speed
up the on-line computation of NMPC. Computational speed
is improved through parallelization and customizability ex-
plained [10]. The efforts of MPC implementation on FPGA for
the nonlinear systems are appreciable and therefore, a scope
for solving optimum solution of the non-convex nonlinear
optimization problem with FPGA is increased [11]. But for
implementation using, such as platforms a good knowledge of
specific languages such as VHDL/Verilog, system C/system
Verilog, etc. required. The choice of language is the target
dependent. Less expertise in these languages has been often
trouble in developing steps for a Real-Time (RT) target which
leads towards the more time consumption in development
stage. Real time implementation in cRIO using LabVIEW
FPGA reported for the LMPC, LQR, etc. [12]-[14].

The main purpose of this paper is to develop and apply the
NMPC to the fast dynamic real time system with minimum
implementation time. To this aim,the main contribution of
this paper covers the successful implementation of NMPC
with online optimization with a successive linearized nonlinear
model on the cRIO using LabVIEW FPGA (from National
Instruments) using Rapid Prototyping Tools (RCP Tool) with
millisecond timescale. For experimental validation the SRIP
is used due to its nonlinear fast dynamic behavior. It is
unstable at the inverted position with non-minimum phase.
Its nonlinear state constraints leads to nonlinear optimization
problem. Also the controller developed for it may be applied
to the similar practical applications like, In missile launch and
control, Lifting cranes on shipyards, Self balancing personal
transporter, etc. The paper depicted in the following fashion.
Section II briefs about the formulation of the NMPC. Section
III discusses in details the utilization of NMPC for the
balancing SRIP. Section IV mentions the experimental results
of the SRIP system with and without applying the disturbance
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which is followed by the conclusion and the future scope.

II. PROBLEM FORMULATION OF NMPC
This section briefs about the formulation of the NMPC

that controls the nonlinear fast dynamic system using the
successive linearized nonlinear model [7].

A. Model Selection
The system to be controlled using NMPC is generalized by

the equation(1)

ẋ = f(x, u),

y = g(x) (1)

The f(·), g(·) are nonlinear functions of the process model.
x ∈ <m,u ∈ <n and, y(k) ∈ <r are the state, manipulated
input and output vectors of dimensions m ,n and r, respec-
tively. The nonlinear functions (1) are linearized around the
current trajectory (x(k), u(k)) and discretized at the sampling
time Ts. After the discetization the model at sampling instant
k in the form of nonlinear discrete state space model [4], [5]

(x(k + 1) = f(x(k), u(k)), k ≥ 0 (2)
y(k) = g(x(k))

B. Problem Formulation and Solution
The objective function J(k) in (3) is based on the output

reference and the future predicted output using the measure-
ment at an instant k.

V =

NP∑
j=1

‖ ȳ(k + j)− yr(k + j) ‖2Q +

Nc−1∑
j=0

‖ ∆u(k + j) ‖2R

(3)
where, ∆u(k+ j) = u(k+ j)−u(k+ j− 1) : j = 1, ....Nc−
1 and ‖x‖ ≡

√
xTQx denoted the weighted 2-norm of the

vector x. Np and Nc are the prediction and control horizon
based on the desired set-point trajectory yr(k + j) and the
predictive output ȳ(k + j) at instant k for j = 1, 2, 3...Np .
The prediction and control horizon should satisfy the condition
i.e. Np ≥ Nc. Q and R are the weights which are used to
prioritize the plants output , the rate of change of control action
and the change in control action. The optimization problem of
NMPC can be defined as

min
Uk

V (y(k), u(k))

s.t. ymin ≤ ȳ(k + j) ≤ ymaxj = 1, 2, ...Np,

umin ≤ u(k + j) ≤ umaxj = 0, 1, ...Nc − 1,

∆umin ≤ ∆u(k + j) ≤ ∆umaxj = 0, 2, ...Nc − 1
(4)

The NMPC controller calculates a sequence of optimal
solutions of the problem (3)-(4) in which the first optimal
control signal is applied to the system, i.e.,U∗ = u∗1. The
optimization issue is solved at every next interval by using
new process parameters by liniarizing the nonlinear problem
at sampling instant as shown in Fig. 1.The optimal move
calculated by quadratic programming (QP) is sent to the real
time plant.

MPC

Non-Linear Model

Lineariser

OP  (operating point)

Current

 Control

State

 Measured

NMPC

Update linearized model,controller 
parameters

OP (operating point)

Fig. 1. Successive linearized NMPC

III. NMPC APPLIED TO SRIP

NMPC is implemented using the National Instruments Lab-
View software on the QUARC SRIP Hardware Setup [15].
The highly nonlinear SRIP system is the most popular test
platform to assess different control algorithms. The system has
a rotational arm and pendulum. The rotation arm is exited by a
motor for balancing the pendulum in the inverted position.The
SRIP system is represented in Fig.2 which shows that the plan
of the rotary arm is orthogonal to pendulum.

α

θ

Lp

Lr
b

θ̇

α̇

P endulum

RotaryArm

Y

X

O

A

B

Fig. 2. Typical representation of SRIP system

A. Control relevant model of SRIP

The electrical and torque characteristic equations are formu-
lated by using the values of Inverted Pendulum and Rotary arm
parameters for mathematical model derivation. The required
hardware system parameters for the state-space model are
given in the table 1. There is a state vector xT =[θ, α, θ̇, α̇] and
θ represents the rotary arm position, α is the pendulum angle,
θ̇ is the rotary arm velocity and α̇ is the pendulum angular
velocity. The measured outputs are yT = [θ, α] . The function g
maps the rotary arm position and the pendulum position which
are the measured outputs. The function f maps the current
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state and input to the next state . This model is utilized for
prediction of the state trajectory over a prediction horizon Np

and the proper control action taken in order to move the state
from an initial condition to the desired position. The nonlinear
function of the SRIP based on the states is described by (5)
and function for output by (6).

f1 = θ̇;

f2 = α̇;

f3 = (d.u+ h.cs.cos(α).sin(α)−Br.θ̇.d
− 2.b.d.sin(α).cos(α).θ̇.α̇

− d.cs.sin(α).(α̇)2

− cs.cos(α).Bp.α̇

+ b.cs.cos(α).cos(α).sin(α).(θ̇)2)/K1;

f4 = (cs.cos(α).u−Br.cs.cos(α).θ̇

− 2.b.cs.cos(α).cos(α).sin(α).θ̇.α̇− cs2.cos(α).

sin(α).α̇2 − ((a+ b)− b.cos(α)2).Bp.α̇

+ ((a+ b)− b.cos(α)2).b.cos(α).sin(α).θ̇2

+ ((a+ b)− b.cos(α)2).h.sin(α))/K1; (5)

where,K1 = (d.(a+ b− b.cos(α)2)− cs2.cos(α).cos(α)) and
the constants are

a = mpLr2 + Jr, b =0.25mpLp2,

cs = 0.5mpLpLr, d =Jp+ 0.25mpLp2,

d = Jp+ 0.25mpLp2, h =0.5mpLpg

The output function g(·) is given by

g1 = θ;

g2 = α; (6)

The Jacobian of f(·) and the g(·)

A =
∂f

∂x
=


0 0 1 0
0 0 0 1

0 ∂f3
∂x2

∂f3
∂x3

∂f3
∂x4

0 ∂f4
∂x2

∂f4
∂x3

∂f4
∂x4

 , B =
∂f

∂u
=


0
0

∂f3
∂u
∂f4
∂u

 ,
C =

∂g

∂x
=

[
1 0 0 0
0 1 0 0

]
, D =

∂g

∂u
=

[
0
0

]
(7)

by considering the actuator dynamics as

A(3, 3) = A(3, 3)−Kg2.kt.km/Rm.B(3);

A(4, 3) = A(4, 3)−Kg2.kt.km/Rm.B(4);

B = Kg.kt.B/Rm;

Therefore, the nonlinear state space equation is given by

ẋ = Ax+Bu;

y = Cx; (8)

The above described the dynamic model in the continuous
time state space form is further descretized with sampling
time Ts which is 20ms. For applying the NMPC, access

to the states at the time instant k is required. The output
states are mentioned in the (6)directly measured by the by
encoders. The other state values (rotary arm velocity θ̇(k)
and pendulum velocity α̇(k) are approximated via a finite
difference approximation with respect to the sampling time
Ts is mentioned in the (9).

ˆ̇
θk =

θk − θk−1

Ts
, ˆ̇αk =

αk − αk−1

Ts
(9)

The SRIP is initially at the stable equilibrium position (α =
−180 degree) and the purpose is the pendulum to be inverted
(α = 0 degree) and make it stable. Based on the requirement
of SRIP controller, the cost function will be formulated as
per (3) for stabilizing the inverted pendulum in the upward
direction by optimizing the control signal with respective to
the constraints defined in (10) position of input (degree) and
input voltage (Vm).

−10 degree ≤ α ≤ +10 degree (10)
−10 Vm ≤ u ≤ +10 Vm

TABLE I
DEFINITION OF PARAMETERS IN THE MATHEMATICAL MODEL

DEVELOPMENT

Symbols Parameters
Description Value

Rm Motor armature resistance 2.60 (ohm)
kt Motor torque constant 0.00767 (N.m/A)
km Motor back-EMF constant 0.00767 (V.s/rad)
Kg Total gear ratio 70
Jr Motor armature moment

of inertia 0.0010 (kg.m2)
g Gravitational constant 9.81 (m/s2)
mp Pendulum Mass with T-fitting 0.127 (kg)
Lp Full Length of the pendulum

(w/ T-fitting) 0.337 (m)
Lr Distance from pivot to center

Of gravity 0.216 (m)
Jp Pendulum moment of inertia 0.00120 (kg.m2)
Br Viscous damping coefficient as

seen at the rotary arm axis 0.00240 (N.m.s/rad)
Bp Viscous damping coefficient as

seen at the pendulum axis 0.00240 (N.m.s/rad)

B. Control Mechanism

For the real time control of SRIP, two control actions are
required. One is for swing up the pendulum i.e. downward to
upward direction and second is to stabilize it in the upward
(inverted) position. In this paper two separate controllers i.e.
energy based swing up controller [16] and the NMPC for
balancing the inverted pendulum are used which are shown
in Fig. 3. This paper focused on balance control of the
SRIP using NMPC. The switching of two controllers from
swing up (switch 1) to NMPC (switch 2) is decided by
the pendulum position angle measured by the encoder. The
NMPC controller starts working as soon as the pendulum angle
is ± 10 degree. Initially, the values of the different design
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parameters were chosen for satisfactory control performance
and avoiding excessive computational efforts. The Np is of
22 samples and Nc is about 3 samples, respectively, with the
weight matrices, R = 0.1 and Q = diag([1, 5]).

(SRIP)
NMPC based Balance 

Control

Estimation of 
θ̇ , α̇

Fig. 3. Block diagram of the control structure for SRIP

C. Real-Time Hardware Implementation on cRIO

The efficacy of an FPGA based implementation of NMPC
for the nonlinear real-time system is demonstrated experi-
mentally using the core FPGA hardware. Once the required
time and expected accuracy is acquired through the LabVIEW
simulation, other interfacing blocks are also embedded to
prototype using cRIO platform. This platform is assuring
solution for the easy and fast NMPC algorithm verification.

PC W/Q1-cRIO
VoltPAQ-X1

Amplifier

Network control

signal

Drive

Motor

 Sensor Feedback

(a)

(b)

Fig. 4. (a) Interconnections of devices required for real time implementa-
tion(b) Experimental lab set up

The experimental set up has Inverted Pendulum with Q1
data acquisition card, SRV02-ET rotary servo, cRIO FPGA,
a PC equipped with RCP toolkit 1.2.903, VoltPAQ-X1 Single

Channel Linear Voltage Amplifier and NI MAX Measurement
and Automation software provided by National Instruments
(as shown in Fig. 4 (a). To realize the implementation of
complete NMPC controller on cRIO FPGA, hardware-in-loop
(HIL) co-simulation method has been used. The real time
implementation of the NMPC, the experimental setup for the
SRIP system is as shown in Fig. 4 (b). The dynamic response
of the SRIP is observed and monitored through the LabVIEW.
On this platform, a LabVIEW project, a HIL included in VI,
and a host VI is created. On the development computer, the
LABVIEW project file manages the cRIO FPGA and all the
VIs. The host VI runs on a cRIO, Real Time target. The
TCP/IP protocol is used to link between PC and cRIO. It
acquires the signals from the Encoders mounted on the plant
via the ADC input modules to calculate the control signal u(k)
according to the NMPC algorithm and sends it to the SRIP
via analog output modules.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The dynamic response of the Inverted Pendulum is observed
and monitored through the LabVIEW. The response of the
real-time SRIP system before and after applying the distur-
bance is shown in Fig. 5 and Fig. 6. In the Fig. 5(a) the
real time response of the rotary arm for the stabilizing the
pendulum in inverted direction (Fig. 5 (c)) has been shown
with swing up control. The control efforts (Voltage) required
to the rotary arm for controlling the pendulum in the upright
position is shown in Fig. 5(b). Due to energy based oscillatory
input the time required to reach at vicinity of the initial
condition of the NMPC is somehow more, but the NMPC
quickly stabilized the pendulum within a second.

For the testing of the robustness of the controller, manually
disturbance is applied at the tip of an inverted pendulum at the
40 second, time instant. The extra efforts required to overcome
the disturbance in terms of the rotary arm position and the
input voltage shown in Fig. 6(a) and Fig.6(b) respectively. The
inverted pendulum stabilized quickly against the disturbance
within a second which explored in Fig.6(c).

V. CONCLUSION

The NMPC is successfully controlled and balanced the
inverted position of the pendulum irrespective of the 20 ms
fast sampling rate. For checking the disturbance rejection
capability, the small disturbance is applied manually at the
tip of the inverted pendulum. The control input and the rotary
arm position follow their respective limits which is defined
as a constraints. The pendulum is swiftly returned to the
upright position. Real time challenging problems can handle
rapidly on cRIO (FPGA) hardware platform with NMPC. For
testing the efficacy of NMPC for the nonlinear plant, rigorous
experimentation has performed with different sets of tuning
parameters. By selecting an appropriate tuning parameters
for NMPC, experimental result shows, the NMPC on FPGA
achieve satisfactory performance with robustness.

To avoid the requirement of the two separate controllers, the
future work may be focused on the formulation of the NMPC
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Fig. 5. Qansers SRV02-ET rotary servo systems (SRIP) response of (a) rotary
arm (b) control input and (c) pendulum to NMPC algorithm with swing up
and balance control without any disturbance

such that it will be the self sufficient controller for controlling
the swing up and the balance control of SRIP efficiently within
optimum time.
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Abstract—Nowadays, almost all countries are facing the 

problem of internal security from their border areas. Terrorists 

and intruders are disturbing the tranquillity and consonance of 

the country. The casualty prompted by the recent Pulwama 

strike and Uri attack against Indian military force reveals the 

significance of effective surveillance in the border region and 

detection of the human intruder in that area to control the 

terrorist activities on borders. Traditional border patrol systems 

require a huge number of military persons, and high-cost, high-

tech surveillance devices employed in unmanned border patrol 

systems. Line of sight restrictions and high false alarms are the 

problems experienced by using any of these techniques. There is 

a need in developing a multi-sensing system that integrates 

different technologies to detect the human intrusion with 

improved system accuracy in flat border areas, border areas with 

river or pond crossings and border areas covered by dry leaves. 

The paper proposes a hybrid Wireless Sensor Network system 

architecture named “PANCHENDRIYA”, utilizing the 

integration of five types of sensors: Geophones, Hydrophones, 

Microphones, Infrared sensors and Camera sensors for effective 

surveillance and detection of human intrusion in the above-

mentioned border scenarios with early warning capability. 

Keywords—Wireless Sensor Networks, Multi-sensing system, 

Border surveillance, Intruder detection 

I.  INTRODUCTION 

All governments expressed the necessity of effective 

surveillance and intrusion detection system to govern the risks 

of intrusion on borders either for unauthorized goods 

transportation or for terrorism. India is facing terrorist attacks 

from Pakistan and violation of truce across the LoC (Line of 

Control) in Jammu & Kashmir, which presently interrupted 

the peace and harmony of the nation. Chinese interruptions 

through the Sino-Indian border also creates problems in that 

region. Infiltration and violation of truce through LoC is 

persistent in the last couple of months. These incidents will 

turn to the need of a multi-sensing system with less human 

involvement for efficient detection and tracking of human 

intruders to providing early warning to the Central Monitoring 

Station after detecting any kind of intrusion by coordinating 

various technologies. 

Wireless Sensor Network (WSN) is an emerging field for 

connecting the physical and digital world [1]. The WSN 

framework is used to monitor physical or environmental 

conditions with the aid of autonomous devices using sensors 

[2]. WSNs are mainly used in military, health, environmental 

and home applications [3]. To overcome the challenges faced 

by the existing surveillance methods, a new multi-sensing 

system named “PANCHENDRIYA” is proposed to detect the 

presence and track the human intruder movement through 

advanced WSNs. PANCHENDRIYA is a new framework 

with minimum human involvement for solving the problem of 

unauthorized movement of the human intruders. The paper 

proposes a new architectural design model for sensing and 

detection circuits based on the following three scenarios: flat 

border areas, the border area with river or pond crossings, and 

the border area covered by dry leaves. The methodology 

behind the system design is an adaptive platform that could be 

built later and expanded. 

The related works in the border surveillance and intruder 
detection field is provided in Section II. The system 
architecture of PANCHENDRIYA is explained in Section III. 
The block diagram of the system is mentioned in Section IV. 
WSN model of the system is described in Section V. Section 
VI explains the overall workflow of the proposed system. 

II. RELATED WORKS 

The research work of Sun, Zhi, et al., named Border Sense 

is an architectural proposal consists of three layers namely, 

Lower layer, Second layer and Higher layer [4]. Underground 

and ground-based sensors employed in Lower layer improves 

the quality of monitoring. Multimedia sensors incorporated to 

the Second layer provides visual information that increases the 

system accuracy. Unmanned Aerial Vehicles and the 

lightweight ground robots in the Higher layer provides extra 

coverage and flexibility to the monitoring system. 

Succi et.al., introduced the human intruder detection 

through footstep signals using kurtosis method under the 

various style of walking with single and multiple walkers and 

different test environments [5]. The development of the human 
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intrusion detection algorithm is based on intrusion detection 

within the range of the sensors.  

Deekshit et.al., work involved a smart geophone sensor 

network for detecting landslide induced signals by removing 

different noises that arrive from footstep, rainfall and 

movement of vehicles [6]. A simple solution using Arduino 

based data acquisition system with geophone sensor is 

developed. The resonance frequency is the key factor in a 

geophone and it has to be kept low for the measurement of the 

low-frequency signals. 

The ground permits the propagation of waves through it. 

The human footstep signal imposed on the ground is able to 

detect 100m away from the sensor region under ideal 

situations. The Rayleigh wave is the main seismic wave 

considered for human footstep signal detection. It carries 67% 

of energy from the footsteps and is captured using tri-axial 

geophones [7].  

Passive Infrared sensor (PIR) and MICAz motes are used 

for human intrusion detection in the border areas [8]. The 

proposed system captures the direction of the human intruder 

movement and the speed of walking. The collected 

information is communicated to the central monitoring station 

for further analysis. PIR sensor placement follows line 

topology and a direct line of sight for detection.  

 Nakadai, Kazuhiro, et al., used a distributed 

microphone array for human footstep detection. The overall 

system setup comprises of sound acquisition, event detection 

and signal conditioning with coarse to the fine procedure for 

signal peak detection in the time domain [9]. It also uses the 

Support Vector Machine (SVM) technique for classification of 

sound signals in a real-life situation and understanding the real 

event based on the velocity of the sound generated.  

Marius Vasile Ghiurcau, Corneliu Rusu, et al., introduced 

a technique called Time Encoded Signal Processing and 

Recognition or TESPAR for testing the performance of a 

monitoring system and concluded that using TESPAR, the 

classification of sounds generated by human, birds, and 

vehicles can efficiently be carried out [10]. Complex 

waveforms can be represented in digital form using TESPAR, 

which is based on the infinite clipping theory of researchers, 

Licklidder and Pollack. 

Sutin, Alexander, et al., proposed a framework 

incorporated with Hydrophone sensors named as SPADES 

(Stevens Passive Acoustic Detection System) for detection, 

tracing and categorization of dissimilar sounds in surface and 

submerged outset [11]. The information captured by the 

Hydrophone sensors is sent to the land-based personal 

computers for further analysis.   

Harish, Palagati, et al., uses video content captured through 
surveillance camera for intrusion detection and tracking [12]. 
The proposed method extracts features of the object and 
semantic contents from the video. The paper also provides 
information on object movement in the observed area of 
interest using the semantic content. 

III. PANCHENDRIYA - SYSTEM ARCHITECTURE 

 

Fig. 1. Different layers of the architecture for a single zone 

The proposed system (Fig. 1.) is a multi-sensing system 
used to monitor and detect any kind of human intrusion in the 
border area with the aid of low power sensors. The use of low 
power sensors will improve the efficiency and reliability of the 
system. A country border is a vast area, which is divided into 
different zones and the architecture for each zones are 
designed. The overall architecture of the system contains two 
layers: 

• The First Layer of the architecture contain sensors such 
as Geophones, Microphones, and Hydrophones that 
can detect the presence, and track the direction of 
intruder movements. 

• The Second Layer contain surveillance Cameras and 
Infrared sensors. Cameras provide multimedia 
information, which enhances the overall system 
accuracy through visual information and provides 
better border surveillance. Infrared sensors are used to 
identify the movement of intruders, whether movement 
is from Country B (Opposite country) to Country A 
(Own country) or in reverse direction. 

The sensors are deployed based on their coverage range 
(Fig. 2.), considering the single zone of the overall architecture. 
The entire deployment region under consideration is covered 
by the least number of sensors. The proposed system detects 
the presence and movement of the human intruder by 
considering three border situations: flat border area, border 
region with river or pond crossing, and the border region 
covered by dry leaves. The above-mentioned situations are 
considered based on the real border region scenarios. When the 
intruder moves from Country B to Country A, the five sensors 
involved in the proposed framework performs the following 
actions. Geophones detect the footstep movement of the human 
intruder in flat border areas, Hydrophones detects the 
movement of the intruder crossing the river or pond, and 
Microphones detects the movement through the dry leaves. The 
Infrared sensors provide the information of intruder crossing 
the borderline and finally, the Camera sensors capture the 
visual information of the intrusion in the border region. The 
self-excitation capability of Geophone and Hydrophone sensors 
are helpful to detect the human footstep signals far away from 
the borderline is helpful to achieve early warning capability. 
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Fig. 2. Deployment of Sensor Nodes for single zone 

IV. BLOCK DIAGRAM 

The block diagram of PANCHENDRIYA system is shown 
in Fig. 3. The data acquisition module of the First Layer 
continuously collect data from each sensors and communicate 
to the Central Monitoring Station through wireless 
transmission. The event/signal detection algorithm based on the 
predefined detection threshold is used for human footstep 
signal detection in the First Layer. The predefined threshold 
values of human footstep imposed on each border scenario are 
fixed based on the various field tests conducted in the testbed. 
The detected signal is compared with the predefined threshold 
values. If the detected signal value is greater than the detection 
threshold value, then there is a human intrusion happening in 
the border. The Second Layer containing the Infrared sensor 
with an IR transmitter and receiver section detects the intruder 
movement between the borderline. The system counts the 
number of intruders present in the particular sensor region. The 
Second Layer include Camera sensors that continuously 
surveillance the border area. Once any kind of intrusion is 
identified, the Camera sensors rotated immediately to the 
particular sensor region. The detected signals and the 
multimedia information captured from the Second Layer 
through respective data acquisition modules are pre-processed 
using signal detection algorithm/image processing algorithm in 
the Central Monitoring Station. Thus, the proposed system 
achieves in getting a clear picture of the human intrusion 
occurring in the border area. Once any kind of human intrusion 
is detected, the Central Monitoring Station sent the warning 
messages to the border troops for further actions. 

 

Fig. 3. Block Diagram of PANCHENDRIYA 

V. WSN MODEL 

 
 

Fig. 4. WSN system architecture 
 

The sensor nodes in the WSN system architecture is shown 
in Fig. 4. It contains three Lower Layer nodes such as a 
Geophone, Hydrophone, and Microphone sensors and a 
Gateway node. The data from Lower Layer nodes are 
communicate to the Gateway node. Gateway node further 
forwards the data to the Central Monitoring Station through the 
base station. 

The State diagram of individual Lower Layer sensor nodes 

in the three particular border scenarios and the state diagram 

of the Gateway node are shown in Fig. 5. Each individual 

node is incorporated with different operational states such as: 

• OFF: Power null/ energy consumption equals to zero.  

• Listen: Radio module is active but no transmission or 

reception of any packets.  

• Sleep: Radio module is inactive and the node is in the 

sleep mode. It needs some trigger pulse to get back to 

the listen state.  

• Active: Whenever a node is triggered to an active 

state, it will provide transmission and reception. 

 
Fig. 5. State diagram of: a) Gateway node, b) Geophone sensor node, c) 

Hydrophone sensor node and d) Microphone sensor node 

VI. PROPOSED SYSTEM FLOW CHART 

 The overall work flow of the proposed system is shown in 
Fig. 6. The test bed is planning to prepare under three border 
scenarios. The First Level of the testbed include Infrared (IR) 
and Geophone sensor, the Second Level includes Hydrophone 
and the Third Level include Microphone and Camera sensor.  
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Fig. 6. Overall System Flow Chart 

 Initially, the bidirectional IR counter circuit is set to zero 
(no intrusion) and the sampling frequency of Geophone is set 
to 500Hz. When a human intrusion happens in the border 
region, the two IR levels are interrupted, showing the sign of 
intrusion and incrementing the counter value by one. The 
Geophone continuously monitors the region of interest and 
self-excited based on the footstep of the intruder. The sampling 
frequency is increased to 1 KHz, if the predefined detection 
threshold of the Geophone is crossed.  After the First Level 
intrusion detection, Camera sensor in the surveillance tower 
immediately rotates into the First Level sensor region, activates 
the Hydrophone sensor in the Second Level, and collect signals 
with a sampling frequency of 1 KHz. If the Hydrophone 
detects signals greater than the predefined detection threshold 
value, the Camera sensor then rotates into the Second Level 
sensor region and activates the Microphone sensor in the Third 
Level. When the detection threshold of the Microphone is 
crossed, it collects data at a sampling frequency of 3 KHz. If 
the detection threshold value of the Microphone is greater than 
the predefined detection threshold due to human intrusion in 
the Third Level, the Camera sensor immediately rotates into 
the Third Level sensor region and at the same time, a human 
intrusion message is sent to the border troop from the Central 
Monitoring Station. The detection process is iterative. After 
each detection, the system returns to the initial state and the 
human intrusion detection process is continued. 

VII. CONCLUSION AND FUTURE SCOPE 

 The proposed framework “PANCHENDRIYA” delivers a 
new system architecture, block diagram, overall system 
flowchart and WSN model for human intruder detection in 
three different border scenarios such as flat border regions, 
border region with river or pond crossings, and the border 
region covered by dry leaves. The proposed multi-sensing 
approach utilizes Geophones, Microphones, Hydrophones, 
Infrared and surveillance Camera sensors, and wireless 
communication capabilities that provide efficient border 
surveillance and human intruder detection. The future work 

focuses on building a testbed setup for analyzing the 
performance of this multi-sensing system and validation of the 
proposed system based on various test procedures. Thereby the 
system capability is ensured to detect any kind of human 
intrusions effectively in the above-said border scenarios, and to 
provide early warnings. 
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Abstract— Disparity map generation is necessary in many 3D 

applications. This paper focuses on disparity map estimation using 

local based stereo matching. Stereo correspondence algorithms are 

categorized as global method and local method. Global based 

methods are computationally expensive. This paper proposes an 

improved stereo matching algorithm by using local method which 

combines cost computation of gradient information and histogram 

of oriented gradient. The results obtained shows better quality 

disparity map. 

 

Keywords— Disparity; Gradient; Histogram  

I.  INTRODUCTION  

 Stereo correspondence between the pair of stereo 

images results in disparity map. The disparity map finds its 

use in depth estimation which is used in different applications 

like robotics, 3D reconstruction of scene, and artificial 

intelligence. Hence disparity map generation is a crucial and a 

difficult job in the area of computer vision. Stereo 

correspondence problem aims at finding matching pixels 

between stereo pair. The stereo correspondence algorithms are 

broadly categorized into two methods namely local method 

and global method [1-9]. Active research is conducted in the 

recent years to solve stereo correspondence problem to obtain 

disparity map [10, 11].  Local based methods obtain disparity 

from local information.   Local methods are then classified as 

area based and feature based. Area based method correlate 

certain patches of area among the images. This method takes 

an area on the left image and finds an equal sized area in the 

right image which is closest match possible. This area is called 

matching window. The x coordinate difference between the 

centre of the matching window and the centre of the left 

window is the disparity value. Usually the small sized window 

will produce more detail but they are prone to more noise. 

Large sized window produce a smooth disparity map but with 

less detail. Hence finding the optimal sized window is the 

challenging task. Feature based method computes the 

matching pixel by using certain features extracted from the 

image. These features include corners, edges.  Local based 

methods are simple and computationally less expensive. The 

global based method computes the disparity using 

optimization of the whole image globally. Global stereo 

matching algorithm focuses on minimizing the global cost 

function. This method is generally less sensitive to local 

individualities. These methods gives better result but 

computationally expensive. The accuracy of the local method 

depends on appropriate selection of similarity measure 

function and optimal window size. Generally stereo matching 

algorithm finds corresponding points based on intensity. But 

they do not perform well near boundaries and depth 

discontinuities. To reduce this problem many researches are 

conducted to determine corresponding points in these regions. 

Authors in [12, 13, and 14] find the corresponding points 

based on information such as gradient. These gradient based 

methods perform well near the boundaries. But the individual 

gradient information may be prone to noise. Hence the 

proposed method uses histogram of oriented gradients along 

with gradient value to reduce noise. The authors in [15] 

combined the gradient of the image and the intensity to find 

the matching cost. The combined measurement of the cost 

produced better result than the individual one. Hence 

combined cost technique is implemented in this 

paper.Traditional method computes the disparity by 

comparing only intensity value or gradient value. This paper 

proposes a novel technique of generating disparity map based 

on local method by combining the gradient information and 

histogram of oriented gradients (HOG) to enhance the 

reliability of the matches. The disparity map obtained is post 

processed by applying median filter to generate the refined 

disparity map. The results produced shows that the method 

proposed in this paper yields better result than the existing 

approach which is based on gradient information. 
  Section II includes details of the methodology described in 
the paper.  The results obtained on various kinds of images are 
given in section III. Section IV includes concluding remarks 

 

II. PROPOSED ALGORITHM 

The various steps of proposed method for disparity map 

generation are as follows 

 

A. Stereo Matching 

Stereo matching using local based method relies on cost 

function for matching. There are various  dissimilarity 

measures for cost computation such as sum of absolute 
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difference, sum of squared intensity difference (SSD). Here 

SSD for matching cost of gradient and histogram of gradients 

(HOG) is used.  Gradient of the image plays a significant role 

in the area of computer vision. Color intensity is sensitive to 

distortions and illumination differences.Image gradient has 

structural details of the image. Hence it is insensitive to 

differences in illumination. Gradient of images are generated 

from the initial image by convolving it by a filter. Here Sobel 

filter is used.  Every pixel present in the gradient image 

computes the variation of intensity of the corresponding point 

present in the initial image, which is in a particular direction. 

To get the complete range of the direction, gradient images are 

calculated in x and y direction.  

 

 

                                           (1) 

 

Here  
𝜕𝑓 

𝜕𝑥
  gives the image gradient tin the x direction and  

𝜕𝑓

𝜕𝑦
  

gives the   image gradient in the y direction. 

 

 

   Considering only gradient information may be sensitive to 

noise, hence HOG descriptor is also used in the proposed 

method to make it less sensitive to noise. The HOG is a 

feature descriptor used in computer vision. This counts the 

number of occurrences of orientation of gradient in a portion 

of image. HOG descriptor is invariant to photometric 

transformations. The image is grouped into small connected 

regions called as cells, and for each connected region we 

compute a histogram of unsigned gradient orientation. The 

histograms for all connected regions are then combined to get 

the HOG descriptor.  

   The proposed algorithm finds squared differences of 

gradient value and HOG feature. To compute the squared 

differences we subtract the gradient value and HOG value of a 

pixel in the left image with the corresponding gradient value 

and HOG value in the right image. Then the square of the 

differences is computed. The sum of squared differences of all 

the pixels enclosed within the window is then computed. The 

cost function based on gradient and HOG is calculated as 

follows 

.                                                                                                                             

                        

                                                                                                
                                                                                                (2)                                                            

                            

                                                                                            
                                                                                               (3) 

 

Here 𝐺𝑙(𝑥, 𝑦)  , 𝐺𝑟(𝑥 − 𝑑, 𝑦) are gradient information of the 

left reference and the right image. 𝐻𝑙(𝑥, 𝑦) , 𝐻𝑟(𝑥 − 𝑑, 𝑦)  are  

the HOG values of pixel(x, y) of the left reference image and 

of the right image, 𝑑 shows the disparity value. 𝑤  is the 

square window of size 8 x 8 that surrounds the pixel (x, y). 

   The least difference value over the window shows the best 

matching pixel, and the location of this minimum information 

gives the optimal disparity of the actual pixel.  Here the 

optimal disparity based on gradient and optimal disparity 

based on HOG feature is found. This yields two disparity 

values based on gradient information and HOG value. The 

disparity map is obtained by combining the weighted sum of 

two disparities. 

 

       

𝑑 = (∝ ∗  𝑑1  ) +  ( 𝛽 ∗  𝑑2  )                   (4) 

 

Here 𝑑1 is the disparity obtained based on gradient, 𝑑2 is the 

disparity obtained based on HOG and  ∝  + 𝛽 = 1  . Here we 

used ∝= 0.8  and 𝛽 = 0.2 

                                                                                                          

B. Post Processing 

   The post processing of initial disparity map is performed 

using a median filter. Median filter selects the median value of  

the pixels enclosed in a window and replaces each pixel value 

in the image by the median value ofl the pixels enclosed in the 

window. This median value is computed by first sorting the 

entire pixels contained in the window. Then the pixel under 

consideration takes the value of the middle pixel. 

                                 

                               

III. EXPERIMENTAL RESULTS 

   In the proposed method we used images from Middlebury 

dataset to assess the performance [16, 17].The images like 

cones, Teddy, Baby were used. Result is shown in Fig 1.  
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    (a)                                        (b)                          (c)                            (d)                                     

Fig. 1 Results for images , cones , Teddy, Baby . (a) Input left image, (b) Input 
right image, (c) Ground truth image (d) Disparity Map  

 

   Quantitative analysis is done using the metric like 

percentage of bad matching pixel (PBMP) and root mean 

square error (RMSE). 

PBMP is generally used to analyze the quality of the disparity 

map.PBP is computed as follows 

 

 

𝑃𝐵𝑀𝑃 =
[∑ 𝑑𝑡(𝑥, 𝑦) − 𝑑𝑔(𝑥, 𝑦)𝑥,𝑦 >  𝛿] ∗ 100

𝑁
 

                                                                                               (5) 

 

Here  is the total count of pixels  𝑑𝑡  represents the 

disparity map generated by the proposed method, 

𝑑𝑔represents the disparity map of the ground truth image, and 

is the error threshold. In the proposed method the value of 

this error threshold is taken as 1. Lower PBMP value gives 

better quality disparity map.      

                                                                                                                          

Table 1 shows the PBMP values calculated using gradient 

based method and proposed method. We find the bad 

matching pixel percentage obtained in the proposed method is 

less than the gradient method. 

Table 1: PBMP 

 

 Gradient based Proposed Method 

Cones 2.4246 2.3086 

Teddy 1.4160 1.3992 

Baby 0.1953 0.1052 

 

RMSE is calculated between the computed disparity map and 

the ground truth map using the following equation 

 

 

 

 
                                                                                               (6) 

 

 

Here  𝑑𝑡 is the computed disparity map and 𝑑𝑔 is the ground 

truth disparity map. M and N represent the number of rows 
and columns present in the image. Lower RMSE value gives 

better quality disparity map.      

 

Table 2 shows RMSE values calculated using gradient based 

method and proposed method. We find the RMSE of the 

images obtained in the proposed method is less than the 

gradient method. 

Table 2: RMSE 

 

 Gradient based Proposed Method 

Cones 15.26 14.81 

Teddy 15.11 14.87 

Baby 8.55 7.27 

 

IV. CONCLUSION 

 

This paper proposes an improved stereo matching method 

using combination of gradient information and HOG 

information. The effectiveness of the method proposed is 

analyzed using different stereo pairs from Middlebury dataset. 

The  results obtained indicate that the proposed method 

produces high quality disparity map and outperforms the 

existing method in terms of PBMP and RMSE.  
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Abstract—In this paper, the development of a four wheel 

mobile robot with gesture-controlled robot arm manipulator 

system is presented. The accelerometer and wifi based gesture 

control model is used to manipulate the motion of its arm with 
human hand. The glove data is used to control the movement of the 

robot arm for pick and place operation. The object detection 

algorithm is also implemented to detect the object autonomously. 

An ultrasonic sensor is used to detect the upcoming object. Under 

this work, only single object is considered. The prototype model of 
four-wheel mobile robot with two movable arms is developed. The 

proposed object detection algorithm is implemented on the physical 

model to check the effectiveness of the algorithm. After object 

detection operation, the gesture control based controller is used for 

pick and place activity. The novelty of this research is collaborative 

use of object detection algorithm and gesture control scheme.  

Keywords— object detection, gesture control, four-wheel mobile 

robot, ardiuno nano, accelerometer.  

 

I. INTRODUCTION 

Nowadays, robotics is emerging domain in the field of 

technology. A Robot is an electro-mechanical model, operated 
by a computer program. It can be autonomous or semi-

autonomous. An autonomous robot has no human interfacing. 

Majority of the industrial robots are autonomous as they require 
high speed. But, some areas have requirement of semi-

autonomous or human controlled robots. Mobile robots are used 
in home environment in today’s scenario [1]. Home robots are 

now working around us and help us a lot in our daily routine 
activities. The activities such as cooking, cleaning, watering and 

pet feeding are done by the home robots [2-5]. There are 

numbers of methods to interact with these robots, such as voice, 
gesture, and joystick. The voice command is suitable to control 

call-and-come service [6]. It has disadvantage that it is not 
suitable for continuous remote control. In such cases , the gesture 
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control is more appropriate for robot’s control. There are several 
methods to collect a human gesture that a machine would be 

able to interpret. The camera or data glove is used to capture the 
gesture information. The gestures data can also be collected via 

Bluetooth or infrared waves, Tactile, optical or motion 
technology. The accelerometer/gyroscope is best device to 

control the minute movement of the arm manipulator [6].  

In this paper, an attempt has been made to develop semi-
autonomous robot. The four-wheel mobile robot with arm and 

gripper is considered in this work. Firstly, the robot detects the 
object from its surrounding environment. The simple and very 

effective object detection algorithm based on single ultrasonic 
sensor reading is proposed and its effectiveness is checked on 

the prototype model and this is the novelty of the research work. 

Secondly, the gesture based controller is developed to control 
the motion of the arm. To control the movement of mobile 

robotic arm, the accelerometer/gyroscope and wireless 
communication using ardiuno are used. The pick and place 

operation is considered under this research work. Also , the 
physical model of the robot is developed and controlled with 

ardiuno board.  

This paper is structured as follow: In Section 2, the object 

detection algorithm is developed using single ultrasonic sensor. 

3-axis accelerometer based gesture controller is developed in 
Section 3. The pick and place application is considered for 

validation of the proposed controller.  In Section 4, the four-
wheel mobile robot is discussed. The prototype model of the 

four-wheel mobile robot is developed in Section 5. Also, 
experimental work is considered for pick and place application. 

The results are discussed in Section 6. Section 7, concludes the 

paper.  

II. OBJECT DETECTION  

Many researchers have worked on the subject of obstacle 

avoidance for robots. The fuzzy controller and vector field 

histogram (VFH) were implemented to avoid obstacles [7]. The 

real-time path-planning algorithm for avoiding static obstacle 

based on two LIDAR sensors  reading was proposed in [8] and in 

this paper, the simulation results were compared with the 

experimental results. The geometric modelling based obstacle 

avoidance algorithm was developed in [9] and 2-D geometry 

shapes were considered to develop the obstacle free path. The 

on-board monocular camera was used to detect the obstacle for 

mobile robot [10]. In this paper, the attempt is made to develop 

very simple object detection algorithm based on an ultrasonic 

sensor that is mounted on front of the robot.  
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A. Object Detection algorithm  

The simple and effective object detection algorithm is 

developed in this section. Figure 1 shows the flow diagram of 

the algorithm.  

 
 Fig 1. Flow chart of object detection algorithm  

Initially, the robot moves in forward direction and then stops 
for 2 sec. After that, the robot starts turning about its centroid 

(C.G.). Initially, the ultrasonic sensor range is set to 40 cm. 

During turning operation, if sensor detects any object within its 
range, the robot stops in that orientation. If no such object is 

detected by the robot during first rotation, the robot stops for 2 
sec and then, range of the sensor is increased by 40 cm to initial 

setting i.e. in this case, 40 + 40 = 80 cm. Now, again robot starts 
turning about its C.G. and searches the object with its range limit 

of 80 cm. Similarly, same procedure is applied until the object is 

detected. The proposed algorithm is implemented on the 
physical model of the robot in later section.  

III. GESTURE BASED MANIPULATION 

There are many devices available in market to control the 

gesture manipulation. The full body motion capture device 
Xsens MVN was used to control the movement of the robot 

[11]. This device is mostly suitable for animation creation, but 
could be adapted to other tasks. Myo arm band uses inertia and 

electromyography (EMG) sensors [12] to control the motion. An 
image based motion sensing was applied to some situations [13] 

too. In this paper, 3-axis accelerometer is used to control the 3-

DOF (Rotation about vertical and horizontal axis, opening and 
closing of gripper) of the robotic arm with wifi connectivity.  

A. Control approach  

A robotic system that allows users to control an industrial 
robot using arm gestures and postures is proposed. A 3-axis 

accelerometer is selected to be the input devices of this system 
and to capture the human gesture-behavior. When compared 

with other common input devices, especially the joystick/remote 
interface, this approach using accelerometer/gyroscope is more 

intuitive and easier to work, besides offering the possibility to 

control a robot by wireless means. Using this system, a non-
expert robot programmer can control a robot quickly and in a 

natural way. Figure 2 shows the control scheme for controlling 
the four-wheel mobile robot using blue-tooth, accelerometer and 

OS module. L298K is used to control the servo motors for 
wheels.  

 
Fig. 2 Control block diagram for four-wheel mobile robot  

Figure 3 shows the control scheme for controlling the 
manipulator action. The manipulator arm is controlled by glove 

data. The wifi adapter is used to control the arm of the robot. 
Wifi receiver and transmitter (RC-A-693) are used to control the 

robotic arm. The accelerometer (MPU6050) is mounted on the 

glove as shown in Fig. 4 (a).  

 

 
 Fig. 3 Control scheme for manipulator 

The various actions are assigned to control the movement of 
the arm. Figure 4 (b-f) illustrates the actions of human hand to 

control the manipulator. The upward and downward movements 
of the hand indicate the controlling of the up and down motions 

of the arm, respectively; left and right movements of the hand 

indicate opening and closing of the gripper, respectively. After 
performing numbers of trial runs, the relation between the 

movement of the hand and arm is developed and is mentioned in 
Table I.   
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(a) (b) (c) 

  

 

(d) (e)  

Fig. 4 (a) Glove data, (b) Upward motion, (c) Closing of gripper, (d) Opening of 

gripper and (e) Downward motion  

TABLE I Relations between movement of hand and robotic arm. 

 

Movement of hand (Degree) Movement of robotic arm along 
with gripper 

1
0  

CCW/CW  pitching motion of hand about 
y-axis looking from right 

1.1
0
 CCW/CW  pitching motion of 

robotic arm about y-axis looking from 

right 

45
0
 CCW/CW rolling motion about x-axis 

looking from front   

Full closing/opening of gripper 

 

IV. FOUR-WHEEL MOBILE ROBOT  

Four-wheel mobile robot without arm is shown in Fig. 5. It is 

assumed that the robot is symmetrical with respect to its 
longitudinal axis.  

 
Fig. 5 Four-wheel mobile robot  

The robot body motion is described by three linear 

displacements along three body-fixed axes and the rotational 
motion is defined by 3 Cardan angles. The robot body is 

modelled as rigid structure with 6-DOF. The body motion is 
described by 3 linear displacement along body fixed x, y and z 

axes and rotation about these axes. The Newton-Euler equations 

of the robot body are as follows [14]:  

 czcycccccx θyθzmxmF                         (1) 

 cxczccccbcy θzθxmymF                         (2) 

   cyccxccccz θxθymzmF                     (3) 

     czcyczcycxcxx JJθθθJM                       (4) 

 cxczcxczcycyy JJθθθJM                      (5) 

  cycxcycxczczz JJθθθJM  
                            

 (6)
                                             

                                         

First three equations (Eqs. (1)–(3)) are Newton’s equations  

where pseudo-forces appear due to the motions of body about its 
body-fixed or non-inertial frame. The later three equations (Eqs. 

(4)–(6)) are Euler’s equations  which account for gyroscopic 
moments. The whole set of six equations are referred to as 

Newton-Euler equations. 

V. EXPERIMENTAL WORK  

In this section, the physical model of the four-wheel mobile 
robot with arm is developed using ardiuno module. The 

proposed object detection algorithm and gesture control 

approach are implemented on the physical model and are 
validated for pick and place application. Table II shows the list 

of electronic equipments used for the development of the 
physical model of the robot.   

TABLE II List of electronic items 

Description Q uality 
Gyroscopic sensor 1 

Ultrasonic sensor 1 

Servo motor 6 

Wireless module 2 

Ardiuno (1 uno + 2 nano) 3 
 

A. Development of the physical model 

 1)  CAD model: Initially, the CAD model of the robot is 

developed using CAD software (Solidworks) and the detailed 

views are shown in Fig. 6 (a-c).  
 

    2) Prototype model: In this section, the fabrication of the 

physical model is done. The chassis of the robot is made of 

aluminum due to its light weight properties. The ardiuno mega 

board is used to control the motion of all the wheels of robot and 

object detection algorithm. Also, the structure of the arms is 

made of aluminum. The separate ardiuno nano is used to control 

the motions of the arms. The wifi receiver is used to get 

command signal from glove data. Figure 6 (d) shows the 

physical model of the robot.  
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(a) (b) 

  
(c) (d) 

  Fig. 6 CAD model (a) front view, (b) side view, (c) isometric view and (d) 

prototype model 

VI. RESULTS 

In this section, the experimental results are mentioned and 

discussed. By performing number of experimental runs, it is 
estimated that the average maximum linear speed of the robot is 

4 cm/s. The experimentation time taken by the robot before pick 

and place operation is 56s. The linear speed of the robot is 
shown in Fig. 7 (a). During time 0-36s, the linear speed of the 

robot is 0 because the robot is turning about its C.G. to find the 
orientation of the object within its sensor range. After detecting 

the object, the robot starts to move towards the object. Initially , 
the speed of the robot is zero and after 2 sec, it reaches to its 

maximum speed of 4 cm/s. During the period of 38–54s, the 

robot moves with constant speed of 4 cm/s. Afterwards , when 
the distance between robot’s sensor and object is 10 cm, the 

robot is stopped. Similarly, the Fig. 7 (b) shows the angular 
speed (rad/s) of the robot during turning operation. The robot 

starts turning about its C.G. (first iteration loop) during time 
span of 0-18s. After 2 sec of stopping, again robot starts turning 

(second iteration loop) for a time period of 20-33s. The third 

loop starts from 35s and after 0.34 rad angle, the robot detects 
the object. Then, the robot starts to move towards the object. 

Also, the robot’s acceleration is shown in Fig. 7 (c). During 
constant speed of the robot, the acceleration is zero as depicted 

in Fig. 7(c).  

The displacement of the robot is illustrated in the Fig 8. 

Figure 8 (1-12) shows the overhead pictures of the robot during 
first iteration loop having ultrasonic sensor range of 40 cm. As 

depicted from the Fig. 8, the green colored area is 40 cm sensor 

range zone. During second iteration loop, the range of the sensor 
is increased by 40 cm to the earlier range value i.e. 40+40=80 

cm. Figure 8 (13-26) shows the overhead pictures of the robot 

while performing second iteration loop. 80cm of sensor range 
zone is represented by blue colored code. Figure 8 (27-28) 

shows the result of third iteration loop with sensor range 
increased by 40 cm to the previous range value i.e. 80+40=120 

cm. Once the object is detected by the robot, the robot starts to 
move towards object until the distance between robot and object 

is reached by 10 cm as shown in Fig. 8 (29-36). At last, gesture 

control pick and place operation is done. Figure 8 (37-63) shows 
the pick and place operation based on gesture controller.      

   

VII. CONCLUSIONS 

The purpose of this  research-work was to control the 

movement of the robotic arm with accelerometer/ gyroscope 

based gesture controller; this was quite effective and easy as 
compared to other input devices i.e. joystick, keyboard etc. 

Other important outcome of this research was the 
implementation of the simple and effective object detection 

algorithm on physical model of the robot. Also, single ultrasonic 
sensor was used to detect the object which reduces the cost of 

the robot. The effectiveness of the proposed algorithm and 

gesture control scheme were validated on the prototype model of 
the robot. The pick and place operation was considered under 

experimental work. The experimental results validate the 
efficiency of the proposed object detection algorithm and 

gesture controller. Further, the work will be extended to identify 
the desired object from the cluster of objects using fusion of 

ultrasonic sensors and robot mounted camera data.   

  
(a) (b) 

 
(c) 

Fig. 7 Experimental results of robot (a) linear speed, (b) angular speed and (c) 

acceleration.  
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Fig. 8 (1-12) First iteration with 40 cm sensor range, (13-26) Second iteration with 80 cm sensor range, (27-28) Third iteration with 120 cm sensor range, (29-36) 
Movement towards object and (37-63) Pick and place operation  
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Nomenclature 

C robot body 
F Force 

J polar moment of inertia 

M Mass 

M Moment 

x,y,z, displacement in three directions 

zyx  ,,  velocities in three directions 

zyx  ,,  accelerations in three directions 

θθ ,  angular velocity, acceleration 
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Abstract—Hybrid watermarking is a prevailing technique in 

the latest research and has a significant amount of real-time 

applications. Digital watermarking is utilized to protect copyright 

and security to multimedia content. In this paper, an algorithm is 

an amalgamation of image watermarking and audio 

watermarking algorithms. In case of image watermarking 

algorithm discrete cosine transform (DCT) and in case of audio, 

discrete cosine transforms (DCT) and discrete wavelet transform 

(DWT) are used to propose this Hybrid watermarking algorithm. 

Moreover, to refine the performance of the proposed scheme, 

error correction technique and Arnold transforms are employed. 

Peak sound to noise ratio and Bit Error Rate (BER) is applied to 

estimate the performance of this scheme to counter the Time-

Scale Modification and numerous attacks possible on images and 

audio as well. 

Keywords—digital watermarking; DCT; DWT; Arnold 

transform; cyclic code; signal processing, TSM; 

I.  INTRODUCTION 

Every user, organizations, etc. have a huge amount of data 
collection and due to ease in availability of technology and 
internet or communication network, an immense amount of 
information has forwarded among numerous clients (or users), 
Twitter, Facebook, WhatsApp and variant social media. In this 
scenario, attacks probability on data is fairly high because there 
is a different kind of techniques and tools which can infringe 
the copyright, copied or modify the information. So, it is 
mandatory to provide security, duplication control, owner 
authentication, protection, etc.to digital multimedia (like audio, 
image, text, video). There are generally three techniques 
watermarking, steganography and cryptography. Out of these, 
digital watermarking came out to furnish an effective solution 
to these problems stated above and turns into a popular 
technique.  Digital Watermarking embeds the original data into 
another digital data secretly by applying some algorithm [3] 
and it assures the user’s identification, copyright protection, 
security, etc. 

Digital watermarking can be text watermarking, audio 
watermarking, image watermarking and video watermarking. 
All these techniques have an overall three processes: 
Embedding, Detection, and Attack. In the embedding process, 
user’s data (i.e. watermark) is enrooted into another data (data 
could be image, audio, text, and video) and in the detection 
process, concealed data is extracted and in the attack process, 

numerous attacks are possible on watermarked data that 
tampered the original content and steal the information like 
copyrights, ownership, and others. 

Watermarking is classified based on perceptivity: (1) 
Visible watermarking, (2) Invisible watermarking, is frequently 
used one. Visible watermarking is embedding the picture or 
logo that is noticed easily. Invisible watermarking is piecing 
the watermark into an unidentified part of the data which 
cannot be perceived by eyes and watermarking approaches 
must be invisible. Invisible watermarking has important 
features which are security, imperceptibility, computational 
cost, and robustness. For secure watermarking, secret keys 
must be used and ensure the protection of copyright [15]. 
Watermarking system should have the potential of survival 
against processing attacks that is a robust feature of the system. 
Computational complexity is also a vital and deciding factor in 
the copyright of the scheme. 

Typically, Image watermarking has divided into two based 
on respective domains:  frequency domain and spatial domain.  
In the spatial domain, the embedding algorithm implant the 
watermark into the image right away or refurbish the pixel 
values [3]. Well-known spatial techniques are least-Significant 
bit technique (LSB) and SSM (spread-Spectrum) Modulation 
technique. In frequency (or Transform) domain, manipulate the 
spectral (or frequency) coefficient of the image to embed the 
watermark. In comparison with the spatial domain, the 
frequency domain is most preferable for watermarking because 
of better characterization of human Visual system. This domain 
is consisting of widely popular techniques DWT, DFT, SVD, 
and DCT [2, 4, 8, 16]. 

In audio watermarking, there are two broad domain 
categories: (1) Time domain (2) Transform domain.  In the 
time domain, imbed the watermark is directly into time domain 
i.e. mixing the pseudo-noise patterns to the host audio. This 
technique brings on the deterioration of the sound file due to 
prompt modification of bits. In Transformation domain, 
enables implanting of the watermark into a discernible 
component of host audio and this gives better permanence. It 
also utilizes the audio masking property of HAS (human 
auditory system) [5]. 

The approach in this paper is motivated by aggregation of 
more than one watermarking techniques, stated above. Here 
image and audio watermarking are mingled to structure a new 
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technique of watermarking that will address issues like 
copyright protection, authentication, security, etc. and to 
efficiently counter the numerous attacks which can damage 
either image or audio or secret data. This scheme will persuade 
others to fuse two or more than two techniques, the resultant 
scheme will be more effective, strong and efficient and produce 
better outcomes. 

The structure of the paper is as follows: section II will 
provide about related work and theoretical background useful 
for this. Section III describes the proposed scheme and 
algorithm. Section IV demonstrate the analysis and explanation 
of results. Section V signifies the conclusion and future work, 
after this there are references. 

II. RELATED WORK AND PRELIMINARIES 

Researchers have been trying to design an efficient 
watermarking approach to resist any kind of attacks and issues 
associated with it. This section will briefly describe the various 
schemes that are valuable for designing this scheme. 

Soumitra Roy and Arup Pal [1] proposed a multiple image 
watermarking scheme based on DCT and repetition code. 
Watermark’s bit is loaded into Blue and green component of a 
color picture, then DCT is employed after decomposing image 
into blocks and repetition codes are used to update AC 
coefficients of transformed block. Few larger AC and DC 
coefficient are kept unspoiled after DCT’s block scanning in 
case of multiple watermark insertion. That makes the scheme 
stronger and confident. 

Ali Al-Haj [2] suggested about aggregated DCT_DWT 
watermarking procedure for images. First and just next level of 
DWT Subbands are picked to place the watermark into host 
picture, in succession DCT is applied on carefully chosen 
DWT subbands. This enhanced the performance of this scheme 
in comparison to both individual watermarking approaches. 

Palak Garg et al. [4] presented a layout to guard against 
unauthorized access by integrating DSWT (discrete stationary 
wavelet transforms), DCT, Arnold transforms and SVD. 
Colored watermark is inserted into a colored picture. Addition 
of Arnold transforms into this hybrid algorithm make it more 
secure. The result shows good indiscernibly. 

Weizhen Jiang et al. [6] said, this scheme has designed for 
audio to counter synchronization attacks. Audio is fragmented 
into frames. Encrypt the watermark and generate watermark 
frame sequence number. Then watermarking sequence number 
is inserted into wavelet coefficients using mean stable property 
and take advantage of the global characteristic technique to 
prevent synchronization attacks such as TSM, jittering, pitch 
shift, etc. This scheme delivered the qualitative result as higher 
capacity, robustness associated with quantization length. 

Rohit M. Thanki and Ashish M. Kothari [7] drafted a 
technique to provide security and protection of copyrights to 
image using human speech signals. Hybrid coefficients of 
speech is evaluated by employing DCT and SVD. Then 
embedded into coefficients of the image which are obtained by 
DWT and FDCuT. Its performance is quite better than other 

techniques for the biometric system. A noise disturbance 
occurred when there is an increment in the embedding factor. 

Subir and Amit M. Joshi [8] intended to deliver an audio 
watermarking in which watermark is inserted with the aid of 
DWT and DCT, then error correction codes and arnold 
transform is used for advancement in the algorithm. Its 
performance has measured in SNR and BER. It has outstanding 
results against others scheme. 

A. K. Singh, M. Dave and A. Mohan [9] proposed a hybrid 
dual watermarking technique for images and it will help in 
telemedicine. DWT and DCT are employed in sequence to 
embed the watermark and additionally hamming code, BCH 
code, and Reed-Solomon code are popular error correcting 
codes. These codes are added to real bits of watermark for 
enhancement. 

M. J. Tsai and H. Y. Hung [10] demonstrate a scheme 
which is based on DWT, DCT, and sub-sampling. Image is 
divided into subbands and watermark is embedded by DWT 
and DCT, subsample the subband’s coefficient is also used in 
insertion. It was robust under different attacks. 

Sobha R. V. and Sucharitha M. [12] suggested an audio 
watermarking scheme for secret transfer of data. It takes audio 
watermark of lesser length, inserted into the original signal 
with DCT and DWT-SVD methods, then encrypted with the 
secure hash method. Its performance evaluation is based on 
MSE (mean square error) and PSNR (peak signal to noise 
ratio). On extracting process, watermark has minimum 
disturbance and quite good performance under synchronization 
attacks. 

A. Preliminaries 

Discrete Cosine Transforms is frequency domain-based 
technique. It is a frequently used and prevailing technique. Itt 
employed for compression that transforms the signal from 
spatial to another domain as well as decomposing of signals. It 
is basically sum of sinusoids with variable frequencies and 
magnitudes. Any signal can have multiple AC coefficients but 
only one DC coefficient is there. It displaces the pixel or frame 
values on the transformation of data. Low-frequency 
coefficients are used for storage of details about the signal. DC 
coefficient has all vital details about the signal, but the AC 
coefficient has only sufficient detailing. Energy compaction 
property has a crucial role in DCT. The input signal d(m, n) has 
a sampled value, m as row and n as a column of reshaped 
signal and N × M size. Its output is transformed signal e(u, v), 
has DCT coefficients in u, v row and column respectively: 

 

 

(1) 

Where  
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Fig 1. Embedding Procedure 

 
On the extraction process, it is inverse DCT: 

 

 

(2) 

It is well known for the decomposition of a signal into non-
overlapping blocks, this is block-based DCT transforms. It has 
the following output frequency: low, mid, high-frequency 
subbands. Based on individual’s approach, any output 
frequency band can be picked up for watermark embedding 
and each band has its own significance. 

Discrete wavelet transforms [10,16] is a multipurpose tool 
and it has its own advantages over DFT and DCT. It 
compromises with detailed information about the signal 
(audio/image). It decomposes the signal into several bands 
which are distributed for watermarked signal and assembled 
back to get the original signal. When DWT is applied, there are 
2-D filters which are used in reshaping and helps in dividing 
the signal into limited non-overlapping sets that are Lf (lower 
frequency), Hf (horizontal frequency), Vf (vertical frequency) 
and Df (diagonal frequency). The first set shows the coarse 
scale coefficient and other are fine scale. The Level of 
decomposition is directly proportional to security under 
attacks. 

Error correction code [4, 9]: when there are noise and 
distortion in the communication channel, it is difficult to 
recover the data from the channel. The original data is 
inculcated with extra bits in error correction process. It is used 
to enhance the recovery process of data. Generally, there are 
three correcting codes BCH code, Reed-Solomon code, and 
hamming code. Apart from these three, there is a cyclic code. 

Cyclic codes are easy to the device and are linear code over 
finite fields. Say a block of length n and C is a linear code 
which is cyclic code. Codes are defined by C only and the next 
codeword is gained by right shifts operation in between 
components. C is symbolized into polynomial form, 

      (3) 

This paper uses these cyclic codes. 

 
 

Fig 2. Extraction Procedure  

 
Arnold transforms [4] is used because it gives 

supplementary security together with existing watermarking. It 
does cut and slicing that is aligning the pixel matrix. It worked 
on the square size matrix of the signal such as M  M. Arnold 
transform is:  

      (4) 

Here, (x, y) belongs to original watermark and (x’, y’) 
belongs to displaced watermark. It is also known as a 2-D 
Arnold transformation. It is employed before embedding. It can 
be recovered in two ways:  inverse transformation by inversing 
the matrix and periodicity of application. Scrambling key is 
considered as a secret key. It will be used in decryption of 
signal.  

III. THE PROPOSED HYBRID WATERMARKING SCHEME 

In this scheme, there is a sequence of algorithms. The first 
step is image watermark embedding, it is done with the DCT 
method, second is audio watermark embedding done with 
DWT-DCT plus cyclic codes. Then audio and image 
watermark extraction occur in sequence. Fig 1 and Fig 2 
represent the watermark embedding procedure and watermark 
extraction procedure. 

A. Image Embedding 

Step 1: Read the image (im) and watermark (wt) with sizes 
of N  M and n  m respectively. After reading wt convert 
into binary. 

Step 2: divide the image into n  n nonoverlapping blocks 
by employing DCT (dct()). 

Step 3: enroot the watermark into the image’s blocks. Each 
watermark bit will be embedded into the first bit of every block 

Step 4: after all embedding, now recombination of every 
cell to get back the image by changing complete row cells of 
blocks 

Step 5: now change row cells into the particular column to 
generate a watermarked image by inverse DCT (@dct()), and 
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finally output is stored. It is treated as watermark in the next 
algorithm. 

 
Fig 3. Inputs to Image watermarking 

B. Audio Embedding 

In this algorithms, binary cyclic codes are employed on the 
image’s matrix to encode. The character ‘μ’ is the constant 
which is μ × 2 is equal to the size of matrix. The watermark 
key and Arnold transform is used to figure out transform 
iterations. 

Step 1: Utilize DWT technique on the audio signal and 
decompose that in subbands {Lf, Hf, Vf, Df}. 

Step 2: For embedding and processing, this scheme selects 
Hf and Vf. Then implement DWT (Haar wavelet) on selected 
subbands like {Hf1, Hf2, Hf3, Hf4} and {Vf1, Vf 2, Vf 3, Vf 
4}. 

Step 3: Again, select middle bands {Hf2, Hf3}, {Vf 2, Vf3} 
from above two for three-level DWT implementation and now 
further pick four subbands from each subband after three-level 
DWT {W1, X,2 Y3, Z4}. Uniform sized blocks are created by 
dividing each block and perform DCT on each. Watermarking 
key is used to generate random sequence (PN1 and PN2). 

Step 4:  Reshape the binary watermark of size N  N 
(output of algorithm 1) U = μ  2 and apply cyclic codes for 
encoding the watermark. Then for improving recovery, binary 
codes are used for encoding. 

Step 5: Apply second level of cyclic encoding U1 = U(: , 
1:2) and U2 = U(:, 2:3) . Matrix U1 and U2 are reshaped. Now 
map V1 with U11 and U12, and V2 is mapped with U21 and 
U22. V is a matrix of V1 and V2. Scrambled the V with 
watermark key. 

Step 6: following rules are employed in watermark 

embedding: 

 If V(k) = 0 

 Then m_coff = m_coff + PN1 

 If v(k) = 1 
 Then m_coff = m_coff + PN2 

Step 7: To generate watermarked audio, perform inverse 
DCT and inverse DWT. 

 
Fig 4. Watermarked Image 

C. Audio Extraction 

Step 1: Implement 3_level DWT and decompose the 
reshaped watermarked audio as a matrix of H  H. 

Step 2: Induce 2 random sequence and they have the same 
length as DCT’s mid_band coefficient. DCT is applied to each 
block’s mid_band coefficient. 

Step 3: Extraction rule to find watermark bits: 

If correlation (m_coff and PN1)>correlation (m_coff and PN2) 

 V(k) = 0 

If correlation (m_coff and PN2) ≥ correlation (m_coff and 

PN1) 
 V(k) = 1, it is mined watermark bit matrix. 

 
 

Fig 5. Waveform of Host Audio 

 
Step 4: Apply inverse arnold on V by using watermark key 

and then reshape it as Ew = μ  4, create Ew1 and Ew2 from 
Ew by dividing it horizontally. Then do vertical separation to 
make Ew11, Ew12, Ew21, and Ew22 of size μ/(2  2). Lastly 
join Ew11 and Ew12 horizontally, as a U1 and same as U2. 

Step 5: To create U1’ and U2’ from U1 and U2 by cyclic 
decoding. Eliminate the second and first column of U1’ and 
U2’ respectively. Then combine these two for finding U. 

D. Image Extraction 

Step 1: load the extracted watermark picture from the above 
algorithm and initialize all required parameters and variables. 

Step 2: split the picture into nonoverlapping blocks of size 
n  n. 

Step 3: extract the blocks one by one and deploy the DCT 
method on them. Meantime it store the DCT values in the new 
block for cross-checking and row_wise formatting in n × n 
elements. 

Step 4: perform the extraction process without using DCT 
and store its values also. 

Step 5: Now compare these values and find the exact 

watermark by following rules: 

 If diff ≥ 0 

 Then ex_bit = 0 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 313



 If diff < 0 
 Then ex_bit = 1, extracted bit of watermark is denoted 

as ex_bit. 

 
Fig 6. Waveform of Watermarked Audio 

 

IV. EXPERIMENT RESULTS AND DISCUSSION 

In image watermarking procedure, watermark image is 
taken as 16 × 16 size and other is 32 × 32. Finally, it will 
generate a watermarked image of 16 × 16 size. In case of an 
audio procedure, different audio files are taken as original track 
of 512 × 512 size and all the tracks are of ‘.wav’ format. 7 is 
the iteration and random sequence length in arnold transform. 
This paper is implemented on Windows 10 platform, 
MATLAB v2018Ra and TSM toolbox [11] which will be in 
action to perform TSM attack. 

The proposed scheme is evaluated in terms of the 
performance parameters like PSNR (peak sound to noise ratio), 
BER (bit error rate). The Strength of scheme is denoted as 
BER. Perceptibility property and distortions are recognized by 
PSNR values. The amount of differentiation between any two 
signals is calculated as a PSNR value and it also tells about an 
image’s quality (original and extracted picture). It is calculated 
as: 

      (5) 

Maximum pixel size is P. SNR is calculated for audio 
signals and is evaluated with respect to noise power. Ssignal and 
Snoise are the power of audio and noise respectively. SNR is: 

      
(6) 

While communication, the difference between a number of 
bits in the original image and the extracted image is termed as 
bit error and the ratio between the number of errored bits to 
number bit sent is called BER. It is calculated as: 

      (7) 

 

 
Fig 7. Extracted watermark from Audio 

Figures 3 is about initial inputs given to the system, Fig 4 is 
the output of the image embedding algorithm and it is given as 
watermark input to audio embedding. Fig 5 and Fig 6 shows 
the waveform of host and watermarked sounds. Fig 7 is the 
pulled watermark by the audio extraction process. Fig 8 
displays the difference between host and watermarked tracks. 
Fig 9 is the final watermark which is extracted lastly with 
image extraction. 

This paper also considers the numerous attacks possible on 
either image and sound. Table I and Table II will show the 
results of this scheme under two situations when information 
sharing on safe network and otherwise attacks happen on 
network. In both scenarios, the scheme is tested and analyzed. 

 
 

Fig 8. Difference between host and watermarked sounds 
 

In table I, there are five tracks of 5 sec, 7 sec, 1.44 min, 10 
sec and 3.34 min same in the order given in the table.  For pop 
audio file BER has value 10 and PSNR value is 62.2154. these 
values are easily enumerated in MATLAB because it has 
predefined functions [14]. In the same way, these values are 
calculated for each example to test the scheme. 

Table I scheme analysis under normal scenario. 

Sound Tracks BER SNR PSNR 

Pop  10 0.201 62.2154 

Jazz  3 0.313 52.5294 

Classical  4 0.2842 Inf 

Bach  0 1.3768 Inf 
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Looney  3.9 0.198 63.9423 

 

Table II shows the scenario when a scheme is under attacks 
like signal processing and TSM (time-scale modification). 
These attacks are either signal processing attacks or 
synchronization attacks like noise addition, resampling, etc. 
comes under SP attacks and rest of attacks comes under 
another type of attacks. In this paper TSM is implemented with 
variation like TSM – 25%, TSM – 10%, TSM + 10% and TSM 
+ 20%. TSM manipulations are organized with the aid of TSM 
toolbox [11] which gives TSM implementation. Cropping is 
done by taking a certain sound length and apply random 
function. Some minimum and maximum values and attacks 
happen in-between the range. Resampling is performed by 
multiplying the original sample rate with an appropriate value. 

Table II. The scheme is under attacks scenario 
 

Sound 

File 
Attacks BER PSNR 

    
Proposed 

Scheme 

Proposed 

Scheme 

Pop 

Random Cropping 18 59.6605 

Requantization 125 51.2441 

Resampling 10 62.2135 

Noise 20 59.2042 

TSM -25% 14 55.2671 

TSM - 10% 21 58.1664 

TSM + 10% 26 60.1893 

TSM + 20% 10 56.1268 

Jazz 

Random Cropping 19 61.4212 

Requantization 6 Inf 

Resampling 44 55.7781 

Noise 7 Inf 

TSM -25% 13 50.8211 

TSM - 10% 10 54.2545 

TSM + 10% 16 56.2172 

TSM + 20% 9 49.9517 

Classical 

Random Cropping 22 61.7519 

Requantization 8 Inf 

Resampling 126 52.0104 

Noise 11 72.2169 

TSM -25% 14 62.3642 

TSM - 10% 8 53.9826 

TSM + 10% 13 59.0054 

TSM + 20% 10 56.1833 

Bach 

Random Cropping 26 62.7523 

Requantization 6 59.3579 

Resampling 95 56.9511 

Noise 0 Inf 

TSM -25% 18 63.1425 

TSM - 10% 12 55.9456 

TSM + 10% 19 64.5297 

TSM + 20% 15 60.3922 

Looney 

Random Cropping 22 61.9442 

Requantization 6 55.3214 

Resampling 102 57.2584 

Noise 2 Inf 

TSM -25% 20 65.2545 

TSM - 10% 16 62.4006 

TSM + 10% 22 66.2021 

TSM + 20% 18 62.9138 

 

Noises have multiple types like white noise, AWGN noise, 
etc. In this study, AWGN noise is used to create an attack. 
Herein audio samples are utilizing for adding AWGN with its 
specific value. Most of these manipulations are carried out 
straightly in MATLAB, it has in-built functions which are 
dynamic according to the requirement. 

 
 

Fig 9. Finally extracted watermark 
 

V. CONCLUSION AND FORTHCOMING STUDY 

This study delivers the new hybrid scheme which is 
comprised of two contrasting techniques that are Image and 
Audio Watermarking. This scheme is relying on blind 
watermarking approach [13]. This hybrid scheme is generally 
partitioned into two segments. One is embedding, in which the 
watermark is enrooted into the picture by utilizing DCT 
method of decomposing into nonoverlapping blocks and then 
reshaping, rearranging of these blocks after that perform 
inverse DCT operation to get the image i.e. watermarked. This 
will be considered as a watermark to audio insertion process 
which is implemented by three-level DWT decompose, 
followed by DCT operation on middle-frequency bands. Here 
cyclic codes (error correction code) are accustomed for 
encoding of the watermark and arnold transform which will 
enhance the security and generate a watermarked audio. 
Another segment is extraction, the output of previous 
procedure is input to audio watermark pulling and three level 
DWT after that DCT applies on particular subbands, then 
cyclic code decoding and inverse arnold transform acted upon 
it to withdraw the watermark from a sound file. This will be 
passed to DCT decomposition, reshaping applied to pull the 
final watermark in image watermark pulling process. 

Numerous attacks are carried out to examine the strength, 
quality, and invisibility of scheme. Experimental results reveal 
quite effective response in safe or attack scenario in contrast 
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with existing approaches. The performance of implemented 
schemes is assessed in BER, SNR, and PSNR. 

A forthcoming study on this scheme will be on making it 
more robust against other serious attacks like pitch shifting, 
dual attacks, etc. and this idea will be researched by 
aggregating other techniques to boost the security and 
protection against manipulations. The performance parameters 
like PSNR, SNR, and BER can be modified to improve the 
robustness and security of this approach. 
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ABSTRACT: 

This paper presents the analysis of two types of boost converter for PV and Wind in a hybrid Micro-grid. The 

main aim is to improve the voltage gain capacity of conventional boost converter used in PV and Wind sources 

for a Hybrid micro-grid. Boost converters are dc to dc converter used to increase the input voltage. Conventional 

boost converters have low voltage gain capacity with high duty ratio. To eliminate this problem a new three level 

boost converter which improves the voltage gain capacity with low duty ratio is proposed for PV and a new 

coupled inductor based boost converter is used for Wind, this also has a high voltage gain capacity. Through this 

modified converter the voltage gain capacity is increased. The circuit is designed in MATLAB/SIMULINK and 

results are verified. 

Keywords: Renewable Energy, Boost Converters, DC Micro-Grid 

INTRODUCTION 

There are many isolated locations in the world, 

which don’t have approach to electricity. There are 

also many places, which are connected to the grid, 

but, they don’t obtain electricity for up to 10-12 

hours in the day. Many of such places are rich in 

renewable energy (RE) sources such as wind, solar 

and bio-mass.  

Contemporary distribution system is 

experimenting the use of these DERs and thus 

forming power clusters [1]. This power cluster is 

called as Micro-grid. Micro-grid is of two types – 

Alternating Current Micro-grid (ACMG), and Direct 

Current Micro-grid (DCMG). If the micro-grid has 

two type of sources, then it is called a hybrid micro-

grid. Basically the DERs such as solar PV systems, 

fuel cell operates at DC. Using power electronics 

circuits, a DC link capacitor can be formed to feed 

DC loads. For AC loads we can use an inverter at 

each section to convert DC power to AC power and 

this type of grid is AC micro-grid. 

In AC micro-grid most of the DERs supply power to 

AC mains network and require costly and inefficient 

power inverters, even where the power may 

ultimately have delivered to a DC device. [3,5]. 

Whereas in DC micro-grid all the sources will be 

DC. In current world electrical loads in buildings 

such as computers, light emitting diodes (LEDs), 

etc. are supplied by DC power. Also most of the 

renewable energy sources produce DC power. Apart 

from decreasing financial costs, a main advantage of 

DC micro-grid is that the low risk of dangerous 

electric shocks from low voltage DC makes plug-

and-play grids a possibility [8]. This also reduces the 

cost of installations of micro-grid, and will 

embolden end users to take responsibility to 

understand and control their own energy usage. By 

executing intelligence and internet facility to DC 

micro-grid controllers it will further enhance 

consumer involvement with AC devices – through 

smart metering and in result with dynamic 

demand management. In association with schedule 

of high and low power consumption, therefore it will 

help to reduce costs. [10] The problem with DC 

micro-grid is that the renewable energy sources 

produce only a small amount of power therefore we 

must use a converter to boost this power to integrate 

to grid only a small amount of power therefore we 

must use a converter to boost this power to integrate 

to grid. 
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Fig,1. General Micro-grid 

Traditionally use of boost converters but these have 

low voltage gain, hence it should be necessary to 

increase the number of boost converters. But the 

efficiency of boost converter is less for high gain i.e. 

for 

very large duty cycle. Therefore, for conventional 

boost converter we cannot achieve high gain 

operation. Efficiency will be as poor as 60% for a 

duty cycle of 0.7[12]. Whereas it will have a highest 

efficiency for duty cycle of 0.5. To achieve low 

ripple of ripple free current the use of the Cuk and 

Sepic converters has been proposed [7]. However, 

the Cuk and Sepic converters have higher switch 

voltage and current stresses than the Boost 

converter, which may result in a low efficiency. 

Therefore, boost topology may still be preferable. 

 

 
Fig.2. Conventional Converter 

Therefore, to overcome these disadvantages of 

conventional boost converter a modified boost 

converter is proposed. In this a three level boost 

converter whose feature includes low devices 

voltages stress requirement for high voltage 

application, small inductor size that leads to the 

reduction of cost and size and can be operated with 

a wide range input voltage for Wind [13]. And for 

PV a high gain coupled inductor based interleaved 

boost converter is used, it has the following features, 

it improves the transfer characteristics, as well as 

system efficiency even for high power levels. 

 

PROPOSED SYSTEM 

 
A. Circuit Description 

 

This paper proposes a three level boost converter 

and a coupled inductor based interleaved boost 

converter both has high gain. These boost converter 

has the ability to convert low voltage of PV solar 

system and wind farm to high voltage without the 

use of more number of boost converter. 

 
Fig3. Basic Block Diagram 

The proposed system consists of a Solar 

PV array which is designed to give an 

output of 48V RMS and 67 V Peak. In this each solar 

cell is designed with 4.75A short circuit current, 1V 

open circuit voltage, 25deg Celsius system 

temperature, 1000 W/m2 irradiance. Wind turbine is 

also designed to have an output of 48V RMS and 67 

V peak. The output of solar is boosted using the 

modified three level boost converter. And the output 

of wind is boosted using coupled inductor based 

interleaved boost converter. The output of both these 

converters are coupled and given to inverter to 

produce AC voltage for AC applications. 

 

B. Working of Modified converter 1 

 

Fig 4 shows the proposed circuit. It 

consists of 4 switches S1 to S4, two inductors (L1, 

L2) and two output capacitors (C4, C5). Output of 

wind is given to this converter which is AC 

therefore, first it converted into DC by using diode 

bridge rectifier boost the voltage to required level of 

the grid. In this 

paper, the output of the converter is coupled with 

output of coupled inductor boost converter of PV. 

Then from this coupled output DC loads are directly 

fed and also an inverter is connected to convert it 

into AC to feed AC loads. 

 
Fig.4. Three Level Boost Converter 

 

Mode 1 : Fig 4 (a) shows mode 1. In this 

mode the current flows through inductor 
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L1 , S1, L2 , S3. Therefore, the active switches are 

S1 and S3. Output is taken across R. 

 
Fig 5. Mode 1 

 

Mode 2 : Fig 4(b) shows mode 2. In this 

mode there are two current paths. One is 

through inductor L1 , S1 and Vin. Other 

one is through L1, L2, S4 and Vin. Therefore 

switch S1 remains in on state S3 is turned 

off and S4 is turned on. 

 
Fig. 6. Mode 2 

 

Mode 3 : In this mode S4 is turned off and 

S3 is turned on again therefore it is same as 

that of mode 1. 

 
 

Fig 7. Mode 3 

 

Mode 4 : Fig 4 (d) shows mode 4. In this 

mode S1 is turned off and S2 is turned on. 

S3 remains on. Current flows through Vin , 

L1, L2 and S3. Another path is through Vin 

L1 , C4 and S3. 

 
Fig 8 Mode 4 

 

C. Working of Modified converter 2 

 

Fig9. Shows the circuit diagram of coupled inductor 

based interleaved boost converter. It consists of 2 

switches S1 and S2, a inductors (Lin), coupled 

inductors(L1 and L2) and a output capacitors (Cf) 

Output of solar is given to this converter which boost 

the voltage to required level of the grid. The output 

of the converter is coupled with output of TLB 

converter of wind.  

. 

 

Fig. 9. Coupled Inductor Based Interleaved Boost 

Converter 

Mode 1: Switch S1 is ON Current flows through 

inductor Lin and L2 .Both gets charged. Since L2 is 

coupled inductor L1 also get charged due to mutual 

inductance. Diode SD1 turns ON and capacitor is 

charged. 

 

Fig.10 . Mode 1 
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Mode 2: Switch S1 and S2 is ON. All the inductors 

get charged by the paths of current. Output is 

supplied from the capacitors. 

 

Fig.11. Mode 2 

Mode 3: Switch S2 is turned ON. Current flows 

through Lin and L1. Since L1 and L2 are coupled 

inductors L2 also get charged. Diode D2 is forward 

biased and capacitor is charged. 

 

Fig.12. Mode 3 

D.  DESIGN EQUATION 

In the proposed converter the voltage gain 

is given by 

𝑉𝑖𝑛(1 + 𝐷) 𝑇𝑠 2⁄ = (𝑉01 − 𝑉𝑖𝑛)(1 − 𝐷) 𝑇𝑠 2⁄                                                  
                                                            (1) 

 

𝑉01(1 + 𝐷) 𝑇𝑠 2⁄ = 𝑉02(1 − 𝐷) 𝑇𝑠 2⁄       (2)     

 

Where (D) is the duty ratio defined as the 

time interval when S1 , S3 are both turned on 

during half switching period (Ts/2). 

 
𝑉0

𝑉𝑖𝑛
=

2

1−𝐷
                                                    (3) 

 

From equation (3) it is clear that the gain is 

twice than that of conventional boost 

converter.With minimum input voltage Vin 

,maximum current ILin flows through the 

inductor for a fixed output Po.The inductor value to 

maintain the ripple is 

𝐿𝑖𝑛 ≥
(1−𝐷)𝐷𝑉0

4∗𝑥%𝐼𝐿𝑖𝑛 𝑚𝑎𝑥
∗

1

2𝑓𝑠
                              (4) 

 

Lin= 280 micro Henry 
 

𝐿𝑠 ≥
(1−𝐷)𝑉0

𝑧%∗𝐼𝐿𝑖𝑛 𝑚𝑎𝑥
∗

1

2𝑓𝑠
                                    (5) 

 

Ls = 960micro henry 

In this paper 30% of current ripple of the 

corresponding average current is given to 

all the inductors in the circuit. 

The current relation between the two 

inductors is found as 

 

𝐼𝐿𝑠 =
𝑅01

𝑅01+𝑅02
∗  𝐼𝐿𝑖𝑛                                            (6) 

 

Efficiency can be calculated by 
𝑂𝑢𝑡𝑝𝑢𝑡 𝑝𝑜𝑤𝑒𝑟

𝐼𝑛𝑝𝑢𝑡 𝑝𝑜𝑤𝑒𝑟
= 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦                         (7) 

E. CONTROL SYSTEM 

Figure 5 shows the control system of the proposed 

system. During time interval 0 to DTs/2 switches S1 

and S3 are in on condition. During time interval 

DTs/2 to Ts/2 switch S1 remain in on condition while 

S3 is turned off and S4 is turned on. In the next 

interval first situation is repeated. After that upto Ts 

S1 and S4 are off. S2 and S3 are in on condition. To 

obtain this condition it must give same pulse to S1 

and S3. By giving a delay of half the time period and 

give it to S2 and S4.  

 

SIMULATION RESULTS 
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Fig.14. PV Voltage 

Fig.14 shows the voltage verses time 

graph of solar panel. Output voltage is 

12V. Voltage increases from zero to 60V. 

From time 0 to 0.025 voltage is increasing. 

After that the voltage becomes steady 

 

Fig.15. PV Current  

Fig.15 shows the current of solar PV. 

The value of current is 4.7. In these each 

of these solar cell was designed with 

4.75A short circuit current. 

 

Fig. 16 Output Voltage of Three Level Boost 

Converter 

Figure 16 shows the output voltage of three level 

boost converter. It is the converter of Wind. It boosts 

12V of Wind to 68V after being rectified by the 

diode bridge rectifier at the front end. It shows a 

steady increase in voltage. As the PV charges the 

voltage also increases. 

 

Fig.17. Output Voltage of Coupled Inductor Boost 

Converter 

Figure 17 shows the output voltage of three level 

boost converter. It is the converter of PV. It boosts 

12V of PV to 68V. It shows a steady increase in 

voltage. As the PV charges the voltage also 

increases 

 

Fig 18. Switching Pulse 

Figure 18 shows the switching pulse of the 

converters. From this it is clear that with this much 

small duty ration we could boost the voltage 5 

times. Therefore, these converters increases the 

efficiency of the system.  

 

Fig.19. Inverter Output 

Figure 19 shows the output voltage of the inverter. 

The output of both the converters are coupled and 

given to the inverter. It will produce the AC output 

for AC applications. It produces 68V AC. 

CONCLUSION 

This paper proposes two novel high gain boost 

converter for solar PV system and Wind system in a 

DC micro-grid. Boost converter is a DC-DC 

converter used to increase the output voltage. 

Efficiency of boost converter decreases with 

increase in duty ratio. This paper showed two high 

gain boost converter with low duty ratio. Thus we 

can improve the efficiency of the system. Also the 

conduction losses are reduced by using three level 

boost instead of three individual boost converter. 

Also by using coupled inductor boost the current 

ripple is reduced. High power. Power sharing. 

Component rating is reduced and hence cost is 

reduced. Matlab/simulink based results proved the 

effectiveness of proposed configuration.  
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Abstract— Now a day’s rapid amount of data was increased 

due to new types of data generation device as well as storage 

devices. So a large amount of repeated data will be generated and 

stored in cloud service. Repeated data will be drastically reducing 

the storage space of the cloud environment. So that we need to do 

the data deduplication that is data block or chunk exactly stored 

only once in the environment. Data deduplication can be applied 

in different storage types, archives or backup storage, primary 

storage, disk drives, and RAM. The contribution of this paper 

classifies the data deduplication techniques in the primary storage 

system and identifies the performance and challenges of each 

technique in primary storage. Finally, ongoing research issues 

and undefined design points of deduplication techniques in 

primary storage are recognized and discussed. Primary storage 

system contains mutable data that means data often changed or 

removed, but the backup storage system mainly contains 

immutable data that is which never changed frequently and also 

some data could not be deleted at any time. In this article, we are 

analyzed various deduplication techniques of primary storage.   

Keywords— Data deduplication, primary storage, cloud service. 

I.  INTRODUCTION  

Data deduplication is the process of scrutinizing a 

data set or IO files storing and sending distinct data. Additional 

copies of the same data removed, maintain exactly one copy of 

the data in the storage system. It is also the process of 

eliminating repeated copies of blocks of data and reduce 

storage. Data deduplication methods make sure that only 

unique contents are present in the storage system like primary, 

archive, disks, and flash or tape. Repeated data blocks are 

pointed through the index of unique content. 

Deduplication system design change according to the 

storage environment. Deduplication classified by the following 

criteria granularity, locality, timing, indexing, technique, 

distribution scope. Data deduplication classified based on the 

different types of storage like primary, secondary, RAM, Solid 

state drive (SSD)[4]. In that primary, RAM, SSD has less 

attentiveness need to improve throughput, I/O latency and 

increase space saving. Nitro methodology helps to improve the 

SSD cache capacity and provide a better trade-off between 

SSD durability and performance of the primary storage 

system[8]. For backup system manage scalability, reliability, 

and security needs further improvements. Primary 

deduplicating blocks in primary workloads secondary 

deduplicating in the backup or archival system. Both primary 

or secondary more or less similar processing operations.[5][6]. 

Data to be forms of the byte stream and segmented into chunks 

or blocks. Major two types of chunking algorithm are fixed 

size chunking and CDC (content defined chunking).  

 

Benefits of deduplication include: 

•    Reduced an amount of data space in a storage system. 
•    In primary storage system maximize the flash storage 

capacity 

•    Lower bandwidth consumption. 
•    Higher data holding periods. 
•    Fast recovery. 
•    Reduced tape backups 

Deduplication methods works based on the data types 

Fig 1shows the classification of data types. Data deduplication 

and multimedia deduplication Date deduplication is document 

or text, multimedia deduplication image video or audio files. 

Text deduplication again classified as two types of file-level or 

block level deduplication. File level deduplication entire files 

are compared with their hash value. In this method does not 

give high efficiency. Block level deduplication achieve good 

efficiency compared with file level. Files are divided as blocks 

are chunks this process also called chunking. That chunks may 

be a fixed size or variable sizes depend on the deduplication 

system. Fixed and variable size chunking gives better storage 

efficiency. 

 
Fig 1. Classification of Deduplication methods 
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A. Chunking process 

Each and every chunk have chunk id for unique representation. 

Chunk id calculated by a cryptographic hash function. Index 

table maintains the collection of unique chunk information. 

Chunk information maintained as KV-pair structure, i.e, Key-

Value pair. ID denoted as a key and other related information 

act as a value[7]. Deduplication system searches the newly 

created chunk id in index table if matches fond new chunk id 

won't be stored in an index table. Chunking process creates 

performance issues like time-consuming for chunk id creation 

and searching process, a large amount of cache memory used 

for storing index table[7]. 

 
Fig 2. Fixed vs variable size blocks 

Figure 2 shows the differences between fixed and variable size 

blocks for example File 1 sliced as a four fixed block size 

named A,B,C,D after sometimes file was updated content may 

be adding or deleting some data from the original file and 

named as a new file file2, now file2 try to upload in the cloud 

environment file2 going to be sliced with same fixed size now 

we get different blocks named as E, F,G, H, all other content of 

data similar to the file1 except few additional data but even we 

are getting different block due to fixed size. This what consider 

as a disadvantage of a fixed length of chunking process small 

updating will give dramatic changes in the chunking. But 

processing was easy compared with others. So that variable 

size chunking reduce the problem of fixed one Fig 2 shows 

clearly except block E remaining will give the same result So 

we do not want to save it again simply through indexing we 

can refer the remaining blocks showed in fig 3. Through this 

method, we will get effective storage space compared with 

fixed size block but processing was hard compared with others. 

 
Fig 3.Deduplication reference information 

II. DEDUPLICATION METHODS PRIMARY DEDUPLICATION VS 

BACKUP DEDUPLICATION 

For hash deduplication system to find the redundant 

data whole file break into the block. If data in one chunk 

similar to data in another chunk, due to changes or updating of 

any one block even one or two byte of data, two blocks will be 

generated different hash values and system have to store both 

the block even major content are similar to each other. Some 

backup deduplication system used variable size blocks to 

maximizing the performance of the deduplication system. To 

find out the block boundaries variable block deduplication 

needs a lot of computing power. So that primary deduplication 

system mostly used fixed block size, since primary storage 

deduplication has to balance write latency against 

deduplication efficiency.[24] 

III. DEDUPLICATION ALGORITHMS FOR PRIMARY STORAGE 

The following two methods are mainly focused on 

primary storage to decrease storage space and increase the 

performance of input and output latency.1. Offline 

deduplication 2. Inline deduplication. Offline deduplication 

minimizes the additional computational resources and storage 

area[15]. But it has some following problem of extra reads 

from the storage, concurrency issues arise. But inline 

deduplication system overcomes the problem of the offline 

system as well as reduce the input-output latency.[4] 

A Major challenge in primary system tradeoff 

between space saving and cost. The Smaller size of more 

number of chunks will give space efficiency but it increases 

the Larger index structure, so that cost also increased to 

maintain the index structure. If index too large then partially 

loaded into the RAM obviously number of disk input and 

output operations are going to be raised. A Distributed hash 

table (DST) used to manage the tradeoff between scalability 

and gain, but it shares the data into distinct client this will arise 

the problem of privacy and security issues. 
Huijun Wu et al., they found the limitations of 

deduplication techniques in primary storage mainly the 
following two methods first inline cache, second post-
processing deduplication[3] 

A. Inline 

Fingerprint cache mechanism was used to achieve 
deduplication. Sometimes fingerprint lookup table greater than 
physical memory size this one considered as a flaw of this 
method, and also inline cache method does not give a 
guarantee that all the duplicate blocks are eliminated. 

B. Offline deduplication 

DEDIS one of the offline deduplication method. DEDIS 
fully decentralized method So it could avoid the single 
point of failure, It does not depend on storage workload, 
deduplication achieved on the whole cluster chunks are 
fixed size of blocks(4KB). most of the techniques do not 
compare the full content of blocks, in place of checks only 
chunk signature. DEDIS follows decentralized method so 
that it maintains an index of unique chunk signature and 
metadata are distributed. DEDIS overcome the alignment 
issues of DeDe. Table 1 describes various inline and offline 
deduplication methods and its performance. 
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TABLE 1 COMPARISON BETWEEN INLINE AND OFFLINE 
DEDUPLICATION SYSTEM 

Inline deduplication system Offline deduplication system 

 iDedup, Live DFS, 

DBLK[21] techniques  

 increases the speed 

of index lookup 

operation and 

avoiding disk 

access. 

 Storage space 

reduced 

 Centralized 

deduplication 

 Deduplication 

target at backup 

and archival data. 

 Opendedup and ZFS  

 reinforce multi-

host inline 

deduplication for 

dynamic data. 

 Require large 

RAM capability for 

indexing chunks. 

 DDE – Duplicate data 

elimination 

 For SAN file 

system 

 A Centralized 

metadata server 

 The Flaw of this 

method single 

point of failure. 

 DeDe – Decentralized 

deduplication 

 Centralized 

component 

avoided 

 Offline 

decentralized 

deduplication for 

VM volumes 

 Index structure 

used that is 

accessed by all 

the nodes with 

the locking 

mechanism. 

 

C. Post processing 

The Drawback of this method before removing the 

block it was already written into the disk, resource contention 

was the main problem since a lot of duplicates blocks to be 

removed. 
To improvise the efficiency of caching mechanism they 

follow a two-phase process, the workload was distributed such 
a way in the inline phase itself number of duplicates chunks 
are identified, so that less number of blocks need to be written 
into the disks. impact of this process input and output 
performance was increased and the workload of post-
processing was reduced. 

D. Cache based algorithm 

Both LRU and ghost cache carry out poor performance due to 
memory overhead in the primary storage environment, to 
accomplish this flaw TLE-LRU (Temporal locality estimation 
LRU) and hybrid deduplication mechanism arrived. Compared 
with DIODE SLADE reduce the load of post-processing 
deduplication process, reduce the cache contention problem for 
primary storage. In SLADE dynamic locality estimation 
method was implemented to improve the inline deduplication 
performance. Table 2 explain about the cache based algorithm 
and its performance. 

In the primary storage environment cache algorithm and ghost 
cache approach has following drawbacks former cannot 
manage with fingerprint cache management later it is only for 
weak locality but it highly affected by memory overhead 
problem. To overcome these problems the hybrid approach of 
SLADE  with TLE-LRU was implemented. Through this 

hybrid approach, they achieve high inline cache efficiency, the 
workload of post-processing deduplication was reduced, 
improve the inline ration up to 39.70% compared with idedup. 
Disk capacity also reduced up to 45.08%comparedwith post-
processing.[3]. 

TABLE 2. CACHE BASED ALGORITHM 

Algorithm Performance 

1.LRU - least recently used[3] 

 
 Unable to handle a mixed 

level of temporal locality 

2. Ghost cache[3]  It is For weak locality 

problem 

 LIRS(Lower inter-reference 

recently set) replacement 

policy and ARC (Adaptive 

replacement cache).  

 ARC method better than the 

LRU 

3.SLADE – Stream locality 

aware deduplication[3] 
 Based on the threshold 

blocks are eliminated whose 

size greater than the 

threshold value.  

 The threshold will be 

changed dynamically 

according to the data stream. 

 It is For primary 

deduplication. 

4. DDFS – Data domain file 

system [1] 
 To improve the fingerprint 

indexing rate limiting 

method was used. 

 It is for backup deduplication 

5. DIODE – Dynamic inline 

off-line deduplication [2] 
 It is for primary 

deduplication. 

 Deduplication based on file-

based file extension, the file 

type is not enough for 

deduplication performance 

 

IV. DAC 

The single cloud storage server has a number of 

important issues like vendor lock-in problem, availability, 

security. Cost increased for user want to migrate from one 

cloud storage system to another means all the data has to 

migrate from old service provider to new system this migration 

cost too higher than the cost of the old service provider this is 

called vendor lock-in problem. If all the data stored in a single 

cloud service provider means it can be easily attacked by 

hackers. 

DAC deduplication assisted the primary system in a 

cloud of cloud it overcomes all the problems in a single cloud 

server and also avoids the integrity ensure the confidentiality 

and integrity of outside attacker. DAC removes the 

unnecessary data and distributes the data among multiple 

independent clouds. It improves performance and cost 

efficiency.[16] .DAC used fixed chunking algorithm. 

Compared to fixed size chunking variable size chunking may 

be given data redundancy problem in primary storage.[16]. 

DAC lagging in the reliability analysis and secure data 

deduplication 
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A. Clouds of cloud 

Several systems working under clouds of cloud 

concept like RACS, HAIL, NC Cloud, Dura cloud, DEPSEY, 

HYRD, and DAC.RACS used erasure coding to decrease the 

vendor lock-in problem. HAIL gives the integrity and 

availability assurance for the stored data. NC Cloud cost-

effectiveness, all the above methods used erasure code or 

network code method for data protection. 

In Dura, cloud replication method was used to 

maintain a copy of user content in different cloud storage 

provider to give better availability. DEPSEY this method 

combine the Byzantine quorum system protocol plus 

cryptographic secret hashing and replication to increase the 

availability and confidentiality. HYRD integrates both 

replication and erasure code performance and storage efficient 

improved but compared to DAC moderate performance only. It 

also gives a guarantee of availability. 
DAC is to address the storage availability issue using 

replication scheme. Replication method provides better 
performance and high bandwidth storage overhead, erasure 
method provides storage efficiency, robustness and high access 
performance in a cloud of cloud, especially large files. 

V. SDM 

Once file type was well known then only can apply 

deduplication manually otherwise not possible for a new type 

or unknown type[17]. Based on the file type and ratio 

chunking algorithm will be selected. The ratio for file type less 

than the predefined threshold means new chunking algorithm 

will be applied. Problem with this method small size of files 

because of file size too less than the block size, so a waste of 

time processing.[19]. SDM overcome the above drawback as 

well as increase the storage space of the cloud. It automatically 

detects the deduplication method whether file level or block 

level based on each file type. For example, mp3 and jpeg are 

file-level deduplication, pdf, doc and others will perform under 

block-level deduplication. SDM does not require any 

configuration process. Its performance level was good in 

various file type and also improve the speed and accuracy of 

the system.[18]. The drawback of the SDM method not 

effective on block-level deduplication scheme compared with 

others. Processing time increased working under dataset. 

Sometimes wrong deduplication method selection. 

VI. PERFORMANCE ORIENTED AND CAPACITY 

ORIENTED DEDUPLICATION SCHEME 

 Performance oriented deduplication scheme (POD) 

highly improve the performance of the primary storage and 

reduce the usage of storage space. The following two 

approaches have achieved these things. Sequence based, 

idedup and offline deduplication are capacity oriented 

deduplication. Capacity oriented deduplication scheme mainly 

focused on storage capacity saving. Table 3 clearly shows the 

outlook of performance and capacity oriented deduplication 

scheme. 

 

 
TABLE 3. OUTLOOK OF PERFORMANCE AND CAPACITY ORIENTED 

SCHEME 

Performance oriented 

deduplication scheme 

Capacity oriented deduplication 

scheme 

 Compared with capacity 

oriented scheme iDedup 

POD gives better 

capacity savings.[20] 

 Small files are a vital 

role in primary storage 

of more than 50%. for 

deduplication, it 

considers small size files 

too. 

  Select –Dedupe  

• Request-based 

selective deduplication 

approach. 

• Data fragmentation 

problem minimized. 

  iCache 

•    Intelligent cache 
management system.[20] 

•    Read performance 
and space-saving 

increased. 

•    It solves the problem 
of memory contention as 

well as read 

amplification 

 Capacity oriented 

concentrate on storage 

capacity saving. 

 

 For deduplication only 

consider the large 

request and ignore the 

small request like less 

than 4kb, 8kb. 

 Capacity oriented 

omitted these small size 

files this one consider 

as the most important 

problem in the 

performance of primary 

storage. 

 idedup  

•    Inline deduplication 
system [11] 

 •  Consider the problem 
of space allocation 

between read cache and 

index cache 

VII. TDDFS 

Two-Tier storage system implemented to achieve high 
performance as well as low cost in the primary system. 
Frequently accessed data stored in the fast tier less active data 
stored in a low-cost tier. To achieve cost-effectiveness all the 
file operations are performed in a fast tier and long inactive 
files are moved from fast to slow tier. Whenever files are 
migrated from slow to fast tier, if chunks are already available 
in the fast tier the data migration process could be avoided so 
that TDDFS gives the best performance in the primary storage 
system. TDDFS overcome the problem of migration 
efficiency, deduplication penalty, and isolation between block 
level management and upper layer application, and also 
TDDFS solves the deduplication latency and throughput 
issues. The following four features make TDDFS special and 
better tradeoff between performance and cost-effectiveness.[7] 
1. File migration selection,2. Integration deduplication with 
file migration,3. Non-Redundant chunk reloading,4.shared 
chunk management. 

SDFS[10] system depends on the situation block size may 
be fixed or variable size but it cannot manage the two-tier 
storage system. Lessfs[9] fixed block size for file system it 
manage the two-tier system but performance less than SDFS 
and TDDFS. ZFS[13] File-level deduplication compared to 
other deduplication performance was low. So it does not work 
under two-tier storage. TDDFS[7] chunking size randomly 
generated between min(51B) to Max(16KB). TDDFS 
efficiently manage two-tier storage system and high 
performance. 
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VIII.  COMPARISON OF DEDUPLICATION METHODS 

 Table 4 shows a comparison between various deduplication methods with their metrics. In this table, we are compared 
with the following metrics file system level, performance, efficiency, cost and, its challenges. File system level means whether the 
file was taken as a whole file or sliced into blocks. The blocks may be sliced as a fixed size or random size. 

 
TABLE 4. COMPARISON OF DEDUPLICATION TECHNIQUES WITH THEIR METRICS 

Methods File 

system 

level 

Performance Challenges Efficiency Cost 

Inline Data Duplication.  

Idedup [11] 

Fixed 

size 

Higher throughput and lower latency. 

Minimize the extra IOs 

Lost the deduplication ratio H L 

Zettabyte File System ZFS 

[13] 

Fixed 

size 256 

bit block 

check 

sums 

The most dedup method used the only 

limited amount of data. 

ZFS does not have any restrictions. 

It will be fast while loading dedup tables 

into the memory 

 

Not optimized for latency. 

 

Mo L 

Duplicate Data 

Elimination. 

 DDE [22] 

Fixed 

size 

32KB 

By comparing the hash value of each 

block, DDE detects duplicate data on the 

logical block level. 

single point of failure system. 

 

Mo M 

Decentralized 

deduplication 

DeDe [23] 

Fixed 

size 

Decentralized deduplication system. 

Higher throughput penalty avoided. 

metadata size was reduced. 

In distributed infrastructure needs 

communication between blocks. 

Such structure complex and high 

cost.  

Alignment issues. 

Mo H 

Deduplication of 

Distrbuted Infrastructure. 

 DEDIS [15] 

Fixed 

size 

Fully decentralized avoid the single point 

of failure. 

All distributed service need to 

maintain both index of unique block 

signature and metadata 

H H 

Stream locality aware 

deduplication 

SLADE [3] 

Fixed 

size 

Based on the threshold blocks are 

eliminated whose size greater than the 

threshold value.  

The threshold will be changed 

dynamically according to the data stream. 

Designed for primary storage 

deduplication 

H compare 

with idedup 

L 

Deduplication-Assisted 

Cloud-of-Clouds 

DAC[16] 

Fixed 

size 

Overcomes all the problems in a single 

cloud server and also avoids the integrity 

ensure the confidentiality and integrity of 

outside attacker.  

DAC removes the unnecessary data and 

distributes the data among multiple 

independent clouds.  

Lagging in the reliability analysis 

and secure data deduplication 

H L 

Tier-Aware Data 

Deduplication-Based File 

System 

TDDFS [7] 

Randoml

y 

generated 

between 

512B to 

16KB 

To attain effective capacity utilization of 

the fast tier TDDFS maintain the 

deduplicated state of reloaded files. 

More intelligent file selection 

policy needs to improve 

deduplication ratio. 

 

H M 

Device mapper target for 

data deduplication 

Dmdedup [12] 

Fixed 

size 

In fast device deduplication structure like 

fingerprint index. 

The slower device maintains duplicate 

data blocks. 

Does not have tired storage system 

concept. 

Data cannot migrate. 

Mo L 

Cache dedup [14] Fixed 

size 

To increase the space utilization and flash 

lifespan, cache dedup institute flash-based 

cache 

Also, propose cache replacement 

algorithm (D-LRU, D-ARU) for increase 

cache performance. 

Need distinct data cache for a block 

in storage and metadata cache for 

fingerprints 

Mo H 

Dynamic inline-offline 

de duplication 

DIODE [2] 

File level It is for primary deduplication. 

Deduplication based on file-based file 

extension 

The file type is not enough for 

deduplication performance 

L L 

Smart deduplication for 

mobile cloud storage 

SDM [18] 

File level 

or Block 

level 

(fixed 

size) 

Increase the storage space of the cloud. It 

automatically detects the deduplication 

method whether file level or block level 

based on each file type. For example, mp3 

and jpeg are file-level deduplication, pdf, 

doc and others will perform under block-

level deduplication. 

SDM method not effective on 

block-level deduplication scheme 

compared with others.  

Processing time increased working 

under dataset. Sometimes wrong 

deduplication method selection. 

L L 

Intelligent cache 

management system 

iCache [20] 

Fixed 

size 

Improve the read and write performance. 

Increase the space saving 

Lagging in the reliability analysis 

and secure data deduplication 

H L 
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CONCLUSION AND FUTURE WORK 

The primary deduplication technology has been analyzed in 
the context of performance, efficiency, challenge, and cost. But 
still, primary system deduplication techniques have not yet 
been as successful as backup deduplication technology. 
Because deduplication achieved in the primary system 68% but 
in the backup system 83%, and backup deduplication method 
has drastically increased the efficiency of storing backup data. 
So that more concentration needs to reduce the deduplication 
in the backup storage system as well. In future work, we are 
going to analyze various deduplication techniques in the 
backup storage system.. 
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Abstract—Remote sensing provides timely and reliable infor-
mation about urban areas and their changing patterns.Detection
of urban change is an important factor that affects the supply
of food supply, water supply, etc.Detection of land use and land
change is essential in order to understand the current situation
and plan for the future to avoid scarcity. In this work, we
proposed two new framework called Tensor - Deep Stacking
Network (TDSN) with back propagation and Deep Stacking
Convolution Neural Networks (DS - CNN) for land cover change
detection. Changes are detected between the year 2005 and 2015
in the month of September over the Hutong area, Beijing, China.
The work has been validated by using Sentinel 2 (4 bands cirrus,
water vapor, coastal aerosol, red edge band) and Landsat 8(11
bands) satellite image. All the bands from Landsat -8 image are
pan-sharpen to 15m resolution to get more accurate classification
result. Bands in the Sentinel -2 satellite image are used to
remove cloud present in the raw satellite image. The classification
accuracy of proposed work are compared with the traditional
classification algorithm Support Vector Machine (SVM). The
accuracy of proposed work is 12% is improved in compare
to traditional algorithm.

Index Terms—Remote Sensing, Change Detection, Tensor Deep
Stacking Network, Back-propagation, Convolution Neural Net-
work.

I. INTRODUCTION

Remote sensing is the process of obtaining information
about the objects or areas from a distance, typically from
aircraft or satellites. Remote sensing provides the Earth’s
periodic image, which is useful in mapping patterns and
changes in land use / land coverage over time. Change in
land use and land cover has become a central component of
natural resource management and environmental monitoring
[16]. Growing population was one of the root causes of land
cover changes. The effect of changing land cover has resulted
in a reduction in fresh water quality. Population growth leads
to increased food and fresh water and air demands [1].

Detection of change requires long-term satellite images
because scientists are examining an area over a period of
time and seeing what changes are being made over that pe-
riod.Many websites now offer free remote sensing image with
high resolution for a day. One of them was USGS [17]. USGS

provides free satellite image of Landsat and Sentinel. Landsat-
8 is capable of capturing and transmitting 532 Earth images per
day. The image is captured using Enhanced Themetic Mapper
Plus (ETM+) sensor. This image contains eleven spectral
bands. Each bands of 30m resolution except pan-chromatic
band which is of 15m resolution. Pan-chromatic band is used
for pan-sharpening.

Sentinel - 2 satellite provides 12 bands. Only 4 bands
(cirrus, water vapor, coastal aerosol, red edge band) are used in
this work. The first three are used to remove the cloud present
in the satellite images and the last one helps to detect early
signs of food shortages.

The original remote sensing data is severely incomplete
and contaminated in the image with artifacts such as cloud,
black strip. This increases the difficulty of image analy-
sis.A cloud-free image was formed by cloning the cloud-free
satellite image information into their corresponding cloud-
contaminated image, assuming that images cover the same
coordinates over a short period of time[3]. CNN helps to
improve the classification accuracy. CNN is used as a variation
of multilayer perceptron designed to reduce preprocessing. In
comparison with other image classification algorithms, CNN
requires very little pre-processing [15]. This work land cover
change are detected for Beijing, china over the period from
2005 to 2015. It is observed that ecological and sustainable
changes in agricultural area, water bodies and urban areas.

A. Research Challenges

The (Deep Neural Network) DNN and CNN are proven
to be extremely powerful for performing recognition and
classification tasks including speech recognition and image
classification, training a DNN and CNN are computationally
difficult and also extremely difficult to add parallelize across
machines [6]. This makes learning at large scale practically
impossible. Each satellite image was more than 15 GB in size.
It is impossible to train these network with CPU machine.
We need a GPU machine to train the network with this
huge volume of data. This limitations are overcome by using
TDSN but the problem in TDSN was hidden layers are fully
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connected layers [14]. Fully connected layer involved more
computation and require extra memory to store intermediate
results. By replacing the hidden layers with convolution layers
reduce computation and also save memory requirement.

II. RELATED WORKS

In Deep learning based predicting missing data for remote
sensing analysis [14] use TDSN to predict the missing image
in the time series.In predicting remote sensing data using
spatial-temporal techniqu. In recent years remote sensing is
used in multiple application and it is simple and easy to acquire
high-resolution satellite image. By the same time, it creates a
challenge for analysis community to interpretation from the
images of the huge volume of data. Hence use deep stacking
network to predict remote sensing data at the timestamp t.
Deep stacking network is stacking of multilayer perceptron
with one hidden layer.

In parallel training of deep stacking networks [6] and
scalable training of deep stacking network [12] provide parallel
and scalable training of deep stacking network. Parallelism
reduces the memory and time requirement but arising cost for
inter CPU communication. It also demonstrates the full-batch
training significantly reduce the error rate by distributing the
training dataset over the CPU cluster compare to the mini-
batch training using single CPU cluster.Parallelism is achieved
by parallelizing the matrix multiplies. The job requires to
synchronize all parallel batches distributed over CPU cluster.
It must wait for all the dependencies.

In Tensor Deep Stacking Networks (TDSN) [2] the complex
functions are calculated from the stacking of multiple simple
functions. Each module consists of linear input layer, and
output layer, and a two non-linear hidden layer. Non-linear
activation function sigmoid is used to map linear input to
non-linear output to improve the performance. The input to
the first module is corresponding to the first available image
in the temporal sequence . For further modules, the output of
the previous module along with the new input image is given
as input. The final module of the TDSN predicts the actual
value. In [11] Forest changes are detected over a period of 29
years (1987 - 2015) using CNN. By using CNN accuracy of
image classification was improved around 16%.

III. LAND COVER CHANGE DETECTION

TDSN with back propagation and DS CNN are used to
enhance the accuracy of land cover classification. Fig.1 show
the overall framework in detail. Our main contribution was
adding convolutional and polling layer into Deep Stacking
Network. Overall work is divided into three steps. In step
one, we applied pre-processing technique on the raw training
satellite image, including pan-sharpening, cloud removal. Pan-
sharpening helps to get high resolution image and cloud
removal helps to remove noise present in the image. In Step
2, land cover classification are done by TDSN with back
propagation and DS-CNN. In final step, the performance is
measured by comparing the accuracy of two frameworks with
the traditional classification algorithms [7].

Fig. 1. Overall Flow of Land Cover Change Detection

A. Feature Set Preparation and Pre-Processing

Remote sensing images are collected in the area of Hutong
area, Beijing, China, over the year 2005 to 2015. From the
year 2005 to 2012 Landsat -7 satellite images are taken. It
contain totally eight bands of 30m spatial resolution except
panchromatic band which is 15m resolution. For the year 2013
to 2015 Landsat 8 and Sentinel 2 satellite images are taken.
Raw satellite image are contaminated with artifacts like cloud,
black strips due to fault in sensor used in the satellite. These
missing information are formed by clone the information from
the cloud-free satellite image into their corresponding clod
contaminated image under the assumption that images cover
the same coordinates and over a short period of time. Pixel
of clod contaminated image are replaced with the pixel from
the satellite images. For example, Fig.2 shows how to replace
a cloud contaminated pixel from the cloud free image pixel
covers the same coordinates as cloud contaminated image.

In the above example 3x3 image are contaminated with
cloud and they are replaced with the average of pixel values
taken from the cloud free image that covers the same coordi-
nates.

Pan-sharpening was done with the help of pan-chromatic
band which is one of the satellite band with high resolution and
grayscale bands. For example, consider the Landsat 8 satellite
image band 8 (pan-chromatic) have the spatial resolution of
15m, and all other ten bands have 30m spatial resolution.
To obtain high resolution multi spectral image, we merge
low resolution multi spectral bands of resolution 30 m with
high resolution pan chromatic band of resolution 15 m.
Bovey pansharpening algorithm shown in Fig.3 was used for
pan sharpening. (Red Green Blue)RGB image was converted
into (Intensity Hue Saturation)IHS image. After converted
into IHS, Intensity part in the image was replaced with pan-
chromatic band. Pan-chromatic band (pan) HS was converted
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Fig. 2. Cloud Removal. (a). Satellite Image Contaminated With Cloud. (b).
Three Cloud Free Satellite Image Covers the Same Coordinates as Cloud
Contaminated Image. (c). Cloud Are Replaced With the Average of Cloud
Free Image Pixel Values.

back to RGB.

Fig. 3. Pan-sharpening by Bovey Algorithm

Cloud free and pan sharpened satellite image are converted
into NDVI image. If NDVI value is negative, it is highly likely
that place is covered by water. If the NDVI value is in the range
between 0.3 to 1 that area is covered by dense vegetation.
Vegetation highly reflects near Infrared and green wavelength.
And absorbs blue and red wavelength. If we see more Near
InfraRed then it could be a strong vegetation. If the value is
nearly by zero that area is it is the highly urbanized area. NDVI
image are converted in to pixel and stored in a matrix format.
This matrix are converted into dense file format and stored
it in .binary extension. The dense format is used to calculate
the weight matrix of T-DSN during the training phase. Totally
8 images are used for training from the year 2006 to 2014.
The dense file is in the format of N x M matrix. Values are
stored in a column-major order. Where N and M are 8 byte
signed integer. T-DSN is a supervised learning model. Two
images (2005 and 2015) are used for testing purpose, to find
the amount changes happened during this 10 years. Target
matrix contain three classes -1 represent bare land, 0 represent
water area and 1 represent greenery area. Target matrix are
stored in the sparse file format. The sparse matrix is in the
form of N x M matrix of target labels.

B. Tensor-Deep Stacking Network Model With Back Propaga-
tion

The architecture of T-DSN with back propagation for three
module is given in the Fig.4. The number of modules in the T-
DSN is equal to the number of training images. We designed 8
modules to train 8 images from the year 2006 to 2014. Each
module consists of a linear input layer, linear output layer,
and two non-linear hidden layers (fully connected layers). The
weight matrix W1 and W2 are the maps between the input

layer and hidden layers. The weight matrix U map between
two hidden layers and the output layer [5].

Each module is basically stacking of simple multi-layer
perceptron with two hidden layers [13]. The input to the
bottommost layer of T-DSN is raw input image in the first
available sequence (2006). The input to the subsequent models
are the output of the immediate previous module and the
corresponding raw input image in the time series. For example,
input to the second module was output of first module and the
image vector of time series 2007.The output of each module
learns feature for the particular timestamp.

Training vectors are denoted by X= [X1, X2,XN ], in which
each vector is denoted by Xi=[X1i,.,Xji, .XDi ], where D is
the dimension of the each input image vector (2947 x 2947),
where N is the total number of training samples in the remote
sensing time series. L Denote by the number of hidden units
and by C the dimension of the output vector.

While training we provide training image as the dense file
format and corresponding targets as sparse file format, chunk
size (optional), number of blocks, number of iteration network.
If chunk size is not provide it automatically get the total
available memory of the system and make the chunk size.
Once the training gets over it generates weight matrices W1,
W2, U for all the blocks of T-DSN. For the first iteration,
weights are initialized randomly. For each iteration, weights
are modified so as to minimize the root mean square error
between actual output and expected output. These weight
modifications are made in the backward direction, which is
from the last block output layer through each block down to
the zeroth block hidden layer. This learning process continues
until the weights eventually converge.

Fig.4 shows the block diagram of TDSN- with back prop-
agation. Error at the final block is back propagate in the
network. While back propagate make the delta changes in
the internal weights to reduce the error in the next iteration.
For testing we must provide testing image as a dense file
format and path of weight matrices generated during testing
and predict flag as command line argument.

We got 90.25% accuracy for first iteration. For the subse-
quent iteration accuracy was gradually increase. For seventh
and eighth iteration there is no change in accuracy (accuracy of
seventh iteration = 92.16% and the accuracy of eighth iteration
was also 92.16%). So, we stop iterating back the error.

The output at the output layer of the T-DSN is calculated
by using the equation 1. The hidden layer output is calculated
by using the equation 2 and 3.

Yi = UThi (1)

where,
h1i = σ(WTXi) (2)

h2i = σ(WTXi) (3)

hi = h1i · h2i (4)

h1 and h2 are the hidden-layer output vector. U = L x C is
an weight matrix at the upper layer of a module. W = D x L

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 331



Fig. 4. Block diagram of Deep Stacking Network with Back Propagation
with Three Modules.

is a weight matrix at the lower layer of a block, and σ(.) is a
sigmoid function. Equation 5 gives the formula for sigmoidal
activation function.

hi = σ(WTXi) (5)

Given target vectors in the full training set with a total of
N samples, T = [t1,..,ti,..tN ] , where each vector is ti =
[t1i,... , tji,..., tCi ] T, the parameters and are learned so as to
minimize the average of the total square error. At the end of
each iteration error is calculated. RMSE is used to calculate the
error by using the equation 6. These errors are back propagate
in the network and makes the delta changes in the internal
weights of TDSN to minimize the error for next iteration. We
stop back propagate the error at eighth iteration, there is no
change in accuracy of seventh and eighth iteration.

RMSE =

√√√√ 1

n

n∑
i=0

(V e− V a)2 (6)

Where Ve denotes expected output and Va denote actual
output. This error is used to alter the internal weight to get
expected output.

C. Deep Stacking Convolution Neural Network

Advantage of TDSN are parallel training, scalable, does not
required GPU machine for large training data set [6][12]. But
it takes more time to get trained. Limitations in the TDSN
was overcome by replace hidden layers with the convolution
layer, pooling layer and then flatten the output of pooling layer.
Similar to the TDSN number of modules in the DS CNN is
equal to the number of training images. Each module consist of
input layer, convolution layer, pooling layer and output layer.
Totally eight modules are designed to train the images from the
year 2006 to 2014. One images are chosen for every year in the
month of September. Input to the first model is the first image
in the temporal sequence. In our case input to the first module
was image at the year 2005. The input to the subsequent
models are the output of the immediate previous module and

corresponding input image. In convolution layer the kernel of
dimension 224 x 224 is used. Kernel are initialized randomly.
Kernel slide over the complete input image of size 2497 x 2497
and along the way perform dot product between the filter and
the input image. The output of the convolution layer is given
to the pooling layer. Pooling layers reduce the dimensions of
the data by combining the neuron from the convolution layer.
It reduce computation work involved in the network. Max
pooling layer is used as pooling layer. Kernel size of max-
pooling layer was selected as 2 x 2. Hence 4-pixel values are
replaced by one pixel value. ReLU is the activation function
used for DS CNN. Fig.5 shows the DS CNN with three
modules.

Fig. 5. Block diagram of Deep Stacking Convolution Neural Network

It contains three modules of DS CNN. Each model consists
of input layer, two convolution layers, two pooling layers
followed by flatten the output of pooling layer and given to
the output layer. By adding convolution layer into TDSN, the
accuracy of the classification output is improved to 97.37%
and also time taken to compute classification was reduced by
trimming the image dimension at pooling layer.

IV. RESULT AND ANALYSIS

A. Dataset and Study Area

In order to evaluate the proposed method, the Landsat 5,
Landsat 8, and Sentinel 2 satellite images are collected form
Land Process Distributed Active Archive Center of the United
States Geological Survey (USGS) [17]. These satellite image
covers the Hutong area, Beijing, China. It is located at the
northern edge of north China. It covers the coordinates of, top-
most 39.55◦N, 116.23◦E, and bottommost 39.72◦, 116.50◦E
around 1370 km2 study area. The images are collected over
the period of 2005 2015 in the month of September. From
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the year 2005 to 2012 Landsat 5 image is taken. Landsat 5
satellite uses the Enhanced Thematic Mapper plus (ETM+)
sensor to take pictures of the earth. Landsat 5 satellite image
contain 8 bands (Band 1 Blue, Band 2 Green, Band 3 Red,
Band 4 - Near Infrared, Band 5 - Short-wave Infrared, Band 6
- Thermal Infrared, Band 7 - Short-wave Infrared, and Band 8
Pan-chromatic) except pan-chromatic band all are 30m spatial
resolution. The pan-chromatic band has 15m spatial resolution,
this band is used for pan-sharpening. Landsat 8 Satellite
image, in addition to Landsat- 5 ETM+ satellite bands it also
has 3 bands (Cirrus, Thermal Infrared -2, Short-wave Infrared-
2). Sentinel 2 satellite we choose only 4 bands (coastal
aerosol, cirrus, water vapor and red edge band).

B. Experimental Setup

Pre-processing techniques (band fuse, cloud removal, pan
sharpening and NDVI conversion) has been performed using
MATLAB (R2018a) in windows 2007 (64-bit OS, 8.00-GB
RAM). The framework was designed by using python 2.7
in Linux environment. Keras and TensorFlow are used to
build and test the neural network. Keras provides (Application
Programm Interface) APIs to design the framework. Keras
is build on the top of TensorFlow. Numpy library is used
for multi-dimensional matrices multiplication and high level
mathematical functions.

C. Performance Metrics

Fig. 6 shows the accuracy of traditional SVM algorithm
used in base work [7]and proposed neural network design
TDSN back propagation and TDS CNN. Accuracy are
calculated by using RMSE given in the equation 7.

RMSE =

√√√√ 1

n

n∑
i=0

(V o− V p)2 (7)

Where Vo denotes original image and Vp denotes Predicted
image. n denotes total number of observations.

Fig. 6. Accuracy of Land Cover Change Detection.

The accuracy of land cover change detection using DS CNN
is improved approximately 7% in comparison to traditional
classification algorithm.

Fig.7 shows the accuracy of TDSN output at each iteration.
Accuracy had been calculated by using the equation 7.

Fig. 7. Accuracy in Each Epoch of Back Propagation.

Accuracy could be improved gradually at each iteration.
For each iteration calculate the loss function and make the
delta changes in the internal weights of the neural networks
to minimize the error and helps to get more accurate output.
In the Fig. 7 seventh and eighth iteration was more or less
same. So, we can stop propagate the error.

Fig.8 shows the amount of time taken in minutes to find
land cover land change detection. From the graph we conclude
that DS CNN take less amount of time for classification.
Because feature extraction and size reduction was processed
by convolution layer and pooling layer respectively, reduce the
computation parameters.

Fig. 8. Time Taken to Complete Classification

V. CONCLUSION AND FUTURE WORK

In this study the accuracy of land cover change detection
is improved by adding back propagation into the TDSN it is
proven by comparing the classification accuracy to traditional
classification algorithm (SVM). But the hidden layers in the
TDSN are fully connected so, it takes more time to complete
the classification an. Loss function calculation, backpropagate
the error to change the internal weights also take time.
Limitations in TDSN with backpropagation was overcome by
DS CNN. Hidden layers in the TDSN are replaced with
the convolutional layer and pooling layer. Convolutional layer
helps to extract important feature with the help of kernel
and pooling layer helps to reduce the size of the image.
The accuracy of DS CNN is also higher in comparison to
TDSN with backpropagation. The experiment is carried out
during the period of 2005 to 2015 over the area of Hutong,
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Beijing, China. Image pansharpening of satellite images into
15m resolution. Raw satellite image contaminates with cloud
and artifacts. After land cover changes are detected from the
year 2005 to 2015 we collect the 2005 population in Hutong,
Beijing, China and population at 2015 and agriculture land,
water area and build-ups coverage in 2005 and 2015. Based
on this data we calculate the percentage of food shortage arise
in the future. This calculator helps to avoid food scarcity in
the future. DS-CNN effectively found that the agriculture area
was reduced around 12.3%, water bodies are reduced around
9.23% and build-ups are increased to 29.3%.

In future, this work can be extended by changing the filter
used in the convolution layer. Edge detection filters like sobel
filter can perform well in classification. Replacing the filter
used in the convolutional layer with the sobel filter will
improve the accuracy of classification result. Which also helps
to minimize misclassification error.
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Abstract— Electric vehicles (EVs) have a restricted range due to its 

inadequate energy storage space, it takes much longer to recharge. 

Furthermore, charging stations are not as sufficient as fueling 

stations for diesel or gasoline vehicles. Therefore, the primary 

motivation in optimal driving based energy management system 

(DAEM) is to consume the stored energy in a competent way to 

perform the entire trip. Moreover, due to avoiding accident, 

quality of road and other reasons, the road speed limits are 

restricted, and it is observed in both downtown as well as highway. 

Keeping various speed limits results in increasing the trip 

complexity which effects in maintaining a same driving strategy 

throughout a trip. In the present paper, an investigation of the 

influence of trip complexity on DAEM results was carried out. 

Two driving cycles (neighborhood and highway) are considered 

for constructing various trip complexities for this investigation. 

 

Keywords— micro-trip, electric vehicle, optimal driving 

strategy, trip complexity, energy management, multi-objective 

optimization, driving cycle 

I. INTRODUCTION 

Now a day’s EVs are popular in all over the world. Several 
problems of environment are relevant in recent scenario. To 
make the EVs as future of personal transportation and to 
increase the customers’ acceptance, these problems should be 
overcome by developing suitable technology. Limited charging 
capacity of battery, long charging time and insufficient charging 
stations are the major hindrances in EV system [1]. Therefore, 
the primary motivation to overcome such hindrances is the 
stored energy is to be utilized in an efficient way which leads to 
the development of energy management system. From previous 
research studies [2], it was found that driving behavior of a 
driver play a significant influence of fuel consumption. By 
realizing such research findings, an optimal driving based 
Energy Management System to assist drive (so called DAEM) 
was proposed in [3]. DAEM presents a driving strategy to the 
driver for optimal driving by solving a multi-objective 
optimization problem (MOOP) towards minimizing the energy 
consumption and trip time, and maximizing driving comfort. In 
[3], the working principle of DAEM was presented in a simple 
micro trip that consists of a single driving cycle. After 
analysizing the DAEM results corresponding to various 
micro-trip lengths, it was revealed that in addition to assist the 
driver for proper driving, a significant reduction of EV 
operating cost through minimizing the fuel  consumption and 
increasing the safety factor can be achieved with the used of 

DAEM.It was found that DAEM system can reduce the energy 
utilization (above 1.7% per Km) depending on route type of 
simple micro-trip with low driving cycle. In [4], an extensive 
study of the influence of initial battery charge and route 
characteristics on DAEM results was conducted. 

Due to avoiding accident, quality of road and other reasons 
(not overtaking zone, hospital, school, high traffic, narrow road, 
bridge, etc.) [5][6], it was observed that the road speed limits are 
restricted, and it is observed in both downtown as well as 
highway. Keeping various speed limits results in increasing the 
trip complexity which effects in maintaining a same driving 
strategy throughout a trip. In the present paper, an investigation 
of the trip complexity influence on DAEM results was carried 
out. Different driving cycles are considered for constructing 
various trip complexities for this investigation. The proposed 
investigation is carried out based on a comparison  of the battery 
state-of-charge after trip completion (SOCTrip_end) vs. total trip 
time (TTrip) plots of  the optimal solutions obtained in different 
trips with varying complexities after solving a MOOP towards 
finding optimal driving strategy (ODS). An ODS comprises of 
the optimal values of different driving features namely speed, 
acceleration and deceleration according to the driving mode 
type. 

The rest of the paper is organized as follows: Section II 
describes the proposed DAEM system for EV trip planning. The 
related MOOP is formulated in Section III. Description of 
micro-trip is presented in Section IV. In section V, results and 
descriptions are presented. Finally, concluding remarks and  
scope for future research works are highlighted in Section V.  

II. PROPOSED DAEM SYSTEM FOR EV TRIP PLANNING 

The architecture of DAEM system is presented Fig. 1 [3]. 
DAEM has two primary modules, such as interface between 
human and machine (HMI) and optimal trip planning (OTP). 
The route information (such as road gradient, wind, road 
surface, weather, etc) is collected by HMI through global 
positioning system or wireless communication system such as 
smart phone, etc. HMI also receives the present values of 
various parameters (namely battery charge, supplementary load, 
present driving strategy followed, etc.) through various sensors. 
HMI transfers both the route and vehicle information to OTP 
module. OTP module solves the related MOOP corresponding 
to the route chosen for journey and information related to 
vehicle drive, and provides a set of optimal driving strategy, 
ODS (solution). DAEM system guides the driver by suggesting 
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not only the optimal driving strategy (especially, optimal trip 
speed, acceleration/ deceleration values and durations for 
changing a speed) but also the predicted range of EV 
corresponding to the present battery SOC and the suggested 
ODS, SOCTrip_end and TTrip predictions [7-13]. 

Driver normally selects a solution (ODS) based on his 
preference from the set of ODS provided by DAEM for driving 
the EV. Alternatively, a technique that is used for making 
decision in a multi-criterion scenario [14] can be adopted to find 
a preferably best solution. After a certain period, DAEM is 
allowed to execute again corresponding to the latest data of 
route characteristics and vehicle drive to find an ODS for 
subsequent driving. Knowing the range and TTrip in advance 
provides the driver an adequate flexibility towards efficiently 
utilizing the energy with ODS, even in urgent situation 
including shortage of battery charge. In the same manner, 
DAEM is allowed to execute consecutively according to the 
collected information that are found after the previous driving 
until the completion of trip . Such type of driving based on the 
DAEM suggested ODS assists driver to accurately manage the 
energy consumption (E).  

 

 

 

Fig. 1.  DAEM system architecture 

III. FORMULATION OF MULTI-OBJECTIVE OPTIMIZATION 

PROBLEM 

The MOOP for finding an ODS is formulated based on the 
three objectives, minimizing E, reducing TTrip, and maximizing 
comfort during driving (i.e., minimization of average jerk 
experienced), simultaneously [15]. These objectives are 
depended on various driving features (design variables) and the 
corresponding relations are expressed as follows: 
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During acceleration of speed changing, K number of 

accelerations ( 𝑎𝑟𝑒𝑓
1,2,3,…,𝐾

) are assumed since in [16] energy 

consumption is found to be low by utilizing many acceleration 
rates. 𝑡1,2,3…,𝐾−1 are the durations of first K-1 number of 

accelerations. For simplicity, in this work the deceleration (ddec) 
was assumed constant depending on vdiff_dec (difference 
between present and desired speeds), as follows: 
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min and v

dc
min are the allowable EV speed limits that are 

decided according the type of driving cycle. amin (=0.1 m/sec2) 

and amax (=3.0 m/sec2) are the allowable EV acceleration 
limits., kp (varying in the range, 0.01, 0.3) and ki (varying in the 
range, 0.01, 3.0) are the gains for the PI controller.  

IV. MICRO-TRIP 

In real world, the entire travel route of a trip comprises with 
several micro-trips. A micro trip (MT) is usually described by 
the portion of two successive stop points (start and end) in the 
route [17] [18], and the corresponding length is called the 
micro-trip range.  According to safety and road type 
differentiation, a MT may face four category of road type 
(driving cycle, DC) based on the speed limits [19] [20] such as 
(neighborhood (speed range 8 km/h - 40 km/h), urban (40 km/h 
- 56 km/h), highway (56 km/h - 88.5 km/h), interstate (88.5 
km/h - 112.6 km/h). The driving cycle speed limits are required 
to be followed by a driver as per the traffic rules and regulation. 

A MT is considered as a simple type if it follows only one 
DC throughout its whole length, and such a MT can be 
demonstrated by the speed vs. distance plot as shown in Figure 
2. A simple micro-trip follows three consecutive driving modes 
in the order, an acceleration mode (aref) a constant speed mode 
(vref), and finally a deceleration model in order to bring the EV 
to stop.  

On the other hand, a complex MT is in general described as 
a MT consisting of more than one DC. The complexity depends 
upon the involvement of different driving cycle types, driving 
cycle lengths, and locations in the micro-trip. Based on such 
criterions, a micro-trip may be treated as more complex than 
other. Figure 3 exhibits the speed outline of a typical complex 
MT that follows first an acceleration mode (aref) followed by 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 336



 

 

three different constant speed modes (vref1_microtrip, vref2_microtrip and 

vref3_microtrip) and then a deceleration model to stop the vehicle. 
Unlike to simple micro-trip, the constant speed modes should be 
associated with at least two different driving cycles in a 
complex micro-trip. According to micro-trip 1 shown in Figure 
3, the first and third constant speed modes correspond to a (high 
speed) DC and the second (middle) constant speed mode 
corresponds a low speed driving cycle. 

 

Figure 2. Speed vs. distance of a simple micro-trip  

 

Figure 3. Speed vs. distance of a typical complex micro-trip layout (micro-trip 

1) 

V. RESULTS AND DISCUSSION 

For analyzing the MT complexity influence on DAEM 
results, different case studies are considered, and in each case 

two micro-trips are assumed, among them one is comparatively 
more complex than other. 

Case I: DAEM results are investigated for a complex MT 
(microtrip_1) that comprises of two neighborhoods (vref1_microtrip 
and vref3_microtrip) and one highway (vref2_microtrip) driving cycles 
(corresponds to Figure 3) with a simple micro-trip that consists 
of either a neighborhood or highway DC (corresponds to Figure 
2) for the same trip length. Table 1 presents the positions and 
lengths of the different driving cycles for a 20km trip length. lh 
(=d4 in Figure 3) is the length of highway driving cycle in the 
micro-trip. 

TABLE I. ARCHITECTURES OF MICRO-TRIP 

Serial No. Micro-trip distance (km) Driving cycle 

From To 

1 0 (LTotal_trip - lh)/2 Neighborhood 

2 (LTotal_trip - lh)/2 lh Highway 

3 (LTotal_trip - lh)/2 LTotal_trip Neighborhood 

 

Fig. 4 presents the demonstrative DAEM results (Pareto 
front) obtained through solving the MOOP presented in Section 
III using a non-dominated sorting genetic algorithm (NSGA II) 
[21] for the microtrip_1 of length 20km. Optimization results 
obtained by varying lh for the same MT (microtrip_1) are 
analyzed in order to understand the effect of complexity due to 
the DC length.  . In Fig. 4, highway driving cycle lengths zero 
and 20 km indicate the corresponding micro-trips are the 
entirely neighborhood and entirely highway micro-trips, 
respectively. From Fig. 4, it was found that the Pareto front 
width in both SOCTrip_end and TTrip is stretched with increasing 
the highway driving cycle length.  With increasing the highway 
driving cycle length, an opposite phenomenon of the 
characteristics of SOCTrip_end (increasing) and TTrip (decreasing) 
is noticed in Fig. 4. The preferred optimal value of SOCTrip_end is 
determined here using a reference point technique [4] [5] based 
on ideal point. For different lh (0, 5, 10, 15, and 20 km), the 
preferred SOCTrip_end are found as 0.855, 0.856, 0.858, 0.863, 
and 0.865, respectively. The corresponding values of different 
parameters of ODS, objectives, etc. are listed in Table 2. 

 

TABLE 2 LIST PREFERRED OPTIMAL SOLUTIONS FOUND IN DIFFERENT HIGHWAY DRIVING CYCLE LENGTH FOR TRIP LENGTH, 20 KM 
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There is a polynomial relationship (presented in Equation 
(10)) is found among SOCTrip_end and the highway driving cycle 
length (lh). According to the nature of trip complexity, the 
relationship among SOCTrip_end and lh is varied.  

85508.010 42.210 52 +−+−= l hxl hx SOCTrip_end
     

                     (10) 

 

 

Fig. 4. Variation of  SOCTrip_end with  TTrip for different complex micro-trips. 

Case II: In this case study, two complex micro-trips i.e., 
micro-trip 1 and micro-trip 2 (as shown in Figure 3 and Figure 
5) are considered for investigating the complexity influence on 
DAEM results. The micro-trip 2 presented in Figure 5 is more 
complex than micro-trip 1 that presented in Figure 3, in the 
sense that in Figure 5, there are three highway driving zones 
with different distributions. In both the micro-trips, the lengths 
of each driving cycles are kept same for effective comparative 
analysis. 

 
 

Figure 5. Speed vs. distance of a typical micro-trip layout (micro-trip 2) 

The figure 6 shows the Pareto-optimal solutions of  
SOCTrip_end with  TTrip for the two complex micro-trips (as shown 
in Figure 3 and Figure 5) for different values of highway driving 
cycle length. The total trip length for both cases was considered 
as 20 km.  

From Figure 6(a), we can see that in complex micro-trip 2, 
for 15 km highway driving cycle with 20 km trip length, the 
SOC values of the Pareto-optimal range are 0.6754 and 0.7137, 
respectively. But in complex micro-trip 1, for the same highway 
driving cycle with 20 km trip length, the SOC values of the 
Pareto-optimal range are 0.6871 and 0.7168, respectively. For 
other highway driving cycle say, 10 km and 5 km in complex 
micro-trip 2 and complex micro-trip 1, the initial and final SOC 
are 0.6802, 0.7112 and 0.6911, 0.7138 respectively shown in 
Figure 6(b) and 6(c). On the other hand, the range of  TTrip of the 
Pareto-fronts in both the micro-trips is same. The rate of 
increase of SOCTrip_end with respect to TTrip was found more or 
less for both complex trips. But when the highway driving cycle 
length is low, the micro-trip 2 possess a higher rate of SOC 
increase with respect to time compare to micro-trip 1, as shown 
in Figure 6(c).  From Figure 6, a low  SOCTrip_end in micro-trip 2 
compare to micro-trip 1 suggests that the high energy 
consumption is found when the vehicle runs the same highway 
cycle distance at a stretch.  
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(c) 

Figure 6: Comparative results of micro-trips with different highway 

driving-cycle lengths (a) 15 km (b) 10km (c) 5 km 

The above studies of trip complexity effect on SOCTrip_end 
reveals that it is exceedingly intricate for the inexperienced 
predictors that use of previous trips to plan or predict current 
trips in terms of vehicle range or TTrip. Furthermore, 
inexperienced predictors unable to suggest any appropriate 
energy-driving parameters. The DAEM system considers for 
the route features and the driver’s preference while suggesting 
an ODS that yields in an energy-efficient journey with reducing   
TTrip as well as discomfort.  

Figure 7 demonstrate the variations of optimal speeds of 

different driving cycles in the optimal solutions corresponding 

to micro-trip presented in Fig. 3 for two highway lengths, 10 km 

and 15 km. In low driving cycle (neighborhood) the speed of 

almost all the optimal solutions is found to lie in high side, and 

such observation is followed in all such low driving cycles in 

the micro-trip. Whereas, in high driving cycle the speeds of 

optimal solutions are varied in its entire range. Moreover, the 

above observations does not depend on the changes of driving 

cycle lengths in a micro-trip. 

 

(a) 

 

(b) 

Figure 7. Variations of optimal speeds of different driving cycles in the optimal 

solutions corresponding to micro-trip presented in Fig. 3 for highway length (a) 

10 km (b) 15 km 

VI. CONCLUSIONS 

In this paper, the effect of route complexity on the 
DAEM results is analyzed. Comparisons of two types of route 
complexity with a simple microtrip draws the following the 
observations. 

• SOCTrip_end varies polynomial with the length of high driving 
cycle in a fixed length complex micro trip. 

• The rate of increment of SOCTrip_end is higher in micro-trip 2 
than micro-trip 1 for low highway cycle length. 

•  With the increase of trip complexity, high Energy 
consumption is found for same highway cycle length. 

• Optimal speed is found as a high values low driving cycle 
in contrast to a variation in high driving cycle. 

• The research findings help to design and develop an 
EV-oriented highly-intelligent Advanced Driver 
Assistance System, equipped with other driving assisting 
systems, suitable monitoring, learning, reasoning, and 
management capabilities that will implement efficient EV 
driving and help to increase its range autonomy and 
decrease energy consumption. 
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Abstract—Smart grid is an electrical network which supply 

electrical power to consumer in very efficient and economical 

manner. This paper presents the load flow analysis of smart grid 

with renewable energy resource and FACTS devices. Newton 

Raphson method is use for power flow analysis and the objective 

of this paper is a development of a 14 bus system in PSAT 

software with FACTS devices, RERs and performs power flow 

analysis. The main aim of this paper to give initial framework 

related to load flow in smart grid with the help of RERs. 

Keywords—smart grid, optimal power flow, PSAT, SSSC device, 

Renewable energy resource 

I.  INTRODUCTION 

Nowadays world population goes on increases 
continuously, as population increases energy demand increases 
and to meet the increasing demand renewable energy along 
with fossil fuel is used. But fossil fuel is not sufficient to meet 
the increasing demand for long duration that’s why it’s used is 
not preferable in the environmental term. The only solution of 
higher cost and global warming issue of fossil fuel is the use of 
Renewable energy resources. Power flow analysis is used to 
find the power transfer from generation side to consumer 
thorough the grid connected to it is reliable, economical and 
stable, it is also useful for the calculation of voltage magnitude 
and phase angle of load bus, active and reactive power flow in 
transmission line, active and reactive power injected at the 
buses.  There are various methods for power flow analysis but 
we use Newton Raphson method because it has high 
convergence speed and it can control inequality constraint 
easily. 

Smart grid is an electrical network that uses information, 
computer based remote monitoring and control, 
communication technologies to improve reliability, efficiency, 
sustainability of the generation and distribution of electricity. 

For planning a development of new network or adding a 
network into an existing system the power flow analysis is 
required to calculate the voltage magnitude, phase angle, power 
flow at each bus and line. Also, it is useful to find the optimal 
capacity of generating station, line and substation. 

In this research we create a model of IEEE 14 bus system 
and connect SSSC (FACT device) to the line of the system and 
wind turbine generator to slack bus and perform load flow 

analysis and the effect of such addition is discussed in the 
result. 

II. STATIC SYNCHRONOUS SERIES COMPENSATOR 

Energy Storage

I

V

Idc Vdc

Voltage source 
converter

AC systemVpq
Iline

Coupling 

transformer

 
 

Fig. 1. Functional model  of SSSC 

SSSC is one of the FACT devices that are used to improve 
the voltage stability and reduce line losses etc. of existence 
system. Fig. 1 is functional model of SSSC [4] which consist of 
voltage source converter which generate a controllable AC 
voltage at power frequency and connect in series with TL. 
Output voltage of static synchronous generator is always in 
quadrature with the line current in order to control the reactive 
voltage drop and transmitted power. The SSSC work in the two 
modes, whenever receiving end power is greater than the 
sending end power or current lags the voltage by 90 degree 
then it operates on inductive mode. If receiving end power is 
less than the sending end power or current lead the voltage by 
90 degree then it operate on capacitive mode.  

III. NEWTON RAPHSON METHOD 

Newton Raphson is one of the power flow method and the 
advantage of this method over the others is convergence occur 
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very fast, in this research Newton Raphson method is used for 
power flow and procedure is shown in Fig2.   

Steps for load flow analysis by the Newton Raphson method,  

Step1: Form nodal admittance matrix.  

Step2: Assume initial bus voltage and set nth bus as a ref. bus. 

Step3: evaluate P and Q of the system  

Step4: form Jacobian matrix 

Step5: evaluate power mismatches ΔP, ΔQ. 

Step6: set the tolerance value 

Step7: if ΔP, ΔQ are less than the tolerance then stop iterations. 

Step8: if not then update the value of V and δ and repeat  

 

Identify all bus in the system

Initial assumption at the buses are made;

Magnitude of voltage and phase angle

Admittance matrix is formed Yi

Calculate Mismatching ΔPi and ΔQi 

Is tolerance 

condition satisfied?

Solution obtained

End 

Calculate element of new jacobian  matrix using 

new mag. V and δ

Solve for mag. V and δ

Update mag. V and phase 

angle

Start

 

Fig. 2. Flow chart of NR for Load flow  

IV. SIMULATION MODEL 

Creating a simulation model in PSAT software is shown in 

Fig3. in which IEEE 14 bus system is used which consist of 14 

buses, 20 lines, 4 transformer, 11 loads, one generator, two 

compensator. Input data is taken from the IEEE 14 bus data. 

Three SSSC are connected to the transmission line between 

the bus 1 and 5, bus 2 and 3, bus 2 and 4, compensation of 

SSSC is set to the 25 percent of line and one wind turbine 

(WTG) generator is connected to the slack bus. Function of 

wind turbine generator is similar to the other generator but is 

use is to avoid the the enviromental issue. 

 

Fig. 3. Simulation model 

V. RESULTS 

After performing a power flow analysis using Newton 
Raphson method the result is obtained in the form of voltage 
magnitude, phase angle, active, reactive power flow etc.  

TABLE I.  POWER FLOW RESULT 

Bus V (P.U) Phase 

(P.U) 

P gen. 

(P.U) 

Q gen. 

(P.U) 

P load 

(P.U) 

Q 

load 

(P.U) 

1 1.06 0 2.243 0.063 0 0 

2 1.045 -0.078 0.4 0.778 0.217 0.127 

3 1.01 -0.181 0 -0.039 0.942 0.19 

4 1.0264 -0.148 0 0 0.478 0.04 

5 1.031 -0.124 0 0 0.076 0.016 

6 1.07 -0.220 0 0.135 0.112 0.075 

7 1.055 -0.200 0 0 0 0 

8 1.09 -0.200 0 0.211 0 0 

9 1.039 -0.228 0 0 0.295 0.166 

10 1.037 -0.231 0 0 0.09 0.058 

11 1.0498 -0.228 0 0 0.035 0.018 

12 1.0539 -0.235 0 0 0.061 0.016 

13 1.0479 -0.236 0 0 0.135 0.058 

14 1.0247 -0.249 0 0 0.149 0.05 
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TABLE II.  LINE FLOW RESULT 

From 

Bus 

To 

bus 

P flow 

(P.U) 

Q flow 

(P.U) 

P loss 

(P.U) 

Q loss 

(P.U) 

1 2 1.4298 -0.1709 0.0356 0.05021 

1 5 1.0667 0.3075 0 0.1399 

2 3 1.0425 0.404 0 0.1192 

2 4 0.9888 0.2938 0 0.0731 

4 3 0.21221 0.0002 0.0002 -0.0285 

4 7 0.2752 -0.0249 0 0.0146 

4 9 0.1578 0.0446 0 0.0133 

5 2 -0.2793 -0.0029 0.0041 -0.0238 

5 4 0.5674 -0.0658 0.0040 -0.0006 

5 6 0.4491 0.1806 0 0.0482 

6 12 0.0794 0.0296 0.0007 0.0016 

6 13 0.1802 0.0910 0.0023 0.0046 

7 9 0.2762 0.1651 0 0.010 

8 7 0 0.2113 0 0.0066 

9 14 0.0903 0.0133 0.0009 0.0020 

10 9 -0.0487 -0.0067 0.00007 0.0001 

11 6 -0.0765 -0.0700 0.0009 0.0019 

11 10 0.4157 0.0520 0.0003 0.00077 

12 13 0.01767 0.0120 0.0009 0.00008 

13 14 0.0604 0.0403 0.0008 0.0016 

TABLE III.  LINE FLOW RESULT 

From 

Bus 

To 

bus 

P flow 

(P.U) 

Q flow 

(P.U) 

P loss 

(P.U) 

Q loss (P.U) 

2 1 -1.394 0.2211 0.0356 0.0502 

2 5 0.283 -0.0208 0.0041 -0.0238 

3 2 -1.042 -0.2585 0 0.1192 

3 4 -0.2093 -0.2087 0.0028 -0.0285 

4 2 -0.9888 -0.2207 0 0.0731 

4 5 -0.5634 0.0652 0.0040 -0.0006 

5 1 -1.0667 -0.167 0 0.1399 

6 5 -0.4491 -0.1323 0 0.0482 

6 11 0.0775 0.0720 0.00093 0.0019 

7 4 -0.2762 0.0395 0 0.0146 

7 8 0 -0.2046 0 0.0066 

9 4 -0.1578 -0.0313 0 0.0133 

9 7 -0.2762 -0.1549 0 0.0102 

9 10 0.0488 0.0068 0.00007 0.0001 

10 11 -0.0412 -0.0513 0.0003 0.0007 

12 6 -0.0786 -0.0280 0.0007 0.0016 

13 6 -0.1778 -0.0864 0.0023 0.0046 

13 12 -0.0175 -0.0119 0.00009 0.00008 

14 9 -0.0893 -0.0112 0.0009 0.0020 

14 13 -0.0596 -0.0387 0.0008 0.0016 

VI. CONCLUSION 

 In this dissertation work initially perform load flow analysis 
of 14 bus system in PSAT software and compare with the 14 
bus standard result, both are approximately equal and then 
SSSC and wind turbine generator are connected to the system 
after the connection simulation result shows that active and 
reactive power flow in that line increase and voltage profile of 
entire system also increase. In terms of losses active power loss 
of the system reduces but reactive power loss is increases and 
this is shown in table Ⅳ. Future scope of this project can be 

extended with other FACTS devices and optimal power flow 
methodology, also to minimize reactive power losses.. 

TABLE IV.  POWER LOSS COMPARISON 

 Without  SSSC and WTG With SSSC and WTG 

P MW Q MW P MW Q MW 

losses 13.58 27.47 5.31 33.52 

TABLE V.  IMPROVEMENT IN VOLTAGE 

Bus Voltage (P.U) 

Without SSC and TG 

Q load (P.U) with SSSC and 

TG 

1 1.06 1.06 

2 1.045 1.045 

3 1.01 1.01 

4 1.012 1.0264 

5 1.016 1.031 

6 1.07 1.07 

7 1.0493 1.0559 

8 1.09 1.09 

9 1.0328 1.039 

10 1.0318 1.037 

11 1.0471 1.0498 

12 1.0534 1.0539 

13 1.047 1.047 

14 1.0207 1.0247 

 

TABLE VI.  POWER FLOW COMPARISON 

Buses from Without SSSC and 

WTG 

With SSSC and WTG 

P (P.U) Q (P.U) P (P.U) Q (P.U) 

1 5 0.754 0.054 1.0667 0.3075 

2 3 0.735 0.035 1.0425 0.4049 

2 4 0.559 0.015 0.9888 0.2938 

 

   

Fig. 4. Active power prifile where SSSC is connected 
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Fig. 5. Reactive power prifile where SSSC is connected 

    

Fig. 6. Power loss comparison  
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ABSTRACT-- In the cutting edge age, all data is effectively open 

through sites and because of this reason individuals depend 

totally on online assets. On the in opposition to its focal points, 

protection and security in online media are the primary concern 

overall as a result of the ascent in phishing assaults propelled on 

the web. The quantity of phishing sites expands each month 

focusing on in excess of 450 brands, according to the reports 

distributed by against phishing working groups. Generally 

boycotts are utilized to distinguish the URL assaults. In any case, 

with the exponential increment in the quantity of phishing sites, 

this strategy has its own restrictions and it additionally neglects 

to identify recently created phishing URLs which can be 

unraveled utilizing AI or profound learning strategies. Here we 

present a near report between established AI procedure - 

calculated relapse utilizing bigram, profound learning strategies 

like convolution neural network and Recurrent Neural Network 

long present moment memory as models used to identify noxious 

Uniform Resource Locators. On correlation Recurrent neural 

network and long short term memory gave the best exactness of 

about 98% for the grouping of phishing Uniform Resources. 

 
INDEX TERMS-- Phishing, Recurrent Neural Network, Long 

Short Term Memory, Internet Service Provider. 

 
I. INTRODUCTION 

 
In the course of recent decades physical assaults were 

normal, in any case, we realized how to tackle the issues 

brought about by it. Later syntactic assault became possibly 

the most important factor exploiting the vulnerabilities in the 

virtual products to bargain the frameworks. These days 

semantic assaults are normally utilized strategies by assailants 

to get delicate data of a client. It is still kept on being the most 

occurring assault in the internet.  
Aggressors utilize this method principally in light of the 

fact that people dependably neglect to confirm the veracity of 

data that they get through web, and make them a simple prey 

to the hands of online ruptures. Such assaults are generally 

helped through spam messages and phishing sites, and trap the 

client to give the qualifications and other delicate 

information's of the client. Email is viewed as the main 

vehicle to convey a wide range of noxious assaults. As per 

IBMs look into group, the quantity of spam sends are 

expanding enormously furthermore, aside from that, it is seen 

that the greater part of the messages created are trick. In first 

quarter of 2017, the level of spam in email traffic added up to 

56.9%. Assailants generally sent messages with phishing sites 

to counterfeit sites which looks genuine to an ordinary client.  

 
 
 

 
Via the post office they blend true connections and false 

connections so as to make it look all the more engaging. So as 

to test the credibility of the email, clients can intently 

investigate its substance for sentence structure or then again 

spelling slip-ups or on the off chance that it is requesting 

individual data like charge card number, telephone number 

and so forth. Larger part of the web clients who are not taught 

about the security, neglect to browse the substance of 

messages and land in pernicious sites. There is no certain 

flame approach to check in the event that somebody has 

wound up in phishing sites, however checking the site may 

help in few cases. Present day internet browsers use additional 

items and modules to distinguish phishing site. Such 

instruments use boycotting to distinguish noxious sites. 

Boycotting approaches are for the most part signature based, 

where a database is kept up to monitor all the known phishing 

site. Web creeping, manual revealing, honeypots what's more, 

different techniques in the vicinity investigation heuristics are 

the different strategies used to identify the noxious connects to 

refresh the database. Be that as it may, this technique comes 

up short when an obscure phishing site is experienced and it 

requires refreshing the database after following the previously 

mentioned strategies. 
 

AI is a field of software engineering which is connected in 

pretty much every zone like science, material science, science, 

liquid elements, horticulture nowadays. It is conceivable to do 

so in light of the fact that AI systems gain from the 

information accessible and after that plan a well-suited model 

to aid choice making by preparing the future information. 

Also, the information need not be from a particular field, it 

very well may be anything. This flexible nature of AI is the 

explanation behind it to wind up prominent in the current 

world. In this work, we have utilized strategic relapse utilizing 

bigram as the model in directed AI to test the exactness 

acquired to order if a given site is malignant or not. Be that as 

it may, the disadvantage of AI is that the highlights which 

alone decides the outcome should be picked physically. 

Profound learning is a part of unsupervised AI which gain 

from the information without anyone else and structure a 

model for future use. It has more prominent probability to 

identify recently produced phishing sites and furthermore need 

not require manual element engineering. In this paper we 

center around RNN and blend of RNN with long present 

moment memory(LSTM) to acquire the exactness in ordering 
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the phishing sites. While customary computerized phishing 

gives 5%-14% precision and physically focused on lance 

phishing gives 45%. The technique is directly in the center 

with 30% precision and up to 66% at times with a similar 

exertion as the robotized one. Security is a worry for any open 

confronting web application. Great advancement practices can 

help with shielding against endeavors from clients hoping to 

uncover information or cut down an application. In any case, 

in some cases not all assault vectors are taken care of and new 

endeavors will undoubtedly be found. This is the place 

security programming can help with checking and anticipating 

unanticipated assaults. So imagine a scenario where you could 

utilize the intensity of Google's Tensorflow motor to choose 

whether a given solicitation is viewed as noxious. Well that 

was the inquiry I was hoping to reply while taking an interest 

in Slalom's ongoing AI hackathon. The accompanying post 

diagrams the specialized subtleties of a PoC for a security 

observing application which was worked with the assistance 

of a couple different Slalomites. The goal was to assemble an 

application that can examine approaching solicitations to an 

objective API and banner any suspicious movement. The 

application would likewise have a straightforward UI to show 

these hailed demands and give the capacity to make 

preparatory move when vital. The group named the name to 

this pernicious solicitation identification application 

'SecuritAI'. 

 

Similarly as with any Machine Learning issue, the 

information is the important asset for making a shrewd model. 

For this situation get to logs from an API is the thing that I 

required. A fake API must be worked to create a decent 

dataset of access logs to process. Lumberjacks would should 

be added to the fake API to aggregate access signs in clusters 

for preparing reason, just as the capacity to stream logs for 

constant handling. see in fig 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 1. Tensor flow and work model 

 

 

The paper  is composed as pursues. In Section II, we present 

related work on phishing site recognition. At that point, in 

Section III, we present the system of Materials and method. In 

Section IV, we depict result and discussion the point by point 

procedure of the LSTM and multidimensional highlights. 

conclusion in Section V. At long last, in Section VI, we finish 

up the paper what's more, talk about future work 

 

II. RELATED WORK 
 

The Author proposed boycott/whitelist techniques are 
utilized in numerous examinations and by and by [7], [8], [5], 
[6], [9], [2]. Be that as it may, these techniques needs to keep 
 
up a rundown of phishing sites utilizing a 

manual/automatically update process as appeared Uniform 

Resource Locators demands are checked before propelling 

dependent on a neighborhood database or a database on the 

cloud. Despite the fact that the boycott/whitelist procedures 

has fast discovery, overseeing the boycott/whitelist database is 

wasteful for both the neighborhood database and the cloud 

database due to the quickly expanding number of phishing 

destinations. Along these lines, heuristic and Artificial 

Intelligence approaches have been gotten much consideration 

in terms of programmed discovery. This can be viewed as a 

cross breed approach that utilizes boycott/whitelist techniques 

to ensure clients at the front end while Artificial Intelligence 

procedures are utilized at the back end (i.e., the server side) to 

recognize phishing and update on the boycott/whitelist 

database. A few Artificial Interface systems center around the 

web structure or web content-based techniques to recognize 

phishing Uniform Resource Locators [6], [7]. One understood 

methodology in extricating site page highlights to distinguish 

phishing destinations is Cantina+ [8]. This methodology 

depends on 15 highlights web pages, including Uniform 

Resource Locators highlights and substance highlights, which 

are costly amid the examination. Another strong work 

centering on Uniform Resource Locators highlights [2] 

introduced the adequacy of numerous approaches in the order 

of phishing Uniform Resource Locators; be that as it may, 

they didn't solidly think about the blend of numerous 

highlights to improve the distinguishing proof execution. In 

view of certain page-positioning highlights, the creators in [5], 
 
[7] created web structure-based ways to deal with recognize 

phishing website pages by utilizing the Google Page Rank 

esteem. Be that as it may, utilizing just the Page Rank esteem 

is deficient to distinguish phishing Uniform Resource Locators 

because of the accompanying reasons. To begin with, 

numerous phishing sites are made on mainstream sites such as 

online journals or Google destinations, where the positioning 

highlights are not helpful for phishing recognizable proof. 

Second, new Uniform Resource Locators have low positioning 

qualities that are comparable to phishing Uniform resource 

Locators. In some particular cases, we can't get Page Rank 

values from the Application Protocol Interface accurately. 

Such explicit cases can't be recognized by [8] and [2]. 

Consequently, consolidating numerous highlights is important 

to diminish the measure of missed identifications for phishing 

distinguishing proof .  
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III. MATERIALS AND METHOD
 

With a prepared model the time had come to exec

SecuritAI UI application that would have the model to play 

out the ongoing expectations. Likewise with the false API, the 

group stayed with what we knew best, JavaScript. A React UI 

was worked as a dashboard to screen the movement 

originating from the flood of solicitation logs. The stream is

overseen by AWS Kinesis to connect th e correspondence 

between the counterfeit API and SecuritAI UI. Now the tech 

stack is solid, yet one slight issue… Keeras is a python 

programming library, how is the model assume to make 

forecasts in JavaScript? Fortunately, there's amp bundle that 

will help for this need, would be Keras-js p ermits JavaScript 

applications to run spared Keras models prepared on the 

Tensorflow motor. Using this python pro gramming library 

empowered us to run everything from our Node.js application 

servers.  
 
 
 
 
 
 
 
 
 
 
 

 
Fig 2. Input and output sequence  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 3. Tanh output 

 
A. Algorithm 
 
Require: Visible layer B={vl1,.....,vlm},Hidden layer

H = {hl1,.....,hln}  
Ensure : Gradient Approximation ∆ θ ← ∆wij,
for i in {1......n}, j in {1.....m}  
for (i in {1....n}, j in {1....m} do 

Initialize ∆wij=∆ai=∆bj=0 

end for 

for each vl in B 

vlo  ←vl 

for time in(0.....k-1)do  
for i in {1-n }do 

samp hlit ~ p(hli | vlt ) 

end for 

for j in (1.....m)do 

samp vltj ~ p (vli | hlt ) 

end for  
end for 

ETHOD 

With a prepared model the time had come to execute the 

SecuritAI UI application that would have the model to play 

out the ongoing expectations. Likewise with the false API, the 

group stayed with what we knew best, JavaScript. A React UI 

was worked as a dashboard to screen the movement 

the flood of solicitation logs. The stream is 

verseen by AWS Kinesis to connect th e correspondence 

between the counterfeit API and SecuritAI UI. Now the tech 

stack is solid, yet one slight issue… Keeras is a python 

library, how is the model assume to make 

forecasts in JavaScript? Fortunately, there's amp bundle that 

js p ermits JavaScript 

applications to run spared Keras models prepared on the 

n pro gramming library 

empowered us to run everything from our Node.js application 

 

Require: Visible layer B={vl1,.....,vlm},Hidden layer 

wij,∆aj,∆bji 

end for 

 

B. Algorithm for training process  

Require: Period T, Learning Rate η, Momentum 
visible layer Vl, Hidden layer Hl, Number o f visible and 
hidden layer units nvl, nhl 
 
offset vector a2,b3, Weight Matrix W1 
Ensure θ= {W1,a2,b3} Step1: 
Initialize W1,a2,b3  
Step2: for i ϵ{1...T} do 
 
calling CD-k to generate ∆θ= {∆W1,
W1←ρW1+ η((1/nvl)∆W1 a2←ρa2+ 
η((1/nvl)∆a2)  
b3←ρb3+ η((1/nvl)∆b3)  
end for 

 

The way to deal with narrowing our attention on paired 

arrangement with a LSTM RNN i mplies we are performing 

managed learning with our model. H ence every log passage in 

the preparation dataset needs a goin g with name to portray if 

that logged solicitation is typical o r an endeavored infusion 

assault. Concerning producing inf ormation to prepare the 

model, the fake API was used to recreate a straightforward 

web based business application. For example ridiculed out 

endpoints for a/login,/look,/checkou t. Sinc

an authentic progression of clients to the counterfeit API we 

consolidated a couple runtime alternatives to run the server 

and execute demands consequently (for example npm run 

assault infuse). These begin dire ctions went through an 

average client stream, just as arbitrarily performing 

endeavored infusion assaults. We tuned these computerized 

solicitation streams to run ~100 AP I demands every moment 

to rapidly gather logs for a preparati on dataset.
 

A custom lumberjack was connec ted 

to yield the ideal dataset design. F or this situation, a csv 

containing columns of solicitation l og JSON and related mark 

was every one of that was required. So as to separate among 

ordinary and malignant solicitation s an 'assault' 

added to every malevolent solicit ation performed from the 

robotized customer. The mark for ea ch solicitation log 

passage would then be dictated by checkin g for the presence 

of that header. On the off chance that 'ass ault' header exists at 

that point mark the log with '1', and expel the 'assault' header 

before composing the log, genera lly name the log as '0'. 

Because of certain impediments of utilizing a ridiculed API to 

deliver a preparation dataset, and furthermore to guarantee we 

have a progressively summed up c lassifier just fundamental 

log fields were extricated ami d preprocessing. These 

properties included: 'technique', 'inquiry', 'statusCode', 'way', 

'request Payload'. Counting fluct uating headers presented 

some arbitrariness which ruined the grouping realizing, so that 

was let well enough alone for de gree for this stage. Extra 

information, preprocessing, and per haps a different classifier 

could be utilized to investigate the header substance.
 

A robotized customer was left to keep 

hours to aggregate an OK sum p reparing information. To 

prepare the model rapidly an AWS p2.xlarge Deep Learning 

EC2 example was utilized to play out the calculations. AWS's 

Deep Learning AMIs are preinstalled with the vast majority of

, Momentum ρ, 
visible layer Vl, Hidden layer Hl, Number o f visible and 

offset vector a2,b3, Weight Matrix W1 

W1,∆a2,∆b3} 
a2+ 

way to deal with narrowing our attention on paired 

arrangement with a LSTM RNN i mplies we are performing 

managed learning with our model. H ence every log passage in 

the preparation dataset needs a goin g with name to portray if 

s typical o r an endeavored infusion 

assault. Concerning producing inf ormation to prepare the 

model, the fake API was used to recreate a straightforward 

web based business application. For example ridiculed out 

endpoints for a/login,/look,/checkou t. Since the we don't have 

an authentic progression of clients to the counterfeit API we 

consolidated a couple runtime alternatives to run the server 

and execute demands consequently (for example npm run 

assault infuse). These begin dire ctions went through an 

erage client stream, just as arbitrarily performing 

endeavored infusion assaults. We tuned these computerized 

solicitation streams to run ~100 AP I demands every moment 

to rapidly gather logs for a preparati on dataset. 

A custom lumberjack was connec ted to the server system 

to yield the ideal dataset design. F or this situation, a csv 

containing columns of solicitation l og JSON and related mark 

was every one of that was required. So as to separate among 

ordinary and malignant solicitation s an 'assault' header was 

added to every malevolent solicit ation performed from the 

robotized customer. The mark for ea ch solicitation log 

passage would then be dictated by checkin g for the presence 

of that header. On the off chance that 'ass ault' header exists at 

at point mark the log with '1', and expel the 'assault' header 

before composing the log, genera lly name the log as '0'. 

Because of certain impediments of utilizing a ridiculed API to 

deliver a preparation dataset, and furthermore to guarantee we 

ogressively summed up c lassifier just fundamental 

log fields were extricated ami d preprocessing. These 

properties included: 'technique', 'inquiry', 'statusCode', 'way', 

'request Payload'. Counting fluct uating headers presented 

uined the grouping realizing, so that 

was let well enough alone for de gree for this stage. Extra 

information, preprocessing, and per haps a different classifier 

could be utilized to investigate the header substance. 

A robotized customer was left to keep running for a few 

hours to aggregate an OK sum p reparing information. To 

prepare the model rapidly an AWS p2.xlarge Deep Learning 

EC2 example was utilized to play out the calculations. AWS's 

Deep Learning AMIs are preinstalled with the vast majority of 
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the mainstream AI libraries and APIs you have to begin 

performing substantial preparing on GPUs. The 90 pennies for 

each hour this EC2 occurrence cost isn't just certainly justified 

regardless of the time spared preparing a model on an 

extensive dataset, yet in addition worth sparing time on 

introducing and arranging Tensorflow to legitimately keep 

running on a GPU. We found the setup and design on another 

machine demonstrates to be very tedious to get the conditions 

and GPU arrangement without flaw for the adaptation of 

Tensorflow wanted. 

 

CDk(θ,v0) = −∑p(h| v0)∂E(v0, h) / ∂θ + ∑p(h / vk)∂E(vk, h) / ∂θ  
h h 

 

ai = Inp(vi /1− p(vi) 

 

To decrease predisposition, the dataset created contained 

~50/50 typical and vindictive solicitation logs. The dataset 
was part into 75% preparing and 25% assessment subsets. 
After a few emphases the model had the capacity to acquire a 
truly high precision. This was to some degree expected 
because of the constrained varieties of solicitation blends that 
were produced, however by and by it was adequate to work 
within our short time allotment. The precision and misfortune 
measurements delineated above are likewise caught in logs by 
means of an appended Tensor board callback inside the Keras 
preparing content. These logs are an amassing of checkpoints 
recorded amid preparing which are helpful for envisioning the 
model's execution amid and subsequent to preparing 

 
n n 

Lθ =In(L(θ|v))=In∏ρ(vi|θ)=∑In(ρ(vi|θ))k)∂E(vk,h)/∂θ 

i=1 i=1 

 

θ ← ρθ +η∂In(L(θ )) / ∂θ 
 

 

θ ← θ +η∂In(L(θ )) / ∂θ 
 

 

IV.  RESULT AND DISCUSSION 
 

The initial step on this MVP was to concentrate on picking 

a forecast model and demonstrate that it was a solid match for 

our concern. Recognizing whether a given solicitation is 

proposed to do mischief or uncover delicate data was the issue 

to illuminate. To begin we chose to limit our attention on 

deciding whether a solicitation contains content that can be 

viewed as an infusion endeavor. Infusion assaults can come in 

different structures: by shrewd addition of SQL, XML, JSON, 

or source code into solicitations. We were keen on possibly 

knowing whether given solicitation is an endeavored infusion 

or not, this is essentially a twofold grouping issue. There are 

numerous models which can help with this issue: Random 

forest Naive Bayes Classifier, Support Vector Machines, 

Neural Networks, and unsupervised models. 

 

Profound Learning/Neural Networks are getting a great 

 

 

deal of consideration with the most recent achievements in the 

scholarly world and commonsense uses in the field. They have 

demonstrated to be uncommon at picture acknowledgment and 

normal language handling (NLP). Imagine a scenario where 

we could take advantage of the NLP abilities of a neural 

system for this order issue. This is the thing that we needed to 

try out. The JSON log passage as is can't be utilized as 

contribution for a neural system model. Models require 

 

Table 1.Evaluation of LSTM and RNN  

 
Layers Type Output Other Parameters 

  shape parameters  

     
0-1 Embedding (None, embedding length = 128 

  2307, vector 18304 
  128)   

1-2 Convolution1D (None, number of filter-length 
  2303, filter = 128 = 5 82048 
  128)   

2-3 Maxpooling1D (None, pool-length 0 
  575, = 4  

  128)   

3-4 LSTM (None, memory 35800 
  50) blocks 50  

4-5 Fully connected (None, 5-6 Sigmoid 0 
  1) 51 Activation  

   (None, 1)    
numeric contributions to work with, in this way message 

preprocessing is vital. Since substance of a solicitation log 

contain different character strings, images, and digits we 

decide to preprocess every passage into a grouping of 

characters. Handling the log passages as a grouping of 

characters is performed by mapping the each character of the 

solicitation log content to numeric qualities inside a populated 

word lexicon. The related numeric qualities speak to how as 

often as possible a character is seen. The word reference is at 

first made and fitted utilizing the preparation information, that 

way resulting characters can be mapped to recently observed 

character esteems. E.g In this fragment of the word lexicon, "," 

character is the seventh most successive character from the 

preparation dataset. 
 

An incredible decision for learning an arrangement of 

characters is a Recurrent Neural Network. All the more 

explicitly a Long Short-Term Memory variation of Recurrent 

Neural Networks was picked on account of it's wide use and 

accomplishment in learning arrangements. Long Short Term 

Memory are somewhat mind boggling and it isn't the focal 

point of this post, however having an abnormal state 

understanding helps while tinkering with a model. More on 

grouping learning and LSTMs practically speaking can be 

found in this incredible review by Andrej Karpathy — 

 Unreasonable Effectiveness of RNNs. To rapidly build up the 

neural system model, we picked to utilize the abnormal state 

Keras API running over Tensorflow, rather than legitimately 

cooperating with Tensorflow. Keras enables us to rapidly 

model our model and spare time by giving a standard setup to 

Tensorflow. Neural system models in Keras are extremely 

simple to work with, basically instantiate a model article and 

begin including layers! The underlying implanting layer 
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indicates the normal elements of the vector inputs, the LSTM 

concealed layer is characterized with 64 neurons alongside 
independent dropout layers to decrease fluctuation, lastly a 
thick yield layer to create the order certainty.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig4. Accuracy of LSTM and RF 
 

 

V. CONCLUSION 
 

This paper dissected the exhibition of strategic 

utilizing bigrams, RNN and RNN-LSTM models to 

distinguish phishing URLs. Profound learning strategies like 

RNN and RNN-LSTM are ideal over AI techniques as they 

have the capacity to get ideal component portrayal themselves 

by accepting the crude URLs as their information. We can 

guarantee dependent on the outcomes we acquired that, the AI 

and profound learning based vindictive URL recognition can 

abandon discovery frameworks assembled utilizing boycotting 

and customary articulation strategies. 

 

                              VI.  FUTURE WORK 
 

A future improvement of our approach will think about 

applying profound figuring out how to include extraction of 

website page code and site page content. Furthermore, we plan 

to actualize our methodology into a module for installing in a 

Web program 
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Abstract—This research paper depicts a modified partial 

transmitted sequence (MOPTS) algorithm by applying the 

normalized Riemann matrix (C) rows for phase sequences with 

discrete cosine transform (DCT) in time domain for diminishing 

of peak to average power ratio (PAPR) of several modulations 

under many sub-carriers based orthogonal frequency division 

multiplexing (OFDM) after distributing the information into 

numerous blocks and optimizing with the assistance of phase 

sequences. Since, original PTS (ORIPTS) algorithm makes use of 

phase sequences which are random and designing of those phases 

are also tedious. Henceforth, in this research manuscript we are 

suggesting a MOPTS algorithm which has definite phase 

sequences of normalized Riemann matrix (C) along with DCT. 

Simulation outcomes clearly indicate the noteworthy PAPR 

performance of MOPTS in comparison with PAPR of original 

OFDM (OFDMORIPAPR) and ORIPTS.  

Keywords—Partial Transmitted Sequence (PTS);Orthogonal 

Frequency Division Multiplexing (OFDM); Discrete Cosine 

Transform (DCT); Peak to Average Power Ratio (PAPR). 

I.  INTRODUCTION  

In wireless communication system [1], one very promising 
and efficient multiplexing technique exists which is known as 
OFDM. It has got significant interest due to very high data rates 
along with the trusted performance of spatial multiplexing and 
diversity. Moreover, OFDM system possesses smooth 
equalization [2], good spectral power efficiency along with the 
easy implementation on hardware by assistance of Fast fourier 
transform (FFT). Furthermore, it is better due to significant 
features like small vulnerable to echoes, well-organized 
bandwidth utilization, it also has protection against narrow-
band-co-channel interferences (NBCCI) hence, it improves the 
capacity of system by providing reliable transmission of 
information. OFDM procedure has been adopted by several 
wireless and wire-line system like wireless local-area network 
(WLAN) [3] IEEE-802.11 a/b/g/n, Long term Evolution (LTE) 
[4], European telecommunication standards institute (ETSI)[5], 
Broadcast radio-access network (BRAN), Digital television 
broadcasting (DTVB)[6],[7], Digital audio-broadcasting 
(DAB), Digital video-broadcasting (DVB)[8], worldwide 
interoperability for microwave access (WiMAX) IEEE-802.16 
[9], Asynchronous digital subscriber line (ADSL)[10]-[12], 
Digital subscriber line (DSL). Since, OFDM has numerous 
advantages but high PAPR is considered as the key disadvantage 

of OFDM because of this, it suffers from out of band-radiations 
(OOB) and in band-distortions (IB) [13] and high PAPR leads 
to non-linearity in high power amplifier (HPA). Moreover, high 
PAPR enhance complexity of both analog-to-digital converters 
(ADC) and digital-to-analog converters (DAC). Henceforth, 
HPA with huge input back-off- power (IBO) is required along 
with huge word length so as to follow high PAPR [14].  

   The several solutions for the lessening of PAPR is to adopt 
the appropriate method which can reduce PAPR just before 
sending signals from transmitter side. Many procedures have 
been presented in literatures to diminish value of PAPR like 
trellis assisted constellation subset selection (TACSS)[15], 
clipping[16],non- linear companding transforming [17]-[19], 
peak windowing [20], clipping and filtering [21],[22], active 
constellation extension (ACE)[23] the above mentioned 
procedures be appropriate to group of signals distortion whereas 
other techniques which belong to the category of scrambling 
practices of signal like PTS [24],[25], tone-reservation (TR) 
[26],[27], selective mapping (SLM)[28]-[30], block coding [31], 
interleaving technique [32], tone injection [33]. This paper is 
prepared as follows. Section-II provides the comprehensive 
summary of the works supported for PAPR reduction. In 
section-III briefly shows OFDM, DCT and original PTS 
technique. In section IV, we show the proposed modified PTS 
algorithm. Then simulation results are implemented in section V 
whereas in section VI conclusions are drawn. 

II. RELATED WORKS  

In literature, numerous papers have been discussed related to 
high PAPR in OFDM like, In 2019, Gokceli et al. [34] 
introduced an effective technique for the diminishing of PAPR 
where clipping noise can be easily filtered and controlled inside 
passband of the transmitter which ultimately control signal 
which going to be transmitted. Several results suggested in 5G 
new radio (NR) mobile network context which demonstrate the 
efficiency of presented work. In 2019, Sandoval et al. [35] 
presented the novel hybrid PAPR diminishing method which 
uses three techniques like iterative modified companding and 
filtering, convolutional codes, successive sub-optimal cross 
antenna-rotations and inversion (SS-CARI). Significant 
reduction in PAPR is attained with help of hybrid technique.  

Tang et al. [36] proposed a clipping noise method of 
compression in which modification is done in time domain 
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signal. The reduction in computation complexity has been 
obtained because it utilizes only one fast fourier transform 
(FFT). The presented work demonstrated better BER and PAPR 
reduction performance as compared with traditional ICF 
method, while Rateb et al. [37] presented a small complexity 
technique for the diminishing of the PAPR based upon linear 
scaling of some part of the signals coefficient with the help of a 
factor. The research work studied many inspections which leads 
to key choice of factors and finally, achieved large gain. The 
effective reduction in PAPR is obtained with negligible effects 
on the bit error rate (BER).  

In [38], an effective PAPR lessening method proposed which 
deals with time domain kernel matrix in order to generate signal 
with minimum PAPR. It also employed the curve fitting 
approaches to optimize the scaling factor. The projected method 
is found to be more efficient as equated with traditional clipping 
and filtering technique. However, our prior research [39]-[42] 
have documented several schemes such as, In [39], SLM 
technique has been proposed which uses DCT matrix based 
phase sequences. Remarkable gain obtained in comparison with 
conventional SLM technique. In [40], a combination of PTS and 
Bose chaudhuri hocquenghem codes (BCH) have been projected 
to reduce PAPR. Simulation results revealed the significant 
improvement in the performance with the assistance of proposed 
work as compared with the conventional PTS and OFDM 
system. In [41], a highly optimized phases are obtained and 
applied in SLM algorithm. Simulations results obtained show 
the extraordinary performance of planned work in contrast with 
OFDM. In [42], Gupta et al. presented the SLM algorithm along 
with the usage of Hadamard matrix as a phase sequences which 
help in diminishing the PAPR. The performance of proposed 
work is better in contrast with traditional OFDM. In [43], 
authors projected a different method which is based upon 
iterative clipping and filtering (ICF) with easy clipping of 
signals along with filters so that small error vector magnitude 
and minimum PAPR can be achieved.  

In [44], Goel et al., presented a companding method which 
transform rayleigh distributed-probability-distribution function 
(PDF) of the magnitude of OFDM signals into a form called as 
quadrilateral PDF. So, it is called as quadrilateral-companding 
transform (QCT). This scheme offered a decent tradeoff 
between PAPR diminishing and BER. Rakshit et al. [45] 
demonstrated a new small complexity sub-optimal PTS system 
with its basis in the implementations of differential evolutions 
(DE) technique in short MBLX-DE, it reduces the PAPR.  

Singh et al. [46] proposed a hybrid technique based upon 
SLM and PTS and this scheme reduced the PAPR from 6 dB to 
5 dB. This scheme is compared with other techniques and results 
are found to be better. Vittal and Naidu et al. [47] planned new 
small complexity PTS system by using random phase sequences 
matrix (RPSM) for PAPR decreasing in OFDM. The key aim is 
to obtain best phase sequence to diminish PAPR and complexity 
by reducing the number of inverse fast-fourier transform (IFFT).  

In this paper, a modified PTS (MOPTS) algorithm has been 
proposed which uses Riemann matrix (C) rows as the phase 
sequences along with DCT in time domain for the lessening of 
PAPR. In this paper firstly, we will propose the algorithm so that 
smallest PAPR based OFDM signals can be created. The 

simulation results clearly show the best performance of MOPTS 
algorithm in comparison with conventional PTS technique and 
original OFDM system. 

III. OFDM, DCT AND ORIGINAL PTS ALGORITHM 

A. System Models 

In OFDM [36] input information is modulated by phase shift 
keying (PSK) as sub-carriers in frequency domain. Now, 
frequency domain OFDM signals consist of N sub-carriers are 

represented as 𝑋 = [𝑋0, 𝑋1, 𝑋2, … 𝑋𝑘, … . 𝑋𝑁−1] where 𝑋𝑘  
represents block of data for 𝑘𝑡ℎ sub-carriers. 

  The discrete signal in time domain of OFDM [2] can be 
represented as, 

𝑥(𝑛) =
1

√𝑁
∑ 𝑋𝑘𝑁−1

𝑘=0 𝑒
𝑗2𝜋𝑘𝑛

𝑁 , 𝑛 = 0,1,2 … . . 𝑁 − 1,          (1) 

where n represents discrete sampling-index, 𝑘 is index of 
frequency, N denotes total number of sub-carriers. 

Oversampling [8], [36], is generally considered for the better 
approximation of continuous-time OFDM for PAPR. Now, if 
the oversampling factor is denoted by 𝐿 then information can be 
extended by inserting (𝐿 − 1)𝑁 zeros with 𝐿𝑁points data block 
of IFFT.  For [2] the enhancement in the accuracy of PAPR, 
sampling of discrete baseband signal must be under 𝐿 ≥ 4. 

The time domain  conversion [36] of oversampled 𝑋(𝑘) is 
obtained by IFFT module to obtain𝑥(𝑛): 

𝑥(𝑛) =
1

√𝑁𝐿
∑ 𝑋𝑘𝑁𝐿−1

𝑘=0 𝑒
𝑗2𝜋𝑘𝑛

𝑁𝐿 , 𝑛 = 0,1,2 … . . 𝑁𝐿 − 1,       (2)           

where 𝑋𝑘  represents block of data for the 𝑘𝑡ℎ subcarriers. 

The range of the time domain signal 𝑥(𝑛) is evaluated with 
the assistance of 𝑃𝐴𝑃𝑅. It is represented as 

𝑃𝐴𝑃𝑅(𝑥(𝑛)) = 10𝑙𝑜𝑔10

max
0≤𝑛≤𝑁𝐿−1

 (|𝑥(𝑛)|2)

𝐸[|𝑥(𝑛)|2]
,                        (3)              

where 𝐸[. ] represents operator of expectation [8], [36]. 
  The 𝑃𝐴𝑃𝑅 lessening of any technique is calculated by 
complementary cumulative distribution function 𝐶𝐶𝐷𝐹 denoted 
by[39][53]:  

𝐶𝐶𝐷𝐹 = 𝑃𝑟𝑜𝑏{𝑃𝐴𝑃𝑅 > 𝑃𝐴𝑃𝑅0},                                    (4) 

where 𝐶𝐶𝐷𝐹 estimates probability of OFDM signal PAPR 
that exceeds provided threshold 𝑃𝐴𝑃𝑅0. 

B. DCT Equation 

  The discrete cosine transform (DCT) is represented [48] as 

𝑑𝑛 = √
2

𝑁
𝛽𝑛 ∑ 𝑥𝑚cos (

𝜋𝑛(2𝑚+1)

2𝑁
)𝑁−1

𝑚=0  ,                             (5)            

Where N different symbols of data. 

𝛽𝑛 = {
1

√2
,   𝑛 = 0

 1,   𝑛 = 1, . . 𝑁 − 1           
                                      (6)                   

C. Riemann Matrix 

  The rows of normalized Riemann matrix (𝐶) are preferred 
as phase sequences for PTS algorithm. Now, Riemann matrix 
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(𝑀) [49],[50] is attained by eliminating first column and first 
row of matrix 𝐵, where  

𝐵(𝑖, 𝑗) = {
𝑖 − 1 𝑖𝑓 𝑖 𝑑𝑖𝑣𝑖𝑑𝑒𝑠 𝑗

−1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   
                                           (7) 

By using the equation (7), Riemann matrix (𝑀) [51] of the 
order 4 can be presented as: 

Riemann matrix (𝑀)= (

1 −1 1 −1
−1 2 −1 −1
−1
−1

−1
−1

3
−1

−1
4

)                (8) 

If the Riemann matrix (𝑀) with size 𝐷 × 𝐷, then the values 

of the normalized Riemann matrix (𝐶) will be {
1

𝐷
} 𝑀. 

D. Traditional PTS Method 

In traditional PTS arrangement[24],[52], an oversampled 
input information symbols 𝑋 is segregated into numerous sub-
blocks 𝑋𝑣 = [𝑋𝑣,0, 𝑋𝑣,1, 𝑋𝑣,2 … . . , 𝑋𝑣,𝑁𝐿−1]𝑇, 0 ≤ 𝑣 ≤ 𝑉 − 1 , 
with the condition that 

𝑋 = ∑ 𝑋𝑣𝑉−1
𝑣=0                   (9) 

Now, by using 𝐼𝐹𝐹𝑇 to individual sub-blocks, the vectors of 
sub-signals 𝑥𝑣 = [𝑥𝑣,0, 𝑥𝑣,1, … … . 𝑥𝑣,𝐿𝑁−1]𝑇 , 0 ≤ 𝑣 ≤ 𝑉 −
1 are created. The phase rotating factors 𝑏𝑣 = 𝑒𝑗∅𝑣

, where ∅𝑣 ∈
[0, 2𝜋) for 𝑣 = 1,2, … 𝑉 − 1. The phase rotating factors are 
generally the elements of predefined set denoted as 𝑏𝑣 ∈

{𝑒
𝑗2𝜋𝑙

𝑊 |  𝑙 = 0,1,2, … . 𝑊 − 1}, where 𝑊 denoted as size of phase 

rotating factors. The phase factors are 𝑏𝑢 =
[𝑏𝑢

0, 𝑏𝑢
1 , … . 𝑏𝑢

𝑉−1, ], 𝑢 = 0,1 … . 𝑈 − 1, where 𝑈 signifies total 
OFDM signals created. Now, with the 𝑢𝑡ℎ phase vector, the 𝑢𝑡ℎ 
OFDM signal is denoted as 

 𝑥𝑢 = [𝑥𝑢
0, 𝑥𝑢

1 , … . . , 𝑥𝑢
𝐿𝑁−1]𝑇            (10) 

= ∑ 𝑏𝑢
𝑣𝑉−1

𝑣=0 𝑥𝑣 ,   𝑢 = 01,2 … 𝑈 − 1            (11) 

Since, all the first factors of phase rotating 𝑏0
𝑣, 0 ≤ 𝑣 ≤ 𝑉 − 1 

are generally assigned with value 1, 𝑈 = 𝑊𝑉−1 signals of the 
OFDM are created in the traditional PTS method. Lastly, best 
OFDM signal 𝑥𝑜𝑝𝑡 with smallest PAPR worth among 𝑈 OFDM 

signal is chosen for transmission, that is,  

𝑥𝑜𝑝𝑡 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑢=0,1,2…𝑈−1

𝑃𝐴𝑃𝑅(𝑥𝑢).           (12) 

Block diagram of above mentioned traditional PTS method 
is denoted by Fig. 10. 

IV. PROPOSED MODIFIED PTS (MOPTS) ALGORITHM 

The MOPTS algorithm which uses Riemann matrix (C) as 
phase sequences along with DCT for the diminishing of the 
PAPR (Fig. 10). 

Steps for projected MOPTS algorithm are denoted as: 

Step 1: Information 𝑌 possesses length 𝑁, after passed 
through digital modulator, is denoted as 𝐺 =
[𝐺0, 𝐺1, 𝐺2, … . 𝐺𝑁−1 ] where 𝑁 being total number of the sub-
carriers. Oversampling  represented by 𝐿 is performed for the 
better approximation of the PAPR. 

Step 2: The oversampled information symbols is divided into 
several sub-clocks 𝐺𝑣 = [𝐺𝑣,0, 𝐺𝑣,1, 𝐺𝑣,2 … . . , 𝐺𝑣,𝑁𝐿−1]𝑇 with 
0 ≤ 𝑣 ≤ 𝑉 − 1 as condition given by 

𝐺 = ∑ 𝐺𝑣𝑉−1
𝑣=0             (13) 

Step 3: Now, after applying IFFT to the separate sub-blocks, 
time domain OFDM signal is denoted as 

𝑔(𝑛) =
1

√𝑁𝐿
∑ 𝐺[𝑘]𝑁𝐿−1

𝑘=0 𝑒
𝑗2𝜋𝑘𝑛

𝑁𝐿 , 𝑛 = 0,1,2 … . . 𝑁𝐿 − 1,(14) 

The vectors for several sub-signals  

𝑔𝑣 = [𝑔𝑣,0, 𝑔𝑣,1, … … . 𝑔𝑣,𝐿𝑁−1]𝑇 , 0 ≤ 𝑣 ≤ 𝑉 − 1         (15) 

Step 4: Taking the DCT of the time domain sequence using 
equation (5) and represented as 

𝑠𝑣 = 𝐷𝐶𝑇(𝑔𝑣)             (16) 

The vectors for the numerous sub-signals,𝑠𝑣 =
[𝑠𝑣,0, 𝑠𝑣,1, … … . 𝑠𝑣,𝐿𝑁−1]𝑇 , 0 ≤ 𝑣 ≤ 𝑉 − 1 

Step 5: The phase rotation vectors are chosen in time domain 
for the optimization of the data from normalized Riemann 

matrix (𝐶) obtained by considering {
1

4
} 𝑀 from equation (8).  

Step 6: The phase factors which are selected from rows of 
normalized Riemann matrix (𝐶)are 𝑝𝑢 =
[𝑝𝑢

0, 𝑝𝑢
1 , … . 𝑝𝑢

𝑉−1, ], 𝑢 = 0,1 … . 𝑈 − 1, where U denotes total 
number of OFDM signals is denoted as 

𝑠𝑢 = [𝑠𝑢
0, 𝑠𝑢

1, … . . , 𝑠𝑢
𝐿𝑁−1]𝑇            (17) 

= ∑ 𝑏𝑢
𝑣𝑉−1

𝑣=0 𝑠𝑣 ,   𝑢 = 01,2 … 𝑈 − 1            (18) 

Step 7: Now, calculate and find out the smallest 𝑃𝐴𝑃𝑅 which 
is represented as 

𝑃𝐴𝑃𝑅(𝑠𝑢(𝑛)) = 10𝑙𝑜𝑔10

max
0≤𝑛≤𝑁𝐿−1

 (|𝑠𝑢(𝑛)|2)

𝐸[|𝑠𝑢(𝑛)|2]
,           (19) 

𝑠𝑜𝑝𝑡 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑢=0,1,2…𝑈−1

𝑃𝐴𝑃𝑅(𝑠𝑢(𝑛))               (20) 

Step 8:Finally, 𝐶𝐶𝐷𝐹 for the PAPR is calculated as 

𝐶𝐶𝐷𝐹(𝑃𝐴𝑃𝑅(𝑠𝑜𝑝𝑡)) = 𝑃𝑟𝑜𝑏{𝑃𝐴𝑃𝑅(𝑠𝑜𝑝𝑡) > 𝑃𝐴𝑃𝑅0}        (21)                 

where 𝐶𝐶𝐷𝐹 denotes the probability of the symbols that 
exceeds the provided threshold 𝑃𝐴𝑃𝑅0. 

V. SIMULATION RESULTS 

The significant factors considered for the performance 
investigation of MOPTS algorithm such as oversampling value 
(𝐿) , sub-blocks partition (V) and rows (U) of normalized 
Riemann matrix (C) are 4 each whereas sub-carriers (N) are 
64,128 and 256. The iterations of 9000 OFDM blocks are also 
considered. The modulation schemes which are considered for 
the simulations are 16-PSK,32-PSK and 64-PSK. 

From Fig. 1.  to Fig. 9. depict CCDF of the PAPR of original 
OFDM (OFDMORIPAPR), original PTS (ORIPTS), Modified 
PTS (MOPTS). 
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Fig. 1. PAPR diminishing comparison of MOPTS, ORIPTS and 
OFDMORIPTS under 64 sub-carriers and 16-PSK  

 

Fig. 2. PAPR diminishing comparison of MOPTS, ORIPTS and 
OFDMORIPTS under 64 sub-carriers and 32-PSK  

 

Fig. 3. PAPR diminishing comparison of MOPTS, ORIPTS and 
OFDMORIPTS under 64 sub-carriers and 64-PSK 

 

 

Fig. 4. PAPR diminishing comparison of MOPTS, ORIPTS and 
OFDMORIPTS under 128 sub-carriers and 16-PSK 

 

Fig. 5. PAPR diminishing comparison of MOPTS, ORIPTS and 
OFDMORIPTS under 128 sub-carriers and 32-PSK 

 

Fig. 6. PAPR diminishing comparison of MOPTS, ORIPTS and 
OFDMORIPTS under 128 sub-carriers and 64-PSK 
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Fig. 7.  PAPR diminishing comparison of MOPTS, ORIPTS and 
OFDMORIPTS under 256 sub-carriers and 16-PSK 

In Fig. 1. With 64 sub-carriers and 16-PSK, MOPTS has 
remarkable PAPR reduction in comparison with ORIPTS and 
OFDMORIPAPR which is about 0.70 dB and 2.1 dB better than 
ORIPTS, OFDMORIPAPR respectively similarly it can be 
easily understood for Fig. 2. and Fig. 3.   

In Fig. 4. With 128 sub-carriers and 16-PSK, MOPTS has 
remarkable PAPR reduction in comparison with ORIPTS and 
OFDMORIPAPR which is about 0.60 dB and 1.82 dB better 
than ORIPTS, OFDMORIPAPR respectively similarly it can be 
easily understood for Fig. 5. and Fig. 6. 

In Fig. 7. With 256 sub-carriers and 16-PSK, MOPTS has 
remarkable PAPR reduction in comparison with ORIPTS and 
OFDMORIPAPR which is about 0.39 dB and 2.19 dB better 
than ORIPTS, OFDMORIPAPR respectively similarly it can be 
easily understood for Fig. 8. and Fig. 9.  

It is easily agreed from the Table I. that performance of the 
MOPTS for N=64 and 64-PSK is best in contrast with 32-PSK 
and 16-PSK.  

As number N depicted in Table I. is increasing from 64,128, 
and 256 for 16-PSK then the corresponding increase in the 
PAPR is also observed as 10.21 dB, 10.42 dB and 11.00 dB 
respectively but remarkable PAPR reduction is achieved by 
MOPTS algorithm as 8.11 dB,8.60 dB and 8.81 dB respectively. 

 

Fig. 8.  PAPR diminishing comparison of MOPTS, ORIPTS and 
OFDMORIPTS under 256 sub-carriers and 32-PSK 

 

Fig. 9. PAPR diminishing comparison of MOPTS, ORIPTS and 
OFDMORIPTS under 256 sub-carriers and 64-PSK 

 

TABLE I.  CCDF  PERFORMANCE ANALYSIS OF MOPTS,ORIPTS AND  OFDMORIPAPR FOR N=64,128,256 UNDER 16-PSK, 32-PSK, 64-PSK 

PAPR (dB) in order to accomplish 𝑷𝒓𝒐𝒃{𝑷𝑨𝑷𝑹 > 𝑷𝑨𝑷𝑹𝟎} = 𝟏𝟎−𝟑 
Sub-Carriers Modulations OFDMORIPAPR ORIPTS MOPTS 

 16-PSK 10.21 8.81 8.11 

64 32-PSK 10.40 8.40 8.20 

 64-PSK 10.22 8.80 8.05 

 16-PSK 10.42 9.20 8.60 

128 32-PSK 10.40 9.00 8.41 

 64-PSK 10.21 9.00 8.61 

 16-PSK 11.00 9.20 8.81 

256 32-PSK 10.81 9.21 8.80 

 64-PSK 11.00 9.40 9.00 
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Fig. 10. The block diagram of traditional PTS method [52] 
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Fig. 11. The block diagram of proposed modified PTS(MOPTS) algorithm 

VI. CONCLUSION 

In this paper, PTS scheme has been emphasized to diminish 
PAPR difficulty of OFDM. Though, PTS scheme undergoes the 
difficulty of designing and obtaining phase sequences which 
help in diminishing this problem of PAPR. So, this is the most 
significant concern which requires the advanced solution. 
Focusing on this objective, a modified PTS (MOPTS) algorithm 
has been designed in this paper, which uses normalized Riemann 
matrix (C) and DCT in time domain whereas the main aim 
behind using normalized Riemann matrix (C) is the optimization 
which assists in finding the best phase sequences for the PAPR 
reduction. Additionally, the proposed MOPTS algorithm can 
easily generate phase sequences which was difficult in the 
traditional PTS scheme. Simulation results have been 
accomplished by comparing MOPTS, ORIPTS and 

OFDMORIPAPR. The final results, in principle, have depicted 
that proposed MOPTS algorithm is robust as compared with 
ORIPTS and OFDMORIPAPR. Furthermore, the futuristic aim 
of the proposed work is that, it can also be implemented using 
M-QAM.  
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Abstract— This paper presents a hybrid framework for 

reconstructing the scene of objects from a geospatial dataset 

from point clouds. The method addresses the processing 

issues of large data points in 3D space and uses spatial 

clustering to determine the context membership for points. 

It further uses the min-cut based graph algorithm to 

segment the resulting polyhedral surface of the object in the 

scene. Spatial clustering is performed using k-dimension 

search tree in multidimensional space for segmenting and 

assigning memberships of point to possible clusters. Size of 

these clusters controls the background penalties for use 

during graph cuts for generating multi-object polyhedral 

objects. The results in this paper are compared to other 

methods and it is observed that the min-cut graph-based 

approach outperforms simple Delaunay triangulation and 

Euclidean estimate based method for surface construction. 

It can classify objects with better accuracy into separated 

structures and enabling more efficient visual 

communication and rendering performance. Geospatial 

reconstruction problems especially those used for visual 

communication can use the min-cut based method to 

construct multi-object scenes for faster rendering 

performances and reduced data management overheads. 

Keywords—min-cut algorithm, point cloud, 3D surface 

reconstruction, surface triangulation, Visualization 

I.  INTRODUCTION  

Many geospatial applications especially those used for visual 
communication of a scene of objects often require identifying 
and processing surface point organized as point clouds. These 
point clouds contain hundreds and thousands and even millions 
of points representing 3D spatial occupancy of objects. These 
points are results of surface returns recorded from sensors like 
LIDAR devices. This makes computing several geomorphic 
aspects of the objects and features possible. However, the size 
of these data sets are very large and results in a lot of 
computational overheads due to the very discrete nature of the 
points in the point cloud. Working with point cloud data is 

actually an informatics problem which relies on processing large 
data values and involve a higher degree of complexity. Among 
several interesting application being addressed, reconstruction 
of the geospatial objects especially from arbitrary point 
clouds[1] is of greater interest for geospatial computing 
problems.  With these large set of points in the point cloud, 
computation requirement increases multifold and traditional 
methods and algorithm perform poorly. Therefore, it becomes a 
potential candidate for big data processing and management 
problem.  

Reconstruction and visualization are challenging problem 

especially from an unorganized set of points in point clouds[2]. 

If surface details are not very important, representing the object 

surface using the polyhedral structure can lead to a more 

efficient organization. Triangulation is used for approximating 

these surfaces and in fact, this itself can lead to improved 

rendering performances. Various algorithms are available to 

process these surface data and often combined together for 

better results. The problem of reconstruction can be broken 

down into two sub problems. First, it involves identifying 

separate object structures from an unstructured set of points 

within the given point cloud data. Second, it requires 

constructing the triangulated surface from them. Studies 

suggest that simple clustering algorithms perform poorly for 

problems involving identifying objects from the scene with 

multiple objects and experience severe performance issues.  

A more robust approach for clustering is needed that is 
equally applicable to large and big data sets. Representing 
objects using triangular polygons requires identifying vertices 
and edges that define the object surface. Simple triangulation 
from unorganized points often leads to deformed surface 
approximations. The problem of deformation exacerbates with a 
scene with multiple objects. Fused objects are often seen while 
reconstruction and lead to extra and redundant storage 
requirements. Such results can prove to be a great hindrance for 
critical geospatial reconstruction based applications and thus 
must be addressed specifically. Visual communication of the 
scene under investigation experiences erroneous surface patch 
and deformed shapes. 
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This paper addresses the aforementioned challenges and 
issues in surface reconstruction and proposes a hybrid 
framework that comprises of spatial clustering of objects in 
multidimensional space followed by an efficient triangulation 
using graph cuts. This paper starts with a brief into a literature 
survey of related work followed by a description of input data 
and experimental setup.  Subsequently, the framework for multi-
object scene triangulation is presented followed by experimental 
results and discussion. Finally, the observation is presented with 
future pointers for the research in the concluding remarks. The 
details each of these are described next in discussions to follow. 

II. LITERATURE SURVEY AND RELATED WORK 

The problem of Identification, segmentation, and 

triangulation of object surface have been addressed in past 

research works. As a problem of visual analytics as discussed 

in [2] and [3], it has been approached in different ways. 

Segmentation has been one of the fundamental tasks in 

identifying and thereby reconstruction. Segmentation of object 

structures from LiDAR point clouds has been discussed by 

many including work demonstrated in [4], [5], [6] and [7]. The 

method discussed in [4] is limited to ordered point clouds and 

uses scan-line-based ground segmentation algorithm. Although 

it could successfully segment objects its performance on solid 

surface generation is unknown. Similar work was performed in 

[5] using the histogram-based methodology to separate the 

building clusters from other structures. This work is also limited 

to the geometric description of structures using point data. 

Other related works of identifying and segmenting objects from 

point cloud have been addressed. Segmentation of objects from 

unstructured point cloud has been discussed in [8] and attempts 

to identify tree crowns from airborne LiDAR point clouds. 

However, most of them classify the foreground and background 

objects only and limit object visualization using point 

description.  

Reconstruction of the object’s surface using 

triangulation has proved more efficient for rendering purpose. 

Variants of surface triangulation include direct triangulation 

method, ball pivoting method[9], Voronoi-based algorithm[10], 

Delaunay based method [10] can provide faster ways to 

generate surfaces. However, most of the experimental attempts 

have focused on improving the surface quality for a scene with 

a single object. While these methods largely satisfy 

expectations for smaller objects, they suffer from performance 

and deformation issues for large datasets with rapidly varying 

surface elevations. An optimized method for reconstructing 

large geospatial structures such as the reconstruction of sand 

dunes discussed in [13] provides a pathway to generate surfaces 

from rapidly varying structures. It is noteworthy to see that all 

these methods treat foreground objects as one object or perform 

poorly for scenes with multiple objects. The results are 

deformed structures and often not suited with closely spaced 

objects.   

Multi-object classification and labeling have been 

addressed at a small level. One way to achieve the objective of 

multi-object reconstruction and visualization to with optimal 

performance is to use a graph-based approach for segmenting 

of objects. This approach can use graph-based concepts 

especially to cull away weak links between the identified 

clusters and thus achieving the objective. Correctness and speed 

is more important in reconstruction based visual 

communication and therefore unnecessary computations must 

be avoided. Min-cut based approach discussed in [14] can be 

used for this purpose. Although this method was limited to the 

segmentation problem, it can be further extended and used 

together with some modifications for generating the physical 

surface of distinct objects in the scene. This forms the basis of 

our method presented in this paper. 

Table 1: FORMAT OF DATA FOR THE EXPERIMENT 

x y z 

72.250                        -18.179                           0.850 

68.269                         -16.610                          0.480 

71.599                         -18.370                           0.760 

71.940                         -18.549                           0.820 

72.559                         -18.879                           0.810 

72.679                         -18.939                           0.400 

67.789                         -16.700                           0.390 

 

 
 

Figure 1:  3D view of the point cloud data sample. 

III. DATA AND EXPERIMENTAL SETUP 

The experimental validation of the proposed 

framework for reconstructing polyhedral surfaces of multi-

object scene uses geospatial data organized as a point cloud. 

The point cloud organizes points in 3D space with its spatial 

coordinates along three dimensions. These points represent the 

return from the surface obtained during acquisition from 

LiDAR sensors. The snippet of sample data set presenting a 

multi-object scene is shown in Table 1. The 3D view of the 

point data set is shown in figure 1. The data represents the 

geometrical structure with the center of projection positioned 

along positive y-axis during data acquisition. Data assumes no 

point normal information in the originally stored point cloud 

and hence requires only point processing in raw form. For 

simplicity of handling, the data is organized in ASCII format. 

The corresponding height map is shown in Figure 2. Note that, 

the data represents surface returns and therefore carefully 

approximates object surface. As it is viewed as a collection of 

unstructured points, preprocessing is important to prepare and 

make it suited for experimentation. 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 359



Figure 2: Height map of sample Point cloud 

 
Figure 3:  Framework for Multi-object triangulation 

The details of the framework and relatedr operations are 

described next. 

IV. FRAMEWORK FOR MULTI-OBJECT SURFACE 

TRIANGULATION 

To achieve multi-object segmentation and surface 

reconstruction, a hybrid framework is proposed comprising of 

spatial clustering in 3D space and an optimized triangulation 

controlled by graph based algorithm. The workflow of the 

proposed framework is shown in Figure 3. The input to the 

framework is an unstructured set of points stored as a point 

cloud. The point cloud is subject to initial preprocessing in 

order to identify isolated outlier points and removed from the 

data set. The objective function is an odd-ordered filter that 

culls away point that has no neighbors. These are essentially 

outlier that is present in the input as the result of acquisition or 

storage errors. Ground and non-ground sections are identified 

using the algorithm described in [15] Points classified as non-

ground points are taken for further processing. These non-

ground points are further processed using the region growing 

approach as described in [16] for clustering the points into 

possible objects (see Figure 4a). The simple directed 

triangulation would result in the poor, fused and deformed 

surface as shown in Figure 4b. Therefore these clusters are 

further processed before attempting triangulation of the surface. 

Some points especially those at the boundaries of the cluster 

are sometimes wrongly classified to belong to a different 

cluster.  To overcome these erroneous classifications, a context 

membership function is used together with graph-based links 

between the points during the surface reconstruction process. 

This context membership function assigns the weight to the 

edges between the neighboring points which are influenced and 

updated from values of neighbor edges.  The weight 𝑤𝑖𝑗  for the 

edge between points 𝑝1and 𝑝𝑗 are estimated using the following 

relation 

𝑤𝑖𝑗 =  𝑒−(𝑑
𝜎)

2

  … (1) 

Where 𝑑  denotes the distance between points and 𝜎 defines 

the common spacing of points. Theoretical approximation of 

each cluster is computed and distance values are computed for 

each cluster. A decision criteria together with the distance and 

weights between points is developed for arriving membership 

decision for points especially at the boundaries. Intuitively, the 

farther the points are, the better is the probability for the edge 

to be culled away.  

Edges which have more neighbor edges have more weight 

and tend to have higher context membership to a specific 

cluster. Context membership is computed using k-nearest 

neighbors within the specified radius and thus greater affinity 

to points relatively closer to each other. This method helps to 

identify dense clusters inherently comprising of clusters with 

relative homogeneity of spatial coherence.  The result of such 

coherence is shown in Figure 4c. 

Weak edges (longer edges) are identified using distance 

relationship between points which together with context 

memberships to respective clusters help in disassociating them. 

Weak edges have relatively less weight and are links between 

clusters (potential objects). The links between the points are 

represented as a graph. The min-cut algorithm discussed in [14] 

together with context membership is applied to the clusters to 

segment the objects into distinct objects.  Background penalties 

are computed to control the expected distance 𝑑 from the center 

of the cluster. The background penalty is computed as 
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𝑃𝑒𝑛𝑎𝑙𝑡𝑦𝑏𝑎𝑐𝑘 =
𝑑𝑐𝑒𝑛𝑡𝑒𝑟

𝑟𝑎𝑑𝑖𝑢𝑠
   … (2) 

The value of distance to the center is computed 

as 𝑑𝑐𝑒𝑛𝑡𝑒𝑟 =  √(𝑥 − 𝑥𝑐𝑒𝑛𝑡𝑒𝑟)2 − (𝑦 − 𝑦𝑐𝑒𝑛𝑡𝑒𝑟)2. The value of 

radius defines the distance from the center of object beyond 

which no points are expected. 

The optimized triangulation described in [13] is 

applied to the clustered point cloud for a surface generation as 

shown in Figure 4d. During triangulation, the membership 

function is again used to check any cross triangulation arising 

across clusters.  The size of the cluster and thus the resulting 

object structure is controlled interactively by setting the radius 

and value of k-nearest neighbors during the triangulation 

process. The benefit of applying triangulation after the min-cut 

algorithm is that it reduces false positive links and thus results 

into improved triangulation and gives better visual results. The 

algorithm although doesn't offer much flexibility but offer good 

results for objects that are placed on the planar horizontal 

surface. The variation on the object surface is handled correctly 

by the membership function and thus gives better surface 

approximations. 

V. SIMULATIONS AND EXPERIMENTAL RESULTS 

 The proposed models for generating polyhedral 

surface has been tested on large dataset encompassing points of 

the order of several thousand and millions of points on varied 

geospatial structures. To demonstrate the reconstruction 

capabilities, the method is applied to a scene comprising of 

three cars. The scene is stored using point cloud comprising of 

surface returns represented as points with its elevation values 

along z-direction. Reconstruction performance is compared for 

three methods namely direct triangulation, Euclidean estimate 

based method, and min-cut based method. The result of context 

cluster which identifies the objects (cars in this case) is shown 

in Figure 5. 

During the process of reconstruction, the non-ground 

points are first triangulated using the direct triangulation 

method. For showing the reconstruction capabilities of the 

proposed method the non-ground points are first triangulated 

using direct triangulation discussed in [17]. The corresponding 

mesh model and the solid shaded surface are shown in Figure 

5a. Although it performs well on the single object but falls on 

multiple objects that are lying close to each other. It generated 

redundant triangular links between possible objects and thus 

leads to incorrect and deformed surface structures.  

The point cloud data is also processed for clustering 

and identifying possible objects using Euclidean estimator for 

computing the member points. The result of triangulation is 

shown in Figure 5b. Results using the proposed framework 

exhibits significant improvement. The min-cut graph-based 

method reduces the redundant links and thereby the false 

      
(a)       (b)  

         
(c)       (d)  

 

Figure 4: Intermediate stages during surface triangulation: (a) Cluster of objects and point membership (b) Default triangulation using direct triangulation 

methods (c) Context Clusters and its membership to respective objects (d) Final triangulation of scene using Context Clusters and min-cut algorithm 
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triangulation that fuses the objects together. The segmented 

point cloud and the corresponding mesh model using the 

proposed method is shown in Figure 5c. 

It is observed that (see Figure 6), the object 

segmentation and thereby reconstruction performance is 

significantly improved using the proposed use of min-cut based 

framework. The accuracy of min-cut based reconstruction is 

better compared to both direct triangulation and Euclidean 

estimator based method. The occurrences of false positive are 

reduced to the considerably both for edge links and for the 

triangulated cells in the reconstructed scene with multiple 

objects. Simple triangulation results in maximum false 

positives and generates deformed and fused structures. 

Euclidean estimator is good when the cluster of points is distant 

away from each other. Use of context clustering together with 

the min-cut algorithm generates good results for close objects 

in the point cloud. 

 

Figure 6: Performance Measure Based on False-Positive Response 

 

        

(a) Reconstruction using Direct Triangulation: Mesh Model (left) and Solid Model (right) 

  

(b) Reconstruction using Euclidean Estimation: Mesh Model (left) and Solid Model (right) 

 

          
 

(c) Proposed Method: Context Clusters and Min-Cut based Method 
 

Figure 5: Reconstruction using Various Methods: Surface showing Surface Triangulation (Left) and Solid Surface (Right) 
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VI. OBSERVATIONS AND APPLICATIONS 

It is established from the experimental work that min-

cut based approach helps to segment object embedded among 

point cloud and also found useful in surface triangulation as it 

has influence in determining the weak edges. The use of context 

membership closely binds the points belonging to the object and 

prevents surface points from disassociating from its neighbors. 

The proposed method successfully eliminates loosely 

connected cluster however cluster of points that are tightly 

connected with more connected still show some triangulation. 

This is primarily because of data acquisition error and can be 

eliminated with more accurate measurements. 

Some of the potential applications that are identified 

where the method discussed above finds its use are listed below. 

 Tree crown detection from the sparsely populated 

forest. 

 3D Building profiling and rooftop detection from 

airborne surface returns 

 Identifying bridges in real 3D space 

 Identifying robust microwave coverage in 3D space 

Many more related emerging applications can find 

immense use of the method discussed in this paper for multi-

object reconstructions.  

VII. CONCLUSION 

This papers demonstrated the successful use of the 

graph-based min-cut algorithm for identification and 

reconstruction of the surface for a scene of multi-object spatial 

structures. Multidimensional clustering of points followed by 

min-cut based approach gives improved results compared to 

direct triangulation. The method also established the use of 

context membership of a point to clusters and its significance in 

determining the potential links used during min-cut 

implementation. The accuracy is better than simple 

triangulation and similar known methods and offers significant 

performance results. The proposed results set the pointers for 

fast rendering of multi-object scenes especially reconstructed 

from unorganized point clouds. Future work can focus on 

combining triangulated ground surface and multiple objects for 

interactive visualizations. This work can also be extended for 

evaluating and studying surface deformations, modeling 

optimized 3D viewing system for faster rendering 

requirements. 
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Abstract— MapReduce is a popular programming model for 

handling Big Data in a Distributed computing Environments. 

Hadoop is popularly used for short jobs and desires low response 

time. During shuffling phase, large volume of data generated by the 

map task needs to be accessed to perform shuffling and sorted 
before being  transferred across the network to the reducers. It may 

generate huge network traffic and consume high bandwidth. Hence 

a Pre-shuffling scheme is proposed for shuffle intensive 

applications in this paper to minimize the network traffic because 

network connects is likely to become limited resource when many 
applications subscribe the cluster. Here a push model and two 

stages pipeline being used in shuffling phase of Hadoop 

MapReduce. Experiments have been conducted on web server log 

file of NASA and rnsit.ac.in. Experimental result show that 

proposed Pre-shuffling scheme substantially reduces the network 
traffic and slightly faster compared to conventional Hadoop. The 

proposed push model in the pre-shuffling scheme with 2-stage 

pipeline reduces the run time by an average of 17.3% for click 

count application. 

 Keywords — MapReduce, Pipeline,  Push Model. 

I. INTRODUCTION  

Hadoop is an open source implementation of MapReduce 

framework. It is mainly utilized to process gigantic data in a 

parallel and distributed environment, the map function is 
executed on every input data split and emits <key, value> pair 

as output. Several map tasks may run in parallel either in 
single/multiple machines. The intermediate data set having the 

similar key are transferred to same reducer and the reduce task 
starts after all the map task generates the output, till then 

reduce task has to wait, because the execution of reduce task 

will not take place in parallel with the map task. The map 
output is sent across the network to the reducers, Shuffle is the 

process of interaction between the map and reduce task of an 
application. The quantity of map output delivered from mapper 

to reducer across the network may have an impact on the 
execution time. Hadoop applications are categorized into Non-

shuffle and shuffle intensive application. In shuffle intensive 

applications, during shuffle phase, huge quantity of 

intermediate data are generated, which results into network 

traffic and consumes high bandwidth and large number of I/O 
operation. 

In this paper, a Pre-shuffling scheme is proposed, where in 
a fraction of intermediate data emitted by map task will be sent 

immediately through the pipeline to the reducers. Therefore, it 
is not necessary for the reducer to wait till the map task 

generates the complete output. It facilitates the overlapping of 

data computation and data transfer of map tasks , this may 
result into reduced the network traffic, data transfer time with 

improved throughput because of data pipelining. The map and 
reduce task running in the same node are synchronized to 

provide the overlapping facility, due to which the execution 
time required for the shuffle intensive applications is reduced. 

The rest of this paper is organized section wise and the 
details of each section are as follows, in Section II related work 

is described briefly. Detailed description of proposed method 

Pre-shuffling scheme is given in Section III and its 
implementation is mentioned in Section IV. Experimental 

results are presented and discussed in Section V. Section VI 
presents the conclusion of this paper. 

II. RELATED WORK 

MapReduce [4] performs the computations on data 

intensive applications, log analysis etc, using various 
computing environment like dynamic cloud and multi-core 

environments [10].Duxbury et al created a scheme to evaluate 
the performance of network interconnects on MapReduce. 

During shuffle phase, large amount of data need to be 

transferred across the network to the reducer causes high 
network traffic and consume high bandwidth. Shuffle phase 

consume maximum time, hence in this paper Pre-shuffling 
model is introduced to decrease the network load. The 

intermediate data is aggregated at each node to reduce the 
quantity of intermediate data to be delivered across the network 

to reducers [8]. Compared to aggregated technique, for shuffle-

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 364

mailto:vinuthadc@vvce.ac.in


intensive applications the partially masking the latencies for 

reduce tasks is very efficient. 

MapReduce is extended to provision database management 

systems for processing structured files [7]. Parallel data 
processing policy called pig system is developed to integrate it 

with Hadoop. Here the compiler generates the Hadoop 
programs sequentially. Pig latex, a programming language used 

for pig to execute the data analysis application in parallel and 

also provides an opportunity to improve the overall 
performance. 

 

III. PROPOSED PRE-SHUFFLING SCHEME 

 
MapReduce has map, reduce and shuffle phase. During the 

shuffle phase the map output is partitioned using hashing 

function and each partition having similar key is transferred to 

the same reducer, then reduce function is used to process the 
assigned partitions. To obtain the intermediate data to the 

shuffle phase, HTTP requests are sent to the five task trackers 
(default value) by the reduce task. Job tracker has a list and 

location of all the task trackers and each task tracker transmits 
the heart beat message periodically to job tracker. If a map or 

the reduce task is finished then new task is allocated the job 

tracker. Also, identifies the reduce task start time, the data 
block to be processed and separate queue is maintained for map 

and reduce task.  

In conventional MapReduce, i.e, in pull model, each reduce 

task has to fetch the intermediate data and does not provide 
synchronization between the map and reduce task. Reduce 

tasks are not started till the complete intermediate data is 
received. To reduce the shuffling phase time, push model is 

proposed called as Pre-shuffling scheme. Here, the 

intermediate data generated from the map tasks are sent 
immediately to reduce task via shuffle phase, soon after the 

intermediate data is emitted. The job tracker allocates 
map/reduce task to the available task tracker. In Pre-shuffling 

scheme, map tasks are allowed to identify the partitions to be 
sent to the reducers. The reduce task sorts and keeps the tuples 

in the node, on which the reduce task is to be launched. After 

the map tasks are completed, reduce task applies the reduce 
function to process the allocated <key, value> pairs. 

After the submission of the job, if sufficient slots are 
available for execution, all the tasks are launched. Then the 

communication channel is established between the map and 
reduce task, as each map task chooses the reduce task to push 

the intermediate data, as soon as the small portion of the data is 

generated. If sufficient slots are not available to execute the 
reduce task, the output of the map task is stored in the in-

memory buffer, the reduce tasks are launched whenever the 
free slots are available. Then the data is transmitted from the 

buffer to the reduce task. In conventional MapReduce, the time 
required to perform the shuffle phase is greater than the map 

phase. In order to improve the performance, 2-stage pipeline is 

used in Pre-shuffling scheme. It sends the data through the 
pipeline to the reduce task soon after the fraction of data is 

generated from the map task. It overlaps the execution and data 

transfer during map phase which in turn results in increased 

throughput.  

Two separate threads are created here. The input data is 

processed and emits the output using the first thread. As soon 
as the map task output is generated, it will be delivered 

immediately to reduce task. These threads execute in parallel 
using pipeline and store the map task output in the buffers, to 

avoid sending the data directly to the reducers. Buffer sends the 

map task output to the reduce task as soon as the fraction of 
data is generated. Suitable threshold value may be used to 

represent the size of fraction of data (usually 80% of buffer 
size). Once the size of buffer reaches the predefined threshold, 

the intermediate results are sorted based on the keys. then the 
map task output is stored in local disk. Second thread is 

triggered to verify the availability of sufficient free slot to 
launch the reduce task. If the node is ready to launch the task, 

then the communication channel between the mapper and 

reducer is created. The aggregated data generated using first 
stage pipeline is delivered to the reducer during the second 

stage pipeline. If no nodes are not available to launch the task, 
then the second stage pipeline waits till the map output is 

received by reduce task. The main objective is to improve the 
throughput during the shuffle phase using pipeline. 

In Pre-shuffling scheme, the amount of data to be sent from 

map task to reduce task can be controlled dynamically by 
configuring the buffer size. Large value of threshold represents 

the huge volume of map output to be delivered to the second 
stage pipeline. Lesser value of threshold represents each 

portion to be pushed to the reduce task is large. If the network 
connects are not overloaded, then the performance of the map 

task will become bottleneck, to overcome from this, buffer size 

is increased, so that large amount of data is pushed to the 
reduce task. It is suggested to have higher threshold value for 

buffer size with high speed network interconnects. 

 

IV. IMPLEMENTATION 

 

In MapReduce, Map phase has Map and Map-

transfer, the map task processes the input data and then sorts 

and stores the output into the in-memory buffer. Sort operation 

will create the partitions consisting of all the tuples having the 

same key. The map output stored in the buffer is sent to the 

reducer during map-transfer phase. Reduce task is split into 

two phases: shuffle and reduce. Reduce task receives the map 

output and merge sort is applied on the map task output. The 

shuffle phase consumes largest time, as it performs merging 

and sorting operation on the large amount map output. 

Therefore in the Pre-shuffling scheme, as soon as the data of 

the map output is generated, aggregate and sort operations are 

immediately performed. Reduce task applies the merge sort 

function after receiving the complete map output from all the 

map tasks during the Pre-shuffling scheme. 

 

Master node observes every task performance and 

assigns progress score between the range [0, 1]. The value of 

the progress score for the map task depends on the amount of 
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input data processed. Pre-shuffling scheme, monitors the 

progress of reduce task and assigns progress score value, It 

depends on what amount of data is distributed to the different 

phases of reduce task, it combines the progress score and the 

intermediate data, then reduce task receives the partition and 

the associated partition score. The reduce task progress is 

estimated by taking the mean progress score of entire 

corresponding partitions. 

 

In heterogeneous cluster, different nodes execute 

tasks at different speed. After the considerable progress of 

reduce task, progress score is stored into a temporary file on 

HDFS. In this proposed work, the map task output is sent  

immediately to reduce task using pipeline. This overlaps the 

transfer time between the mappers and reducers and improves 

the throughput. During the network congestion in the cluster, 

Pre-shuffling and the pipeline method shows significant 

improvement in the performance of the Hadoop MapReduce. 

 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

 

For analyzing the performance of Pre-shuffling scheme, 

Hadoop cluster is created using 10 data nodes and every 

computing node in the cluster is furnished with two dual-core 

2.4GHz processors, 2GB main memory and an operating 

system Ubuntu 10.4 is used to conduct experiment. The block 

size is varied to evaluate the performance. Data replication 

feature is not considered during the evaluation, because the 

Pre-shuffling scheme with replication substantially improves 

the performance of the Hadoop. To evaluate the performance 

Click count application is executed on the Academic and 

Research Webserver log file such as NASA and rnsit.ac.in 

with 1 GB data set. Figure 1 display the completion time for 

both map and reduce task of Click count application on 

Hadoop with and without Pre-shuffling scheme. Figure 2 

shows the execution time for Click count application with 

1GB dataset on Hadoop with and without Pre-shuffling 

scheme. It is found that the proposed scheme decreases the 

execution time by 17.3% compared to conventional Hadoop. 

In Figure1, it is also observed that the reduce task begins after 

the entire map tasks complete their execution. Where as in the 

proposed scheme, Reduce task starts execution almost soon 

after the map task has begun. In conventional Hadoop, the 

map task has completed its execution almost at 50 seconds and 

at 60 seconds in the proposed work, because some of the 

operations of the shuffle phase is performed by the map tasks, 

instead of reduce task in the conventional MapReduce. The 

Pre-shuffling phase handled by the map task is an effective 

method to reduce the load on the reduce tasks. Therefore, the 

proposed work completes the execution much faster than 

conventional MapReduce. 

 

 
 

a. Conventional 

 
 

b. Pre-shuffling 

 
Fig 1: Execution Time of both map and reduce task (a) conventional (b) P re-

shuffling Scheme 

 
 
Fig 2: Execution Time of both conventional and Pre-shuffling for click count 

application with 1GB data set  

 

Experimental results for varied input data blocks 

 

To assess the performance of the Pre-shuffling scheme, Click 

count application is executed for varied data block size. Figure 

3 demonstrates the performance of the Pre-shuffling scheme 

increases as the block size increases, i.e. from 64MB to 128 

MB. Increased block size from 128 MB to 256 MB would 

results into decrease in the performance by 1.6%.An 

Experimental results shows the substantial improvement in the 
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performance of the Hadoop MapReduce using Pre-shuffling 

method for the block size not greater than 128 MBS.  

 

 

 
Fig 3: The performance of the Pre-shuffling scheme for varied block size. 

 

VI. CONCLUSION 

 

During shuffle phase, the Shuffle-intensive application 

generates high network traffic and Disk I/O operations. Hence 

Pre-shuffling scheme called push model is proposed, here two 

stage pipelines are used to increase the performance of 

Hadoop. In Pre-shuffling scheme, map tasks moves the map 

output across the network to the reducer soon after the data is 

generated and also reduce task starts execution immediately 

rather than waiting to receive the complete intermediate data. 

In first stage pipeline, the aggregated intermediate data of 

every map tasks are stored temporarily in local buffers. The 

second stage pipeline identifies the free slots in a node to 

launch the reduce tasks, and then establishes the 

communication channel to transfer the intermediate data. 

Click count application has been used to evaluate the 

performance. Experimental results revealed that execution 

time using Pre-shuffling scheme is improved by 17.3% 

compared to conventional Hadoop. Pre-shuffling scheme has 

improved the execution time by utilizing the resources 

effectively. In Pre-shuffling scheme, as the size of the input 

data is unknown, deciding the start time of the reduce task is a 

challenge. Hence, some adaptive algorithms need to be 

developed in future. 
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Abstract— Latency-aware computation is required for 

prominent technologies like Internet of Things. Things that are 

connected in IoT environments generate large volumes of real -

time data which are generally processed in the cloud. But, the 

processing of these generated data entirely on the cloud cannot 
be considered as an efficient solution for time-sensitive IoT 

applications. To address this issue, a new paradigm, Fog 

computing, was proposed. Fog computing essentially extends 

cloud computing and services to the network edges, thus 

bringing most of the capabilities of the cloud much closer to 
where the data source is located. Time series analysis is a class 

of machine learning algorithms that provides deeper insights 

about the future. The latest trends consist of using deep 

learning algorithms for performing time series analysis, which 

have proved to be more efficient than the traditional statistical 
approaches. This paper aims to replicate a current day 

Industrial Internet of Things (IIoT) scenario by simulating a 

secure fog computing environment in which the edge data 

centers are authenticated by a Certificate Authority, perform 

time series analysis over pre-collected dataset using Long Short 
Term Memory (LSTM) neural networks and forecast the 

required result, along with an intelligent optimization of the 

network using an efficacious dynamic task offloading 

mechanism in a secure way. 

Keywords— Fog Computing, Internet of Things, Deep Time 

Series Analysis, Task Offloading, Security, Load Balancing 

I. INTRODUCTION  

Cloud computing is a method for delivering Information 

Technology (IT) services in which resources are retrieved 

from the Internet through web-based tools and applications, 

instead of a direct connection to a server. Cloud provides 

three service models: In frastructure as a Service (IaaS, 

Platform as a Service (PaaS) and Software as a Structure 

(SaaS), and enough security features measures. Cloud 

computing has several advantages and disadvantages as 

well. But with the change in the networking connectivity 

and different needs, the cloud computing model has been 

extensively in use even though it possesses some major 

potential disadvantages.  
 

Fog computing is extending the cloud computing paradigm 

network to the edge of the network from the network core. It 

is an example of highly  virtualized p latform which provide 

storage of data, computations, and other networking services 

between end devices and traditional cloud servers. Fog 

computing architecture is an arrangement of hardware, and 

software, and physical and logical elements of the network 

to implement an IoT network. The major arch itectural 

factors include the physical and geographical placements  of 

fog nodes, their hierarch ical arrangement, the numbers, 

types, protocols, topology, and data bandwidth capacities of 

links between fog nodes, devices, and cloud, the hardware 

and software design of the individual fog nodes, and how 

the complete IoT network is established and managed. Fog 

networks primarily aim at meeting stringent latency 

requirements, reduced power consumption of end devices, 

providing real-t ime data processing, distribution and control 

of computing resources, and forwarding the network traffic 

to centralized data centers.  
 

The Fog computing architecture mainly  consists of end 

devices (sensors, mobile devices etc.), edge devices (routers, 

base stations etc.), Edge Data Centers, which are data 

centers with limited processing and storage capabilit ies and 

Cloud which acts as the central storage having greater 

processing capabilit ies. Edge data centers  (EDCs) are 

deployed to reduce the processing and propagation. The 

nature of EDCs deployment in practice is distributed and 

they are position between cloud and data sources. Effective 

load balancing strategies are implemented to reduce the job 

response time and to improve resource utilizat ion in Fog 

environment.  
 

Since Fog is a distributed environment, it is susceptible to 

many security vulnerabilit ies in the programmability, 

naming, privacy and scalability such as data tampering, 

Denial of Serv ice attack, information in jection, 

manipulation, privacy leakage etc. The measures for 

providing security of data are confidentiality, integrity, 

availability and privacy requirements. Confidentiality 

ensures that only the communicating entities have access to 

the data that is being transmitted. The correct and consistent 

delivery of data to the authorized users without any 

undetected modification is achieved by integrity 

mechanis ms. Also, the data should be available to the 

authorized intended recipients at the required point of time. 

Authentication and access control is the process of 

establishing proof of user’s identities and providing access 

to only those users. Finally, privacy requirements  ensure the 

secrecy of all the information and services. 
 

Time series is a continuous or discrete sequence of 

observations recorded at regular intervals of t ime. Time 

Series Analysis is referred  to the process of making 

predictions about the future on the basis of time series data. 
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In time series analysis, the time period can be meas ured in 

any suitable unit of time. The process of using neural 

networks for forecasting the future values of a time series is 

known as Deep Time Series Forecasting. There are 

numerous applications including forecasting and utility 

studies that employ these methods.  

II. RELATED WORKS 

In [1] Zhang G.P proposed a hybrid method for time series 

analysis which combines both Auto-Regressive Moving 

Average (ARIMA) model and Artificial Neural Network 

(ANN) model. In [2] Xiaojun C. et al. presents a system that 

monitors and forecasts air pollution in real-time using IoT. 

According to the relationship between the pollutants 

concentration in the last 24 hours and concentration of 

current pollutants , next 24 hours’ network for predict ion is 

established. In [3] Mitra P. et al. proposed a IoT-based 

approach on a mesh-connected wireless sensor node that 

uses a simple ANN model fo r flood forecasting purposes . In 

[4] Angshuman Ray et al. presented a model that uses ANN 

for pred icting air pressure where the development, training 

and testing of the model with ground-level air pressure 

which was collected over a 7-year period. The difficulties 

that are faced while t rain ing artificial neural networks with 

continuous time-series data were overcame using the model 

developed in [4].  
 

In [5] Hu P. et al. proposed a framework for face 

identification and resolution based on fog computing to 

improve the processing capability and save bandwidth. 

Security issues includes intrusion detection, data 

management issues, malicious detection technique, man-in -

the-middle attack, data protection, malicious fog node 

problem. In [6] Alrawais A., et  al. p rovide a scheme and 

show its usage of fog computing for improving the 

efficiency of certificate-revocation distribution in connected 

environments like IoT. In this paper they also give a 

summary of the major challenges in security and privacy of 

IoT environments. 

In [7] Ningning S., et al. study the architecture of a fog 

environment and build a graph model of the fog layer and 

use the vertices to represent the data dependencies between 

tasks, and edge indicates the link bandwidth. In  [8] Verma 

S, et al. proposed a Load Balancing architecture for the Fog 

environment. The time required for the clients to access the 

resources increases with the increase in the d istance of 

servers in Cloud environment. Therefore, the resources are 

brought as close as possible to the end users in Fog 

environment to solve this problem. 

III. PROPOSED WORK 

A. System Design 

The technical specifications and requirements were 

thoroughly analyzed and studied in order to design the 

system. System design thus had been an approach to solve 
the issue of creation of the system. Fig 1 describes the design 

of the proposed system. In itially, a  network is created using a 
no. of Raspberry Pi and a PC which acts as a server. All the 

Raspberry Pi‘s except one act as the Edge Data Centers. The 
one that is not considered as an Edge Data Center is used to 

send the Air Quality data to the EDCs present in the network. 
The server device is used to authenticate the EDCs and 

perform the load balancing. All the EDCs are authenticated 

at the beginning itself so that the entire system remains 
secure. The data to be processed from the data sending Pi to 

the EDCs takes place only after ensuring that the EDC is an 
authenticated one. Once the data is received at an EDC, it 

performs the processing. Here, the EDCs perform deep 
learning using Long Short Term Memory neural networks 

and perform the pollution forecasting, if any of the EDCs is 

overloaded, it shares its load to another EDC, only after 
assuring the authenticity of the destination EDC, and the 

EDC performs the time series analysis. The load balancing 
over the Fog environment is done in a dynamic and a secure 

way.  

 

Fig. 1 The Proposed system 

B. Secure Authentication 

The security of the entire system works on the most 

fundamental assumption that the server is already secured 

by some means of hardware installations like the Trusted 

Platform Module (TPM). Therefore, this server system is 

considered to be Certificate Authority that performs the 

authentication of the Edge Data Centers in the network.  
 

A certificate authority (CA) is a credible entity that manages 

and issues digitally  signed documents called d igital 

certificates to the requesting entities. A digital certificate is a 

kind of document which contains informat ion about the 

issuer of the certificate and also the information about the 

requesting entity such as its public key, name, organization, 

contact informat ion and date of exp iration.  Whenever an 

entity needs to be authenticated and if it doesn’t have a 

digital cert ificate, it requests for one to the CA. The CA 

verifies the identity of requesting entity and generates a 

certificate for the applicant, signs it with private key of CA. 

These certificates can be used at a later time fo r 

authentication purposes between entities . Any entity of the 

system can verify that the certificate is signed by CA using 

the public key of CA.   
 

In this system, the server, which is the Certificate Authority, 

issues a self-signed certificate for itself, making it an 

authenticated entity. The cryptographic algorithm RSA, one 

of the most efficient algorithms for key management, is used 

for the public-private key pair generation for the digital 

certificate. The keys generated using RSA are of 4096 bytes. 

The digest method used for signing the certificate is SHA -

256, and the validity period of each certificate is set to 1 

year. Now, the server and the Edge Data Centers generate 

public-private key pairs of length 4096 bytes, and request 

the Certificate Authority for getting their cert ificates signed 

by the Certificate Authority. The Certificate Authority 

creates a public key-ring among the Fog nodes by 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 369



broadcasting all the public keys to each node. A key-ring is 

a file that consists of encryption keys. In this case, the 

public keys are stored, forming a public key-ring. If any 

EDC wants to send a message to other devices present in the 

network, it looks up the public key of the corresponding the 

device to which the message is to be sent, and encrypts the 

message using this public key. The message can be 

decrypted by the receiver using its own private key. The 

certificate generation algorithms are described in Fig 2. The 

network created in the work consists of five Raspberry Pi’s, 

among which four are chosen to be the Edge Data Centers, 

and the remain ing one is selected as the client device, which 

has the entire dataset in its storage and sends the data as 

parts to other EDCs.  
 

The Fog environment is now fully set-up and fundamental 

security measures are implemented in the system. Next, the 

data has to be sent to the EDCs present in the network. 

  
Fig. 2 Certificate Generation algorithms  

As mentioned before, the one Raspberry Pi, in  which the 

entire dataset is stored, when compared to the industrial 

implementation, is actually a data generating devices like 

sensors present at the topmost layer of the Fog computing 

paradigm. Just like the sensors send the real-time co llected 

data to the EDCs, similarly that single Raspberry Pi sends 

the data to the EDCs as well. But the difference here is that, 

the data that is sent to the EDCs is sent in a very secure way.  
 

As per the Fog computing paradigm, only s mall volume of 

data that is collected is sent to the EDCs for the necessary 

processing. Similarly, the client Raspberry Pi, sends only 

1000 records from the whole dataset to each EDC. In our 

system, the client sends the data to any random EDC. Well 

it has to be noted that data is sent over to only authenticated 

EDCs.  
 

When the client sends the data to an EDC, the client 

Raspberry Pi sends its public key to the EDC. The EDC 

then generates a session key. A session key is a randomly 

generated key which is used for symmetric encryption and 

decryption of confidential data that ensures secure 

communicat ion between two communicating entit ies. This 

session key is encrypted using public key of the EDC and 

sends it to client EDC. The session key can be decrypted 

only by the intended client EDC using its own private key . 

Now the communication is made secure and both of them 

have session keys safely stored with them.  
 

Next  the data that is to be sent has to made secure so that no 

one can use this information that is being sent between 

them. The data, that is, the 1100 records, are first hashed 

using SHA-256 (Secure Hash Algorithm 256). SHA-256 is a 

powerful cryptographic hash function which takes input of 

any size and produces a 256-b it (32-byte) hash value known 

as a message digest. This ensures the integrity of the data 

that is sent. After hashing, the data and the hash value are 

appended together into one single entity, and encrypted 

using the AES-256 (Advanced Encryption Standard 256) 

algorithm. AES is the US government standard for 

symmetric key block cipher encryption and decryption. It is 

128-b it block cipher which can choose key size from 128, 

192, 256 bits. The design of AES is based on a substitution 

permutation network (SPN). The key that is used here for 

performing the AES operation is the session key that was 

generated before. Now the data that is to be sent is now 

secure. This data is sent to the EDC, which performs  the 

decryption operation and stores the data. Once the EDC has 

the data with  it, it runs the LSTM on the data. Once 

successfully completed, the results are stored into a file . 

This is how data is sent to all the EDCs in an authenticated 

manner (described in Fig 3) and once the data reaches the 

EDC, the LSTM is performed over the data and results from 

each EDC are appended to the bottom of a single file in the 

server. After the intermediate results are received, a single 

variate LSTM is performed over the intermediate results, 

and the RMSE value is computed.  
 

 
Fig. 3 Secure communication workflow 

 

C. Dynamic Task Offloading 

Load balancing is an efficiency improvement strategy in 

which the workload is distributed among multip le 

computing resources such as clus ters, network links, 

computer nodes etc. The main  aim of load balancing is the 

optimization of resource usage in minimized  response time 

with maximum throughput. It generally considers multip le 

factors instead of a single component to increase the 

reliability  and availability. Usually, task offloading involves 

dedicated software or hardware such as multilayer switch o r 

a DNS server process. In our system, load refers to the CPU 

load, and along with that, the Memory load, Disk load and 

the thermal heat is also considered. The task offloading to 
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other EDCs is based on the values of CPU load of the 

EDCs.  
 

In the previous section, the secure authentication and 

communicat ion between the Fog nodes have been exp lained 

in detail. The load balancing occurs when the data reaches 

the EDC. When the data is received by the EDC, it checks 

its own load, that is the CPU load value. An EDC is 

considered to be overloaded if the value of the CPU load is 

greater than or equal to 85%. After checking the load, if it  is 

not overloaded, then the LSTM can  be run on the EDC. If 

the EDC is overloaded, using the Breadth First Search 

algorithm, it broadcasts requests for the current load 

informat ion to every EDC in the network. After getting load 

informat ion from all the EDCs, it sorts all the load 

informat ion received and selects the EDC with the most 

minimal load. The data is then sent to the EDC with the 

most minimum load, and the results are stored in the same 

file. And if, all the EDCs are overloaded, then the data is 

sent to the server, and it  performs  LSTM as a sub-process, 

the only reason being a PC does not have that processing 

overhead. This process continues until the entire dataset is 

sent from the client Raspberry Pi to the EDCs. Note that 

load balancing is done only after authenticating the EDC to 

which next data is to be sent, and processed. The load 

balancing algorithm is described in Fig. 4. 
 

 
Fig. 4 Load Balancing algorithm 

 

D. Long Short Term Memory Neural Network  

Unlike the feed-forward neural network, RNNs contain 

hidden states which are distributed across time, which 

allows to store a lot of past informat ion efficiently. The core 

idea is that recurrent connections ensures  memory of 

previous inputs to persist in the internal state of the network, 

and thereby influence the output of the network. At each 

time step, the network processes: 

1.The input attributes (xt) 

2. Updates its hidden state via activation functions (yt) and 

3. Uses it to make a prediction of its output (zt). 
 

These steps are similar to the general feed-forward neural 

networks. However, the value held in the delay unit is fed 

back to the hidden units as additional input. The delay unit 

enables the network to have short-term memory. Th is is 

because it stores the hidden layer activation values and/or 

output values of the previous time step. At the subsequent 

time step, it releases these values back into the network. In 

other words, the RNN has a “memory” which stores 

informat ion about those calculated by the hidden units at an 

earlier time step. Time-series data contain patterns ordered 

by time. Informat ion about the underlying data generating 

mechanis m is contained in these patterns. Since the delay 

unit exhibit persistence, RNNs take advantage of this 

ordering. It  is this “short term” memory feature that allows 

an RNN to learn and generalize across sequences of inputs.  
 

The memory  block contains a memory cell and three 

multip licat ive gate units - the input gate, the output gate, and 

the forget gate. After activation of input gate, the input is 

multip lied  with memory b lock, output is multip lied with 

output gate and all the preceding cell values are mult iplied 

with forget gate. The gates control the information flow into 

and out of the memory cell. 
 

The Role of Gates: Long term dependencies in LSTM are 

explicit ly modeled using gating mechanism. The input, 

forget, and output gate learn what information to store in the 

memory, how long to store it, and when to read it out. By 

acquiring this information from the data, the network learns 

how its memory should behave. The input gate gradually 

learns to protect the cell from irrelevant inputs. It controls 

the flow of input activations into the memory cell. 

Information enters the cell when the “write” gate is on and 

those information remains  in the cell as long as it’s forget 

gate is “off ”. The forget gate allows the cell to reset itself to 

zero when necessary. The output gate controls the output 

flow of cell activations into the rest of the network.  By 

turning on its output gate, information can be read from the 

cell. The LSTM learns to turn off  a memory block that is 

generating irrelevant output. 

The working of the memory block system can be considered 

like this: The input gate takes input from the cell at the 

previous time-step, and the output gate from the current 

time-step. A memory b lock can choose to “forget” if 

necessary or retain their memory over very long periods of 

time. 

IV. RESULT ANALYSIS 

The overall system is secured to the maximum limit as much 

as possible by using most efficient algorithms for the 

purpose. The basic network security characteristics are 

assured in the system: 

(i) Confidentiality: The p roposed system uses AES-

256 for encryption purposes. For the key 

management purpose, RSA has been used in the 

proposed system, since RSA being one of the most 

secure algorithms used for key-exchange. RSA is 

better when compared  to other key-exchange 

algorithms as it is not susceptible to attacks like 

Man-in-the-Middle attack which is present in 

Diffie-Hellman algorithm. RSA can also be used 

for signing digital signatures as well.  

(ii) Integrity: The messages that are being sent 

between the Fog nodes are properly hashed using 

one of the best hashing algorithms SHA-256. Any 

message that is being sent between the Fog nodes 

cannot be altered by any intruder. Thus ensuring 

the integrity of messages.   

(iii) Authentication: Any message that is sent inside 

the Fog network is sent only to authenticated 

nodes. The authentication of these nodes is 

provided by the server which acts as the Certificate 

Authority and provides certificates to the nodes 

that request for one. Only nodes having a signed 
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certificate from the server are sent the information. 

The system is secured from the masquerading 

attack by proper authentication of the Fog devices. 

This is done by storing specific passphrases in the 

intended Fog devices. Therefore, when EDCs 

request for getting their cert ificates signed from the 

CA, the CA asks the EDCs to provide the 

passphrase in return. If the EDCs provide the valid 

passphrase, they get their certificates signed by the 

CA. Hence if any device somehow enters the 

network, and requests the CA for getting its 

certificate signed, the request will be eventually 

declined by the CA as this malicious device does 

not know what is the passphrase. Another 

authentication technique that is introduced in the 

system is the message authentication between 

EDCs to ensure that neither of the EDCs can later 

deny that they haven’t sent the message. This is 

done by hashing the message and encrypting it 

using the sender EDC’s private key which can be 

decrypted using the sender EDC’s public key, 

which makes the system secure from the 

repudiation attack. 

A. Security Evaluation 

The system was subjected to many cryptographic attacks 

and the results were thoroughly analyzed: 

1. Masquerade attack: A ll of the EDCs have a 

passphrase stored in them in itially. The CA asks 

for the specific passphrase from the EDC when it 

requests the CA for getting its digital certificate 

signed. If the entered passphrase is the valid one, 

then only the CA signs the certificate coming from 

the EDC, therefore any other device which tries to 

pretend as any of the EDCs present in the network 

cannot even request the CA for signing its request 

as the device which  tries to masquerade an EDC 

will not have the passphrase with it.  

2. Message Modificat ion attack: The proposed system 

checks for the integrity of the messages that are 

being sent over the network. The integrity is 

checked using the hashing algorithm SHA -512 

which produces a hash for the message. This hash 

is validated when the message is received. If the 

hash value is invalid, then a receiver informs 

sender to resend the message as the receiver 

understood that the message has been modified by 

and intruder.  

3. Repudiation attack: In the proposed system, proper 

message authentication mechanism is incorporated. 

The message that is being sent is initially hashed 

by the sender, encrypted using the sender’s private 

key, and then sent to the receiver. The receiver 

after the getting the message decrypts it using the 

sender’s public key, thus ensuring that the sender 

cannot refuse later that it ever sent a message.   

4. Denial-of-Serv ice attack:  The proposed system is 

invulnerable to masquerade attack as a proper 

defensive mechanis m been taken in the init ial 

stages itself. The DoS attack is very  much 

prevented by keeping a list of authenticated devices 

in all the EDCs. If in case, a malicious EDC 

somehow enters the Fog network and starts sending 

communicat ion requests for performing a DoS 

attack, the communicat ion with that EDC does not 

proceed until it is verified that it is an authenticated 

device by looking in the list of authenticated EDCs. 

The requests coming from EDCs are mult ithreaded 

inside the network, therefore the thread dies if any 

request from an unauthenticated device is received. 

The DoS attack is very d ifficu lt to handle as it 

needs very powerful servers to handle the 

excessive incoming requests coming from different 

devices based on their time, and block the 

malicious device for some t ime. The proposed 

system does not use powerful EDCs, therefore the 

DoS attack could be prevented only up to a limit 

because of the performance constraints of the 

devices used. 

5. Key Brute Force attack: The proposed system uses 

RSA algorithm for generating the public-private 

key pairs. The RSA algorithm generates keys of 

size 4096 bytes. Therefore, it takes centuries to 

break the keys even if powerful quantum 

computers are utilized.  

6. SSH Brute Force attack: The proposed system is 

secured from the SSH brute force attack by using 

passwords that cannot be easily determined fo r 

accessing the root. Passwords consisting of special 

symbols, numbers, upper and lowercase letters and 

of length 12 characters. 

7. Dict ionary attack: The proposed system is made 

invulnerable to dictionary attack by assigning 

passwords that are not at all present in the 

dictionary.  

B. Load Balancing 

The factors that were considered for offloading the tasks 

are: 

1. CPU Load: It  is the percentage of the processing 

workload over CPU. This is the major factor that 

determines whether the load has to be shared with 

other Fog nodes or not as processing is what it 

matters in the Fog architecture.  

2. Memory Load: It is the percentage of memory that 

is currently being used up. 

3. Disk Load: It is the percentage of disk that is 

currently being used up. 

4. System Temperature: It is the current temperature 

of the system. The temperature of the system is 

another factor as the Fog nodes become more 

heated up with the increase in temperature, and 

may get destroyed if more processing load is given 

to these heated up Fog nodes.  
 

The factors mentioned above for a Fog node decide how the 

load balancing is performed in the Fog environment. A 

specific threshold value has been set for each of the factors 

before-hand. If any of the Fog node has reached the 

threshold value for any factors, then that node is not 

considered for sharing the task from other Fog nodes. If all 

the EDCs are overloaded or heated up, then the PC which 

acts as the server system is given all of the task based on the 

assumption that a PC has better system cooling capabilities 
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and can handle more tasks when compared  to the smaller 

edge devices.      

The performance of the load balancing algorithm in the 

proposed system depends upon the latency in the Fog 

environment, that is, the time taken for processing the 

dataset in the Fog environment. It was reported to be 270 

seconds on an average with load balancing whereas it was 

found to be greater without load balancing.   

C. Deep Learning 

The performance plot of the time series analysis in Cloud 

environment is shown in the Fig 5. The RMSE value fo r the 

analysis in the Cloud environment was found to be 0.031 on 

normalized  values of pollution for the entire test data points. 

The Fog architecture also brings up an RMSE value very 

much closer to that observed in the cloud environment and 

was found to be 0.0386. Th is is illustrated in Fig 6. The 

predictions from both environments were found to be 

similar. 

 

 
Fig. 5 Line Plot of LSTM Forecast v/s Expected Values in 

cloud environment 

 

 
Fig. 6 Line Plot of LSTM Forecast v/s Expected Values in 

Fog environment 

 

V. CONCLUSION 

All the study that has been carried out in this work are by 

identifying the factors that adversely affect an IoT 

ecosystem when integrated with a cloud, thus explaining 

why a new paradigm known as Fog Computing came into 

existence. Even though the Fog computing environment is a 

very much optimized IoT network, it still possesses many 

major issues like security over the network and lack of 

proper task offloading mechanis m since IoT devices are 

very small and have only limited processing capabilities. 

Thus overall aim is to create a Fog Computing environment 

using IoT devices and process a time series data collected 

before-hand using one of the most efficient deep learning 

algorithms inside the fog environment and also solve the 

security and task offloading issues by deploying an 

intelligent and secure load balancing technique. In future, 

the work can be extended to wireless, mobile, dynamic and 

scalable Fog networks, which may have mult iple hops in 

between, with support for mult iple applicat ions in different 

domains. 
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Abstract— In the modern era of globalization, an alarming 

increment in energy consumption is perceived all over the world 

which results in the scarcity of primary energy resources in the 

near future. Due to expeditious economic growth and increasing 

population, many countries are planning to explore existing 

Renewable Energy (RE) sources to fulfill increasing energy 

demand. Selection of suitable alternative RE must be addressed in 

multi-criteria decision making (MCDM) problem because it 

involves multiple criteria which are conflicting in nature. This 

paper proposes an integrated method which is a combination of 

Additive Ratio Assessment (ARAS) method and Z-numbers. The 

proposed method namely ARAS-Z, Z-number is used to consider 

the degree of self-confidence along with the fuzzy number to 

handle the uncertainty involved in the human judgment used in 

the evaluation of criteria weights. ARAS is applied for the 

assessment and prioritization of feasible alternative RE sources 

based on utility degree. A comparative analysis of the proposed 

method is done with other MCDM methodologies for checking the 

effectiveness and capability of the proposed methodology. 

Keywords— Renewable Energy Selection, TFNs, MCDM tools, 

Z-number, Ranking of FNs, ARAS method. 

I.  INTRODUCTION 

In this modern era, Energy becomes an important globally 
discussed issue. The rising population, rapid economic 
developments, and technological advancements lead to a huge 
energy demand for all over the world. The expanding 
industrialization improves the living standard of people but on 
the other side, it leads to the rise of global energy demand at a 
surprising rate. The rising energy demand has been fulfilled by 
fossil fuels such as petroleum, coal and natural gases. The 
different countries have different primary energy reservoir and 
some countries have a limited amount of reservoir that they are 
unable to fulfill their growing energy demands. The primary 
resources also have various adverse effects on the environment 
such as ejection of greenhouse gases and these resources also 
requires a heavy amount of conservation cost, high maintenance, 
and pricey in nature. As a result of these issues, developing 
alternative energy resources is necessary. One remarkable kind 
of alternative energy sources is non-conventional sources. 

In the Paris agreement, India sets an aim to obtain 40% of its 
total electricity production from non-conventional energy 

sources by 2030 [1], [2]. A prototype is drafted by the Central 
Electricity Authority in which 57% of the total electricity 
capacity will be generated from Renewable Energy (RE) sources 
by 2027 [3]. So, there is a need to make an effective transition 
from primary resources to RE sources. Adopting and choosing 
RE sources is a multi-criteria decision making (MCDM) 
problem that incorporates both quantitative and qualitative 
aspects such as technical, environmental, political, economic, 
and social which are conflicting in nature. MCDM 
methodologies are efficient methods that are used for the 
assessment of various RE sources and further used to rank them 
in order to select the best one. 

II. LITERATURE REVIEW 

In past research, numerous MCDM approaches have been 
used widely in the field of RE resource selection. San Cristobal 
[4] presents the VIKOR method combined with the AHP 
methodology used to estimate the weights of the criteria and then 
rank the alternatives resources in order to select the best RE 
investment project for Spain. Abdolreza et al. [5] present 
COPRAS methodology integrated with AHP to estimate and 
evaluate the RE project. Chatzimouratidis and Pilavachi [6] and 
many other researchers applied an AHP methodology to 
evaluate the best alternative RE resources considering both 
quantitative and qualitative criteria. 

But the prioritization of suitable alternative RE resources 
while considering several conflicting criteria becomes more 
challenging decision process due to the presence of incomplete 
information and uncertainty in human thought. So, to handle it 
the concept of fuzzy set theory is used. Turskis and Zavadskas 
[7] present ARAS method in the fuzzy environment to obtain an 
appropriate site among several alternatives for the logistics 
center. Wang, Luo and Hua [8] and Tasri and Susilawati [9] 
present fuzzy AHP to evaluate the conflicting criteria in an 
uncertain environment and rank the alternatives in order to select 
the optimal one. Wang, Huang, Chai and Nguyen [10] propose 
the TOPSIS method integrated with FAHP for the selection of 
wind power plants site in Vietnam. 

Even though fuzzy numbers have the capability to handle the 
ambiguity and vagueness, but it is unable to consider the degree 
of self-confidence of information. To overcome this limitation 
Zadeh [11], introduced the concept of Z-number. The fuzzy 
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number along with the certainty degree (reliability) is coined as 
Z-number which has more expressive power as compared to 
fuzzy numbers. Chatterjee and Kar [12] present the COPRAS 
method integrated with Z-number to obtain the optimal RE 
resource among various feasible alternatives. Z-number concept 
is practiced successfully in distinct fields to resolve complex 
MCDM problems, but in the field of RE resource selection, the 
application of Z-number is little and restricted. 

This paper proposes an Additive Ratio Assessment (ARAS) 
methodology integrated with Z-number and Ranking of 
generalized fuzzy number concept to choose an appropriate RE 
alternative. Decision makers (DM) compare the various criteria 
in a fuzzy environment considering the degree of self-
confidence then decision matrix is evaluated to obtain fuzzy 
weights and to get crisp weights, ranking of generalized fuzzy 
number is used in which the fuzzy weights are ranked and finally 
ARAS is applied to rank the feasible RE resources with the help 
of utility degree. To justify the effectiveness and capability of 
the proposed method, comparison of the proposed method is 
done with the several other MCDM methods such as VIKOR, 
TOPSIS, and COPRAS. 

III. PRELIMINARIES 

A. Triangular Fuzzy Number (TFN) 

Zadeh (1965) [10] gave the fuzzy number concept. DM 
believes that they are more convenient in expressing their 
opinion in TFNs as it is a triplet of three values (p1, p2, p3) 
indicating the lower, the more probable and the higher value (p1 
≤ p2 ≤ p3). Mathematically, the membership value of a TFN Ẽ 
= (p1, p2, p3) can be defined as: 

𝜇Ẽ (𝑥) =

{
  
 

  
 
 0          , 𝑥 < 𝑝1
𝑥 − 𝑝1

𝑝2 − 𝑝1
, 𝑝1 ≤ 𝑥 ≤ 𝑝2

𝑝3 − 𝑥

𝑝3 − 𝑝2
, 𝑝2 ≤ 𝑥 ≤ 𝑝3

0           , 𝑥 ≥ 𝑝3

 (1) 

B. Z-Number Concept [11] 

 Zadeh proposed the concept of Z-number [11] to enhance the 
reliability of the information because it is not enough to consider 
only fuzziness restriction while dealing with uncertain and 
imprecise information but also its degree of self-confidence. It 
is defined as an ordered pair of fuzzy numbers: Z = (Ã, Ȓ) where 
Ã determines the restriction of the evaluation and Ȓ determines 
the measure of the reliability of fuzzy number Ã. 

IV. PROPOSED METHODOLOGY 

This section describes the proposed method ARAS-Z, in 
which both tangible and intangible criteria are evaluated to 
obtain their weights and then ARAS is applied to rank all the 
suitable alternatives in order to get the optimal RE resource. The 
proposed methodology comprises of several steps as described 
below: 

Step 1: Determine the Criteria and Alternatives 

 This step specifies the various alternative RE resources and 
the evaluation criteria that are involved in the decision-making 
process to solve the problem. 

Step 2: Construct a pairwise decision matrix Y 

 A pairwise comparison matrix is formed by the decision 
maker in which corresponding values are given in linguistic 
terms expressed in Z-number. The fuzzy restriction values and 
its certainty degree are described in TFNS and to obtain the 
decision matrix, Y = [Zij] n×n, where Zij is the evaluation value of 
criterion i in criterion j and n is the number of criteria, the 
corresponding value is taken from the codebook by the decision 
maker. The codebook of fuzzy restriction values [10] and its 
reliabilities for the criteria are shown in Table I. 

Step 3: Conversion of Z-number into TFNS 

 Each element of the pairwise decision matrix represented in 
Z-number is transformed into fuzzy numbers by applying fuzzy 
expectation [13] to obtain the pairwise fuzzy comparison matrix. 

Step 4: Normalization of pairwise fuzzy comparison matrix 

 The normalization of a comparison matrix is required to 
scale each criterion value Ci (i=1,2,..n) in the same measurement 
range as different criteria have different measurement units. 

• Summation of each row of pairwise fuzzy comparison matrix 

is done by applying the fuzzy arithmetic operations [8], Ŷ =
(ỹ𝑖𝑗)𝑛×𝑛 where ỹ𝑖𝑗 = (𝑝1𝑖𝑗 , 𝑝2𝑖𝑗 , 𝑝3𝑖𝑗),  ỹ𝑖𝑗

−1 =

(
1

𝑝3𝑖𝑗
,
1

𝑝2𝑖𝑗
,
1

𝑝1𝑖𝑗
) for i, j = 1,…, n & i ≠ j. 

𝑉𝑖  =  ∑ỹ𝑖𝑗

𝑛

𝑗=1

 = (∑𝑝1𝑖𝑗 ,∑𝑝2𝑖𝑗 ,∑𝑝3𝑖𝑗

𝑛

𝑗=1

𝑛

𝑗=1

𝑛

𝑗=1

), 

i = 1, … , n 

(2) 

• Fuzzy weights of the evaluation criteria are obtained by 
normalizing the above rows [8]. 

Ŵ𝑖 =
𝑉𝑖

∑ 𝑉𝑖
𝑛
𝑗=1

=

(

 
 
 
 
 

∑ 𝑝1𝑖𝑗
𝑛
𝑗=1

∑ 𝑝1𝑖𝑗 + ∑ ∑ 𝑝3𝑘𝑗
𝑛
𝑗=1

𝑛
𝑘=1,𝑘≠𝑖

𝑛
𝑗=1

,

∑ 𝑝2𝑖𝑗
𝑛
𝑗=1

∑ ∑ 𝑝2𝑘𝑗
𝑛
𝑗=1

𝑛
𝑘=1

,

∑ 𝑝3𝑖𝑗
𝑛
𝑗=1

∑ 𝑝3𝑖𝑗 + ∑ ∑ 𝑝1𝑘𝑗
𝑛
𝑗=1

𝑛
𝑘=1,𝑘≠𝑖

𝑛
𝑗=1 )

 
 
 
 
 

, 

𝑖 = 1,2, … . , 𝑛 

 
(3) 

Step 5: Determination of the weights of evaluation criteria 

 After normalization, the fuzzy weights of the criteria are 
obtained that are represented in TFNS but in order to get the 
weights of the criteria in the crisp, ranking of fuzzy numbers are 
done by using defuzzified value, different heights and different 
spreads [14]. 

• Apply the center of area method to defuzzy the fuzzy 
weights. 
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TABLE I.  LINGUISTIC TERMS OF FUZZY RESTRICTIONS & ITS RELIABILITY AND THEIR TFN VALUES 

Fuzzy Restrictions Fuzzy reliability 

Saaty Scale Definition TFN Scale Definition TFN Scale 

1 Equally Important (1, 1, 1) Not Very Likely (NL) (0.1, 0.1, 0.5) 
3 Weakly Important (2, 3, 4) Likely (L) (0.1, 0.5, 0.8) 
5 Fairly Important (4, 5, 6) Very Likely (VL) (0.5, 0.7, 1) 
7 Strongly Important (6, 7, 8) Extremely Likely (EL) (0.7, 1, 1) 
9 Absolutely Important (9, 9, 9)   

2 The intermittent values 
between two adjacent scales 

(1, 2, 3)   
4 (3, 4, 5)   
6 (5, 6, 7)   
8 (7, 8, 9)   

    𝑥Ŵ𝑖
 =

( 𝑝1𝑖  +  𝑝2𝑖  +  𝑝3𝑖)

3
, i =  1, … , n.    

 
(4) 

• Calculate the spread 𝑆𝑇𝐷Ŵ𝑖
 of each fuzzy weight. 

𝑆𝑇𝐷Ŵ𝑖
= √

∑ (Ŵ𝑖𝑗 − 𝑥Ŵ𝑖
)23

𝑗=1

3 − 1
 ,   𝑖 = 1, … , 𝑛.  

 

(5) 

• Then the fuzzy Score of each fuzzy weight is calculated. 

𝑆𝑐𝑜𝑟𝑒Ŵ𝑖
= 

𝑥Ŵ𝑖
∗ 1

1 + 𝑆𝑇𝐷Ŵ𝑖

,    𝑖 = 1, … , 𝑛. 
   

(6) 

• Fuzzy Score gives the final weights of the criteria in crisp. 
The greater the value of 𝑆𝑐𝑜𝑟𝑒Ŵ𝑖

, the higher the weight of 

Ŵ𝑖 , where i = 1,…,n. The weight vector of the evaluation 
criteria is 𝑊𝑇 = [𝑤1 ,𝑤2 ,𝑤3 , ……., 𝑤𝑛]. 

Step 6: Evaluation of alternative RE resources with ARAS 

methodology 

 Evaluation and ranking of feasible alternative resources are 
done by ARAS method [15]. Utility degree derived from the 
ARAS method helps to prioritize the alternatives. The utility 
function value is directly proportional to the evaluated weights 
of the criteria and the relative effect of values and it is used to 
determine the complex comparative efficiency of the suitable 
alternatives. As the RE resources are prioritized based on utility 
degree, so higher the utility function value better the RE 
resource. 

V. IMPLEMENTATION AND ANALYSIS 

Cristobal data [4] is used for the implementation of the 
proposed method. Cristobal presented the VIKOR method for 
the evaluation of feasible alternative RE resources for the RE 
plan started by the Spanish Government in 2005. The proposed 
methodology is implemented in the following three steps: 

Step 1: Two categories of evaluation criteria (CE) are used in 
the proposed model namely benefit and cost criteria. Benefit 
criteria are Power (CE1) in Kilowatt, Operating Hours (CE4) in 
Hours/year, Useful Life (CE5) in Years and Tons of emissions of 
CO2 avoided/year (CE7) in tCO2/y. Cost criteria are Investment 
Ratio (CE2) in €/Kilowatt, Implementation Period  (CE3) in 
Years, Operating and Maintaining Costs (CE6) in € × 10−3 / 
Kilowatt hour. 

In this study, thirteen alternatives RE resources are 
considered namely: Wind power P ≤ 5 MW (RE1), Wind power 
5 ≤ P ≤ 10 MW (RE2), Wind power 10 ≤ P ≤ 50 MW (RE3), 
Hydroelectric P ≤ 10 MW (RE4), Hydroelectric 10 ≤ P ≤ 25 MW 
(RE5),  Hydroelectric 25 ≤ P ≤ 50 MW (RE6), Solar Thermo-
electric P ≥ 10 MW (RE7), Biomass (energetic cultivations) P ≤ 
5 MW (RE8), Biomass (forest and agricultural wastes) P ≤ 5 MW 
(RE9), Biomass (farming industrial wastes) P ≤ 5 MW (RE10), 
Biomass (forest industrial wastes) P ≤ 5 MW (RE11), Biomass 
(co-combustion in conventional central) P ≤ 5 MW (RE12), 
Biofuels P ≤ 2MW (RE13). Assessment values of alternatives 
corresponding to each criterion are shown in Table II. 

Step 2: Table III calculates a pairwise comparison matrix 
using Table I. To determine the evaluation weights of the criteria 
firstly, Z-numbers are converted into TFNS using fuzzy 
expectation then a pairwise fuzzy comparison matrix is 
normalized using (2), and (3) to obtain fuzzy weights. Further 
ranking of fuzzy weights represented in TFNS is done using (4), 
(5), and (6) to retrieve weights of criteria in crisp. Lastly priority 
weight vector W = [0.290, 0.109, 0.025, 0.143, 0.154, 0.059, 
0.192] is obtained. Based on the opinions of the DMS, Power 
(0.290) possess the highest priority and Implementation period 
(0.025) possess the least priority in the RE selection problem. 

Step 3: In this step, the assessment of alternative resources is 
done by applying the ARAS method on Table II data. The 
normalized weighted decision matrix, the optimality function 
value 𝑆𝑖 and the utility function value 𝐾𝑖 are presented in Table 
IV. Final ranks of alternative resources are also listed in Table 
IV. Based on the calculated utility degree value 𝐾𝑖 , the optimal 
alternative RE resource is RE12. 

VI. RESULT ANALYSIS 

To verify the efficiency and capability of the proposed 

ARAS-Z method, evaluation of the weights of the criteria and 

the prioritization of viable thirteen alternative resources are 

done using utility degree. Spearman’s rank correlation 

coefficient (SCC) [5] is used to compare proposed ARAS-Z 

methodology with other MCDM methods namely VIKOR, 

TOPSIS, and COPRAS as shown in Table V. The SCC between 

the final ranking and the ARAS-Z, VIKOR, TOPSIS, COPRAS 

methods are 0.99, 0.96, 0.99, 0.99 respectively. Since ARAS-Z 

method has the highest SCC value (0.99) as TOPSIS and 

COPRAS, so it justifies the capability and effectiveness of the 

proposed method. 
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TABLE II.  EVALUATION VALUES OF ALTERNATIVES CORRESPONDING TO EACH CRITERION FOR RE PROJECT. 

 CE1 

(max) 

CE2 

(min) 
CE3 

(min) 
CE4 

(max) 
CE5 

(max) 
CE6 

(min) 
CE7 

(max) 

Optimal  

Value-O 
50,000 601 1 7,500 25 600 9,649,680 

RE1 5,000 937 1 2,350 20 1,470 1,929,936 

RE2 10,000 937 1 2,350 20 1,470 3,216,560 

RE3 25,000 937 1 2,350 20 1,510 9,649,680 

RE4 5,000 1,500 1.5 3,100 25 1,450 472,812 

RE5 20,000 700 2 2,000 25 700 255,490 

RE6 35,000 601 2.5 2,000 25 600 255,490 

RE7 50,000 5,000 2 2,596 25 4,200 482,856 

RE8 5,000 1,803 1 7,500 15 7,106 2,524,643 

RE9 5,000 1,803 1 7,500 15 5,425 2,524,643 
RE10 5,000 1,803 1 7,500 15 5,425 2,524,643 
RE11 5,000 1,803 1 7,500 15 2,813 2,524,643 
RE12 56,000 856 1 7,500 20 4,560 4,839,548 

RE13 2,000 1,503 1.5 7,000 20 2,512 5,905,270 

TABLE III.  FORMATION OF PAIRWISE COMPARISON MATRIX IN Z-NUMBER 

 CE1 

 

CE2 CE3 CE4 CE5 CE6 CE7 

CE1 [1,1,1],  

EL 

[4,5,6],  

L                

[9,9,9],   

L 

[2,3,4], 

L 

[4,5,6], 

L 

[6,7,8], 

VL 

[1,1,1], 

EL 

CE2 [1/6,1/5,1/4],  
L 

[1,1,1],   
EL 

[4,5,6],   
NL 

[1/4,1/3,1/2], 
NL 

[1/4,1/3,1/2], 
NL 

[4,5,6],   
VL 

[1/4,1/3,1/2], 
NL 

CE3 [1/9,1/9,1/9],   

L 

[1/6,1/5,1/4], 

NL 

[1,1,1], 

EL 

[1/6,1/5,1/4], 

EL 

[1/8,1/7,1/6], 

NL 

[1/4,1/3,1/2], 

VL 

[1/6,1/5,1/4], 

VL 

CE4 [1/4,1/3,1/2],     

L 

[2,3,4], 

NL 

[4,5,6],  

EL     

[1,1,1],  

EL          

[1,1,1],  

EL          

[2,3,4],  

VL 

[1/6,1/5,1/4], 

NL 

CE5 [1/6,1/5,1/4],    

L 

[2,3,4],  

NL 

[6,7,8],   

NL 

[1,1,1],    

EL 

[1,1,1],  

EL 

[4,5,6],    

EL 

[1/4,1/3,1/2], 

VL 

CE6 [1/8,1/7,1/6],   

VL                                                                                                           

[1/6,1/5,1/4], 

VL 

[2,3,4],   

VL 

[1/4,1/3,1/2], 

VL 

[1/6,1/5,1/4], 

EL 

[1,1,1],  

EL 

[1/6,1/5,1/4], 

NL 

CE7 [1,1,1],           

EL                                                                                                                                                                                                                                                                                                                                       

[2,3,4],      

NL 

[4,5,6], 

VL 

[4,5,6], 

NL              

[2,3,4],    

VL 

[4,5,6],   

NL 

[1,1,1],  

EL 

TABLE IV.  OUTCOME OF ANALYSIS 

 CE1 

 

CE2 CE3 CE4 CE5 CE6 CE7 S K Rank 

O 0.0572 0.0141 0.0022 0.0156 0.0136 0.0107 0.0397 0.1531 1.0000 - 

RE1 0.0051 0.0090 0.0022 0.0049 0.0109 0.0043 0.0079 0.0444 0.2900 12 

RE2 0.0102 0.0090 0.0022 0.0049 0.0109 0.0043 0.0132 0.0548 0.3579 7 

RE3 0.0255 0.0090 0.0022 0.0049 0.0109 0.0043 0.0397 0.0965 0.6302 2 

RE4 0.0051 0.0057 0.0014 0.0065 0.0136 0.0044 0.0019 0.0386 0.2523 13 

RE5 0.0204 0.0121 0.0011 0.0042 0.0136 0.0092 0.0011 0.0616 0.4025 5 

RE6 0.0357 0.0141 0.0086 0.0042 0.0136 0.0107 0.0011 0.0803 0.5242 3 

RE7 0.0511 0.0016 0.0011 0.0054 0.0136 0.0015 0.0019 0.0764 0.4986 4 

RE8 0.0051 0.0047 0.0022 0.0156 0.0082 0.0009 0.0104 0.0470 0.3072 11 

RE9 0.0051 0.0047 0.0022 0.0156 0.0082 0.0012 0.0104 0.0470 0.3090 9 

RE10 0.0051 0.0047 0.0022 0.0156 0.0082 0.0012 0.0104 0.0473 0.3090 9 

RE11 0.0051 0.0047 0.0022 0.0156 0.0082 0.0023 0.0104 0.0484 0.3162 8 

RE12 0.0572 0.0099 0.0022 0.0156 0.0109 0.0014 0.0199 0.1171 0.7646 1 

RE13 0.0020 0.0056 0.0014 0.0146 0.0109 0.0026 0.0243 0.0615 0.4013 6 
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TABLE V.  PERFORMANCE RANKING OBTAINED BY USING DIFFERENT MCDM METHODS 

Different MCDM Methodologies 

 TOPSIS VIKOR CORPAS ARAS-Z  

 Score Rank Score Rank Score Rank Score Rank Final Rank 

RE1 0.074 12 0.951 13 35.20 12 0.290 12 12.25 

RE2 0.147 6 0.798 6 46.14 6 0.358 7 6.25 

RE3 0.772 2 0.262 2 91.43 2 0.630 2 2 

RE4 0.043 13 0.929 9 27.25 13 0.252 13 12 

RE5 0.134 7 0.775 5 42.86 7 0.402 5 6 

RE6 0.302 4 0.688 4 56.46 4 0.524 3 3.75 

RE7 0.439 3 0.666 3 63.42 3 0.499 4 3.25 

RE8 0.086 11 0.946 12 36.32 11 0.307 11 11.25 

RE9 0.087 9 0.935 10 36.88 9 0.309 9 9.25 

RE10 0.087 9 0.935 10 36.88 9 0.309 9 9.25 

RE11 0.090 8 0.917 8 38.08 8 0.316 8 8 

RE12 0.841 1 0.000 1 100.0 1 0.765 1 1 

RE13 0.272 5 0.823 7 53.40 5 0.401 6 5.75 

VII. CONCLUSION 

The problem of prioritization of suitable alternative 

resources becomes complex due to the presence of multiple 

conflicting criteria and uncertainty in the information. ARAS 

method integrated with Z-number is proposed for the 

prioritization of feasible RE sources. In real-world decision 

problems, uncertainty is pervasive in nature. To handle the 

uncertainty in this problem, the degree of self-confidence is 

considered along with fuzzy numbers and a pairwise 

comparison matrix is formed. Weights are evaluated by ranking 

the generalized fuzzy numbers which are used further in the 

ARAS method to prioritize the alternatives using utility degree. 

Based on the SSC, a comparative analysis is done to validate 

the capability and effectiveness of the proposed model. 

Proposed ARAS-Z model has the capability to handle the 

uncertainty while the other MCDM methods used in the 

comparison do not consider the uncertainty factor involved in 

the decision problem which is the main limitation of other 

MCDM methods. 
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Abstract—Software Defined Network is an emerging fifth 

generation network architecture in which data and control planes 

are decoupled. The programmable network provides standard 

open interfaces which is vulnerable to data leakage attacks. 

Existing Open Flow protocol lacks in crypto standard where 

messages are communicated between data and control planes are 

in unencrypted form. Open Flow messages are prone to passive 

attacks such as sniffing and traffic monitoring. Diffie-Hellman 

Key Exchange algorithm is implemented in Open Flow protocol 

version 1.3 where random private keys are generated for each 

incoming network traffic flows.  In this research work, secure 

defense mechanism is proposed where Restricted Boltzmann 

Machine algorithm is incorporated in controller that detects 

Distributed Denial of Service attack traffic flows. The 

performance of Software Defined Network is measured using 

performance metrics namely bandwidth utilization of controller, 

delay of request and response messages from switch and 

controller, encryption and decryption time of Open Flow 

messages. The proposed secure defense mechanism is an 

extended work of previous research work on detection of 

Distributed Denial of Service attack in Software Defined Network 

controller. The proposed secure defense mechanism out performs 

existing work with respect to metrics such as bandwidth 
utilization, delay, encryption and with decryption time.  

Keywords—Software Defined Networks; Data Leakage Attack; 

Restricted Boltzmann Machine; Man-in-the-Middle Attack; Self-

learning; Distributed Denial of Service; Diffie-Hellman Key 

Exchange Algorithm  

I.  INTRODUCTION  

Data is considered as an important asset in all the sectors 

like educational institutions, industries etc. Securing data of 

the intended network is the foremost concern for the network 

administrator. The most common attacks found in networking 

environment breach the meaning of data that corresponds to an 

individual. Man-in-the-Middle attack [1] is the top most 

category of data leakage attacks which breaks integrity and 

confidentiality of the stored data. In order to protect the 

network from data leakage, applying suitable crypto standard 

for the process of encryption and decryption is needed.  
In this research work, data leakage security attack of one 

of the fifth generation (5G) network named Software Defined 

Network (SDN) [2] is concentrated. SDN architecture is 
improvised comparatively from the conventional network. In 
conventional network [3] setup, data forwarding and data 
management modules are tightly coupled which lacks in 
network customization according to the user needs. 
Researcher communities from Stanford University seek great 
interest to create an open network that is feasible to integrate 
customized user applications. Finally SDN is obtained as a 
product that has Open Flow (OF) [4] protocol that acts as an 
interface between data forwarding and data management 
modules.  

SDN [5] is an emerging alternate 5G network architecture 
where data forwarding and data management modules are 
decoupled each other. SDN is a three layered network 
architecture where the bottom plane is the data plane whose 
responsibility is forwarding the incoming network traffic flows. 
The middle plane is the control plane [6] that is responsible for 
taking authoritative decisions. In data plane [7], for each and 
every switch the component named flow table is integrated.   

Flow table records the entries of incoming network traffic 
flows with features such as physical and logical addresses for 
future analysis. Physical address of incoming traffic flows 
include source and destination Medium Access Control (SRC 
MAC) and (DST MAC) address of a machine (or) host where 
the traffic is originated whereas logical address of network 
traffic flows include source and IP (SRC IP) and destination IP 
address (DST IP), Protocol type, Virtual Local Area Network 
Identifier (VLAN ID). The top most plane is an application 
plane [8] where user customized applications are incorporated.  

The threat vectors of SDN architecture regarding data 
leakage security attack include vulnerable data plane [3], 
vulnerable controllers [9], vulnerable data-control plane [10] 
communication interface, and vulnerable apps in application 
plane.  

The objective of this research work is to incorporate Diffie-
Hellman Key Exchange algorithm used for the process of 
encryption and decryption of messages originated from the data 
plane to the control plane and vice-versa for providing 
enhanced security. In control plane, unsupervised Restricted 
Boltzmann Machine (RBM) algorithm is incorporated that self-
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learns network traffic flow features to detect malicious traffic 
flows.  

The major contributions of this research work includes that 
this is a first paper to use crypto standard to provide additional 
security in SDN. The messages interacted between data and 
control planes are in encrypted form so that data leakage (or) 
man-in-the-middle attack is reduced comparatively than the 
existing methods. Unsupervised RBM algorithm self-learns 
network traffic flow features that detect malicious IP 
addresses that cause data-leakage security attacks. The 
proposed defense mechanism has higher accuracy in terms of 
attack detection than the existing methods and it is an 
extended work of [11] wherein the detection mechanism lacks 
in OF protocol crypto standard is incorporated to provide 
security against data leakage attacks.  

The paper is organized as follows. Section 2 discusses the 
related works on data leakage security attacks in SDN. Section 
3 discusses the proposed defense mechanism against data 
leakage security attacks, section 4 details the experimental 
setup, section 5 reveals the results and discussions and finally 
section 6 concludes with future research directions.  

II. RELATED WORK 

Cheng Li et al [12] proposed a prototype system to detect 

MITM attack with packet modification using Bloom Filters 

based on SDN by extending the OF protocol. Zhang et al [13] 

proposed Convincing Mechanism for MITM Detection 
(CMD) to detect man-in-the-middle attack in OF channel. The 

topology and connection characteristics of network traffic are 

fed as inputs to CMD, without analyzing the packet contents. 

CMD results with good time accuracy and performance. 

 

 Sebbar et al [14] proposed a detection mechanism to 

prevent Man-in-the-Middle attack in Multi-SDN controller 

environment. The proposed detection mechanism concentrates 

on the vulnerabilities of Open DayLight (ODL) controller. 

Effective countermeasure is also proposed to prevent attacks 

on the league monitor’s monitoring service.  
 

Lin et al [15] proposed a defense approach called “Packet 

forwarding based on BUFfer sharing (PBUF)” that pools the 

idle switches to mitigate threats in SDN. Buffer management 

module gleans the statistics of incoming packets and analyzes 

the table-miss packets. The packet forwarding module is 

designed to forward table-miss packets to the idle switches to 

prevent switch (or) controller to be overloaded. Imran et al 

[16] discussed comprehensive approaches of DDoS attacks in 

SDN environment. The authors presented various DDoS 

attack mitigation strategies based on the different classes 
based on the methodology in handling malicious traffic flows.  

 

Wavelet analysis method was introduced by Julian et al 

[17] to detect anomalous conditions raised due to man-in-the-

middle attack in SDN. Unique characteristics of reported 

anomalies are used to classify the type of DDoS attack. 

Mohana Priya & Shalinie [18] proposed a detection system 

with an unsupervised RBM algorithm in SDN controller. The 

RBM algorithm self-learns the reliable network metrics to 

detect DDoS attacks in SDN. Data Leakage Prevention 

System (DLPS) is proposed by sultan [19] to detect and 

prevent confidential data in use, transit and at rest.  

 

DLPS use different techniques to analyze the content and 
context of confidential data. Braga et al [20] discussed a light 

weight method to differentiate attack traffic flows from 

normal traffic flows using Self Organizing Map (SOM). Feng 

et al [21] considered parameters to detect DDoS attack traffic 

flows include Average Number of Packets in Per Flow 

(ANPPF), Average of Duration per Flow (ADF), Percentage 

of Pair-Flows (PPF) and Growth of Single Flows (GSF).   

III. PROPOSED DEFENSE MECHANISM 

The proposed secure defense mechanism consists of 2 

distinct phases namely network traffic flow generation phase 

and attack detection phase as shown in Figure 1. In phase 1, 

legitimate and an attack traffic flows are generated using real 
time network emulator named mininet. SDN controller will 

monitor the incoming network traffic flows and also analyzes 

the performance of the network by deeply inspecting the flow 

structure.  

 

 
 

Fig. 1: Block Diagram of Proposed Defense Mechanism  

 

The generated network traffic flows are stored in the 

database for future analysis. The network traffic flows in the 

database are pulled through appropriate Structured Query 

Language (SQL) queries to the SDN controller. It is deployed 

with RBM algorithm to detect DDoS attack and its variants. In 

SDN context, for every incoming unknown traffic flows, the 
data plane switches send PACKET-IN request as a query 

message to the SDN controller.  

 

The controller in turn reply with the PACKET-OUT 

response message to the data plane switches through OF 

protocol. As SDN provides open standard interface as South 

Bound - Application Programming Interface (SB-API), it is 

vulnerable to data leakage security attack. In data leakage 

security attack, the OF messages communicated between SDN 
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data and control planes are known to attackers. In order to 

provide enhanced security, all OF messages transferred 

between data and control planes are encrypted by secretly 

exchanging the keys between the sender and receiver. 

Exchanging of secret keys has been done by Diffie-Hellman 

key exchange algorithm.  
 

In the existing OF protocol version 1.3, if the logic of 

Diffie-Hellman key exchange algorithm is incorporated, it will 

generate random prime numbers to generate private and public 

key pairs to encrypt and decrypt the original message. Finally, 

key generation process is initiated between the sender and 

receiver to check whether the secret key exchanged are equal 

(or) not. Figure 2 shows the Diffie-Hellman key exchange 

steps as follows:  

 

Algorithm 1 : Diffie Hellman Key Exchange in Open Flow 

Protocol 

Input : OF Request Messages from Data Plane Switches 

            in Encrypted Form.  

Output : OF Response Messages from SDN Controllers in 
       Encrypted Form.    

1. Assume prime number P. 

2. Select α, such that α is less than and primitive root of P. 

3. Assume PRA and PRA < P. 

4. Calculate PUA : 

  PUA         α
PRA mod P.   

5. Assume PRB and PRB < P. 

6. Calculate PUB : 

 PUB          α
PRB mod P. 

7. {Private, Public key pairs} of users are generated 

8. Encryption Process of an OF switch Request Message: 

 PUA = αPRA mod P. 
9. Decryption Process of a Controller Response Message: 

 PUB = αPRB mod P. 

10. Key Generation and Verification at User A, User B: 

 10.1 : At OF switch, find the key value K. 

  K = (PUB)PR
A mod P. 

 10.2 : At SDN Controller, find the key value K. 

  K = (PUA)PR
B mod P. 

Fig. 2: Diffie Hellman Key Exchange Algorithm in Open  

           Flow Protocol 

 

 RBM algorithm is deployed in SDN controller in 
which for the training phase, the network is trained using 

contrastive divergence algorithm to update the weight matrix 

(Wmn). The training procedure of CD algorithm has traffic 

flow features namely source IP address, Destination IP 

address, Source MAC address, Destination MAC address and 

protocol type. Visible layer of RBM neural network is trained 

with the traffic flow features and the hidden layer of RBM 

processes the input metrics. There exists positive and negative 

gradient of the network in which the probability of training 

data is increased by computing the product of visible (vm) and 

hidden layers (hn). 

 

 Gibb’s sampling procedure is used to update the weights 

between visible and hidden layers. The network traffic flow 

features are reconstructed from the available feature vector of 

traffic flows. The reconstructed network traffic flow features 

are fed as input to the next level hidden layers. In RBM, two 

layers exists namely visible and hidden layer. The extracted 
features of a dataset are fed as inputs to the visible layer where 

as the reconstructed network traffic flow features are fed as 

inputs to the higher level hidden layers. Visible layer of RBM 

has inputs such as source IP address, Destination IP address, 

Source MAC address, Destination MAC address and protocol 

type.  

 

 RBM is depicted in Figure 3 and its energy 

configuration [11] of RBM is given as follows: 

 

𝐸 𝑉, 𝐻 =  −    𝑤𝑖𝑗 ℎ𝑖𝑣𝑗  𝑚
𝑗=1

𝑛
𝑖=1 –   𝑏𝑗𝑣𝑗

𝑚
𝑗=1 −   𝑐𝑖ℎ𝑖

𝑛
𝑖=1  (1) 

where,  

 𝑤𝑖𝑗 = Weight matrix connecting hidden and visible 

         layer. 

 𝑣𝑗  = Visible layer. 

 ℎ𝑖  = Hidden layer.  

 𝑏𝑗  & 𝑐𝑖  = Bias Units of Visible and Hidden layer.  

 

 
 

Fig. 3: Structure of RBM 

 
RBM structure is conditionally independent given 

visible to find the probability of hidden layer and given 

hidden to find the probability of visible layer. 
 

𝑃  
ℎ

𝑣
 =   𝑃  

ℎ𝑖

𝑣
 𝑖              (2) 

and  

𝑃  
𝑣

ℎ
 =   𝑃  

𝑣𝑗

ℎ
 𝑖             (3) 

 

 In this research work, the probability of hidden layer 

is computed given the inputs in visible layer. RBM detects 

DDoS attack traffic flows and data leakage security attacks 

with metrics such as hit count of encrypted request packets to 
the controller from data plane switches, energy consumption 

of data plane switches (Econ(SW)). Econ(SW) is measured 

based on the energy consumption of active switches, energy 

consumption of active interfaces, number of ports enabled and 

it is given as follows:  
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𝐸𝑐𝑜𝑛   𝑆𝑊 =  𝐸𝑐𝑜𝑛   𝑆𝑊𝑎𝑐𝑡𝑖𝑣𝑒  +  𝐸𝑐𝑜𝑛   𝐼𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 𝑎𝑐𝑡𝑖𝑣𝑒  +
  𝑛𝑝𝑜𝑟𝑡𝑠 .𝑟

𝑅
𝑘=1 ∗  𝐸𝑐𝑜𝑛 (𝑃𝑜𝑟𝑡𝑠𝑒𝑛𝑎𝑏𝑙𝑒𝑑 )         (4) 

where, 

𝐸𝑐𝑜𝑛 (𝑆𝑊𝑎𝑐𝑡𝑖𝑣𝑒 )  = Energy consumption of active switches.  

𝐸𝑐𝑜𝑛  𝐼𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒𝑎𝑐𝑡𝑖𝑣𝑒  = Energy consumption of active 

                            interfaces.  

𝑛𝑝𝑜𝑟𝑡𝑠 ,𝑟 = Number of ports available in a switch and 

 

𝐸𝑐𝑜𝑛  𝑃𝑜𝑟𝑡𝑠𝑒𝑛𝑎𝑏𝑙𝑒𝑑  = Energy consumption of ports enabled.  

 
Figure 4 shows the phases of proposed defense 

mechanism in a bottom up approach of SDN with all the 

technical concepts incorporated in each of the component is 

illustrated.  Legitimate and attack traffic flows are generated 

in data plane, as a follow up modified Diffie Hellman key 

exchange algorithm is incorporated in OF protocol to enhance 

its security. The encrypted OF messages from data and control 

plane is monitored by SDN controller which consists of RBM 

algorithm that self learns the network metrics, request 

messages. Based on the knowledge base, SDN controllers 

identify (or) detect the newly incoming unknown traffic flows.  
 

 
Fig. 4: Phases of Proposed Defense Mechanism 

  

IV.  EXPERIMENTAL SETUP 

The experimentation has been carried out in Ubuntu 

Operating system version 15.4 with mininet emulator. In 

mininet, the data plane of SDN consists of Open Virtual 

Switch (OVS) that has three hosts namely h1, h2 and h3 

interfaced with softwarized POX controller. The procedure of 

modified Diffie Hellman Key exchange algorithm is 

incorporated in OF protocol version 1.3 to encrypt the OF 

request message originated from data plane and decrypt the 
OF response message from the control plane. RBM algorithm 

is implemented as a python code named rbm.py in POX SDN 

controller. RBM algorithm self-learns the OF request 

messages to detect attack traffic flows. The logic of Diffie 

Hellman Key Exchange algorithm is implemented using ns-3 

[22] tool.  POX controller integrated with mininet is bridged 

with the ns3 simulator tool for interfacing OF protocol with 

data and control plane.   

 

Wireshark is installed in the target victim to analyze 

the incoming network traffic flows. nmap tool is used to trace 

the network performance metrics such as bandwidth utilization 
of controller, delay of request and response messages from 

switch and controller, encryption and decryption time of 

incoming OF messages.  

 

 
        

      Fig. 5: Experimental Network Setup 

V. RESULTS AND DISCUSSIONS 

In this section, results are illustrated for various 

network metrics namely bandwidth utilization of controller 

and energy consumption of switches. Figure 6 illustrates that 

bandwidth utilization of controller which can be measured by 

the generated PACKET-IN request message from the 

dataplane switch.  

 

 
Fig. 6: Bandwidth Utilization of Controller  

 

The inference shows that bandwidth utilization is 

higher until 299th seconds, when RBM algorithm is deployed 

in SDN controller at 300th second, bandwidth utilization is 

reduced gradually and stabilized until analysis with respect to 

time parameter. 

 

 
Fig. 7: Delay of SDN Controller 

 
Figure 7 shows the delay of transferring messages 

from data plane switches and SDN controller. Delay of OF 
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messages can be calculated based on the Round Trip Time 

(RTT) originated from data plane switches and SDN 

controller. When Diffie-Hellman Key Exchange algorithm is 

deployed at OF protocol, delay parameter is reduced even in 

case of DDoS attack traffic flows.  

VI. CONCLUSION AND FUTURE WORK 

SDN is an emerging fifth generation network 

architecture subject to active and passive attacks like DDoS 

attack and traffic monitoring, sniffing etc. The proposed 

defense mechanism is also deployed with RBM algorithm in 

SDN controller and Diffie-Hellman key exchange algorithm in 

Open Flow protocol. The proposed defense mechanism is 

deployed with RBM algorithm in SDN controller and Diffie-

Hellman key exchange algorithm in OF protocol. The 

proposed defense mechanism outperforms the existing work 

based on bandwidth utilization, delay of request and response 

messages from switch and controller, encryption and 

decryption time of incoming OF messages. The future work is 
to provide application level security of SDN.  
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Abstract- Phishing is the major problem of the 

internet era. In this era of internet the security of 

our data in web is must. Phishing is one of the most 

harmful way to stolen the credential information 

like username, password or account number from 

the users. Users are not aware of this type of attack 

and they become a part of the phishing attacks. It 

may be losses of financial found, personal 

information, reputation of brand name or trust of 

brand. So the detection of phishing site is 

necessary. In this paper we design a framework of 

phishing detection using URL. 

Keyword – Web mining, data mining, phishing 

URL, Fuzzy logic, Classifier. 

I. INTRODUCTION 

Day by day number of phishing URLs have grown 

rapidly. Phishing sites look same like original sites but 

the code behind the site is different or the link of the 

page is followed the incorrect path and collect the 

information from the users. Every time attackers 

choose the different options to collect the information. 

Phishing attempts have grown 65% in the last year 

according to PhishMe’s Enterprise Phishing 

Resiliency and Defense Report.  

According to the research in 3
rd

 quarter of the 2017 the 

percentage count is [1] 41.99% sites are used to steal 

the information while using the payment gateways 

online. 17.7% sites pass the phishing mail via mail 

address. 15.48% possibilities are there to steal the 

information from the financial institutions. 

II. BASICS OF PHISHING: 

Phishing has two types (1) Spear phishing : attack on 

personal information to increase the probability of the 

attack. (2) Clone Phishing: Attacker mails the link and 

previously mail containing the phishing site or web 

fraud.  

Whaling: They target the higher profile and business 

email on behalf of the high profile manager. 

Filter evasion: They were target the users as sending 

the images and send the hidden text on those images. 

Website forgery: They own to fraud 

Convert Redirect: They will show the login box on 

their page or give some popup to the site. 

Phone Phishing: They will target the people and send 

the SMS on the mobile phone as a bank authority and 

can achieve the credential information from the user 

via fraud SMS. This techniques borrow ideas from the 

traditional phishing, phone based social engineering 

techniques and many more new techniques. 

Feature extraction process is also defined in the [3]   

paper. Authors define the group of features  and design 

some rules for features extraction to check the 

legitimacy of site. First of all author divide all the 

features set in to the group of feature set, based on that 

result they calculate the value of True Positive, True 

Negative, False Positive and False Negative.  

 

III. FUZZY LOGIC MODEL 

A. Fuzzification 

The Fuzzification of the fuzzy logic is described by 

the linguistic variables which is the best advantage of 

the fuzzy logic system. In this step, linguistic values 

of the phishing variable are design output such as 

medium, high and moderator. Fuzzification is also 

known as the decomposing a system input and / or 

output into one or more fuzzy sets. 
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Trapezoidal or Triangular shaped method is most 

common way to divide your result. Mostly result may 

be dependent on the rules of fuzzy logic. Hence, rules 

may be differ from one method to another method 

although the representation of the result is expressed in 

simple way. 

 

B. Rule Evaluation 

 
Rule evaluation is used to create the rules for the 

member functions. Every member functions of the 

input and output has rules in fuzzy logic. They provide 

fuzzy rules in form of (If...then) for every member 

function. 

 

C. Aggregation of the rules 

 

Combine the rules of the membership functions  

consequents previously scaled into the single fuzzy 

set. All the rules combine in the same manner and it 

will combine into a single fuzzy set, this process only 

occurs once for each output variable. This process 

works only before the finale defuzzification process.  

 

D. Defuzzification 
 

It is the process of transferring the output of the fuzzy 

set into the crisp output, in our case we can say that 

the crisp output in terms of Phishing or Legitimate. 

Centroid technique is used to defuzzify the data. 

 

VI. PROPOSED METHODOLOGY 

Web content mining, web usage mining and web 

structure mining is also a part of the web mining [7]. 

We follow the Web URL Mining. The source of 

phishing attacks are mostly from email, websites and 

malware. The links (URL) provided in phishing emails 

draws user into entering phishing website. In website 

based phishing, website is copy of the original website 

which looks like same but, the aim is different.  

To overcome the problem of phishing we design a 

framework to detect it using the fuzzy logic as a 

classifier. We used only URL based features for the 

extraction process[10]. For that we collect our dataset 

from the Phish tank site, Open phish site and the URL 

of the website which can live on the web. We were 

collecting the 1000 URLs for our dataset purpose.  

 

 

Fig 1. Architecture of the system 

Using MatLab tool we code the program which can 

extract the features from the entered URL. We have 

different feature sets , out of them we were extract 

some feature which can based on URL of website. 

Observed features are conclude in the table 1 [3][4]. 

TABLE 1 
FEATURES OBSERVED IN THE LITERATURE SURVEY 

 

Feature Legitimate Suspicio

us 

Phishing 

Ip address Otherwise - Exists in 

URL 

Length of 

URL 

- >=54and 

<=75 

>75 

Request  

URLs in 

source code 

less than 

20% 

between 

20% and 

50% 

Otherwis

e 

URL of 

anchor 

2 5 Different 

from 

anchor 

Redirect Page Correct 

source <=1 

>1and <4 otherwise 

On mouse 

Over 

- - Use fake 

URL 

Prefix or 

suffix 

separated by 

‘–’ 

Not include - Domain 

part 

include ’-

‘ 

Number of ‘.’ 2 dots 3 dots >3 

Number of 

‘%’ 

2 More 

than 2 

More 

than 2 

Number of 

‘=’ 

2 More 

than 2 

More 

than 2 
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URL having 

‘@’ 

Not present May be 

there 

Present 

Host name Need 

hostname 

- - 

Popup 

Window 

Not using 

popup 

>2 and<4 More 

than 4 

Age of 

domain 

Otherwise >1and<2 <1 

DNS record Present - Empty 

Web page 

rank 1,00,000 

<100000 >100000 Otherwis

e 

Right click - Showing 

an alert 

Disable 

Status bar Otherwise Not 

change 

Change 

the status 

bar 

Number of 

‘&’ 

Not present May be 

there 

Present 

Number of 

‘?’ 

Not present May be 

there 

Present 

 

V. PROPOSED FEATURES USED FOR 

IDENTIFICATION OF PHISHING WEBSITE 

Long URL 

W3 defines the standards and rules for the URL. They 

were defining maximum54 characters in the URL. 

Original site not contain more than 54 characters. If 

length is between 54 to 75 character than it is possible 

to define the phishing site. It is also known as 

suspicious site because it may be legitimate also. 

Maximum numbers of the URL in dataset are defined 

as phishing due to the long URL. 

 

                                        
                                    

              
                         

 

Length of hostname 

Hostname has always a fixed length to identify the 

legitimate URL. When more than 25 characters are 

present in the URL than it is identifying as phishing 

site used to make fraud and intentionally collect the 

credential information from the user. 

 

                               
              

                         
 

Dots: 

Number of dotes define the sub domain and multi sub 

domain in the URL. Top level domain and second 

level domain is always available in the URL of any 

website. URL having less than three dots is legitimate 

sites. If URL having exact 3 dots are known as 

suspicious site means it may be phishing or may not 

be; now it is dependent on the other features also. 

                                        
                              

               
                         
 

Slashes 

A path with the data is always in a hierarchical form 

shown as a sequence of a segment separate with the’/’. 

This feature is also become an important part of the 

URL when we need to found out the segments of the 

URL. Less than three slashes are proving the 

legitimacy of the site. Whereas more than four slashes 

in the URL is defines as the phishing site. 

                              
              

                                      
              

                         
 

@ Symbol 

‘@’ symbol leads the browser to ignore everything 

suffix it and redirect to the link typed after @ symbol. 

W3 rules says @ symbol rarely used in the real URL. 

It has low significance because in rare case it is 

present in the dataset. Only 1% site is phishing out of 

the total dataset. The probability of this symbol is less 

according to our research of the dataset. 
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& Symbol 

It is one type of the query delimiter to separate the key 

and value which can be passed through the URL. More 

than two query variable are passed in the URL cause 

harm to the website because it shows the value of the 

key. 

                                
            

                           
 

# Symbol 

The symbol of ‘#’ is used for the optional fragment. 

Maximum two optional fragments are used in the 

legitimate URL. Phishing URL contain more than two 

‘#’ symbol. It is optional fragment so rarely present in 

the URL. It has low significance from all the features. 

In the dataset of my research are contains only four 

URLs which has ‘#’ symbol. 

                                 
              

                         
 

%  Symbol 

Every URL needs to create in the proper format. But 

sometimes creator’s intentionally put unwanted 

characters in the URL to confuse the users. Unwanted 

characters like’%’ are present in the URL than it can 

be a phishing site. 

                                          

                           
 

? Symbol 

The significance of ‘?’ symbol in URL is more 

important, however it can be used by attacker to stolen 

the information from the user. When any developer 

wants to submit the data of webpage into database at 

that time question mark symbol is used, but in 

legitimate sites, this symbol is not used. 

                                
            

                           
 

DNS Record 

Domain Name system stands for DNS. WHOIS 

database stored the record of the every domain of 

every URL. We code the program into .net that can 

provide the connection with WHOIS database and 

extract the data from the database.  

                               
            

                           
 

 

Fig 2. WHOIS Database 

For every domain of the URL we check that entered 

URL is present in the WHOIS record or not. WHOIS 

database is also known as the third party domain.  

Our code connects with the WHOIS database using the 

port number and extracts the record of entered domain 

name. 

Unicode in URL as PayPal 

PayPal is the gateway of the money transferring. 

PayPal keyword is not used in every URL. Every 

keyword has its own meaning like ‘PayPal’ is secured 

and used when online tractions are done. It follows the 

proper way to use in URL. Attackers used such type of 

keyword to confuse the user and to stolen the 

credential information using the wrong URL. 

                                    
            

                           
 

We have the three outputs after extracting the features 

from the URL and that is phishing, suspicious and 

legitimate. Now, we have the Fuzzy Inference System 

in the MatLab simulink which can help to decide the 

output in two forms only named as Phishing and 

Legitimate. 
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Now we use the classifier as the next step of our 

system. We used fuzzy logic for the classifier to 

classify the suspicious URL into the Phishing and 

legitimate URL.  

For the input and output we have to decide the 

membership functions and according to those 

functions rules of the every member are created. 

According to that rules our final outcome is generated.  

 

Fig. 3 Fuzzy Inference System design 

First of all we design a layer for the features. For the 

suspicious URL we define the layers to classify it. 

According to the table1 we can easily examine the 

significance of the features[12]. 

Table1: Design a layer for the suspicious site 

Criteria Component Layer No. 

URL & 

Domain 

 

Weight=0.3 

 

No. of Dots 

 

Layer 1 

 

Sub weight=0.5 

 

Weight=0.2 

No. of Slashes 

Web 

Address bar 

 

Weight=0.5 

 

 

URL Length 

Layer 2 

 

Sub weight=0.5 

 

Maher Aburrous et.al [5] designs a layer and a rule for 

the fuzzy technique. After the design the layer there is 

next step which is called as the Rule developing. Rules 

are defined to come with the result which contain 

either positive or negative in terms of phishing or 

legitimate[9]. 

Performance Matrix 

There are mainly four possibility exists to find the 

performance of the system. Four possibility are True 

Positive, True Negative, False Positive, and False 

Negative. 

 

 
Fig. 4 Rule editor 

Assume that Np denotes the total number of original 

sites Np denotes total number of phishing sites. If 

(      denotes original URL, then        

denotes phishing sites classified as original        

denotes original sites classified as phishing and 
       denotes phishing sites classified as 

phishing. The evaluation matrix used in the [6][7]. 

True Positive Rate: The ratio of the number of 

phishing sites identify correctly. 

   
    

  
 

True Negative Rate: Ratio of original websites 

identified correctly. 

   
    

  
 

False Positive: The ratio of number of original 

websites classified as phishing. 

   
    

  
 

False Negative: Ratio of number of phishing websites 

classified as original. 

   
    

  
 

Accuracy: Measurement of correctly identifies value. 

The ratio of true positive rate and true negative rate 

with the total rate.  
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VI. CONCLUSION 

The group of features is  effective in detecting web 

phishing. Our model constructed using both phishing 

and legitimate URLs including the features which 

have been extracted from these models. In this paper 

fuzzy classifier is implemented using MatLab and the 

best results are achieved with 91.46% accuracy.  

Features of our research are mostly dependent on 

URL, however using other group of the features user 

can achieve the best result. Using Different type of 

data set can be affect to the result of the system. Also 

the machine learning techniques play the important 

role as a classifier. 
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Abstract— The importance of digitally integrated circuit is 

increasing since it has many features such as low power, 

reliability, propagation delay and noise margin. An energy 

efficient technique and a new CMOS (Complementary Metal 

Oxide Semiconductor) logic family called Adiabatic logic, based 

on reversible switching principle is discussed in this paper. 

Adiabatic technique is used to increase energy efficiency of logic 

circuits. The principle is based on energy recovery in which the 

power supply recovers the charge without heat generation.  

Minimum power consumption is achieved when the charging and 

discharging path has a MOS transistor instead of a diode. The 

simulation is carried out for 2-bit Array Multiplier using 45nm 

CMOS technology in Cadence Virtuoso environment. Power 

saving of more than 40% is achieved by Adiabatic logic circuits 

in comparison with conventional CMOS circuits but with 

increase in area. The Gate is controlled by power clocks. The 

method of switching achieves less power dissipation, but 

complexity of circuit increased. Energy stored in load capacitor is 

reused in Adiabatic logic whereas energy is discharged to the 

ground in case of traditional conventional logic.  

Keywords— Conventional CMOS; Adiabatic Logic; Half adder; 

2-bit array multiplier; PAL; Clocked CMOS logic; CCAL; 

I.  INTRODUCTION 

  The power consumption has become a major design 

parameter for VLSI circuit designers as VLSI technology is 

improving day by day. Many technologies have been 

developed to reduce integrated circuit power dissipation. 

Adiabatic innovation is one of the promising advancements 

for low power activity of the circuit. The logic of charging 

recovery or Adiabatic switching techniques is based on 

slowing down energy transfer and retrieving charge from 

logic. Dynamic power consumption of the circuit is reduced 

by Adiabatic logic [26].  

In Adiabatic logic, compelling power saving was achieved 

compared to conventional CMOS circuits. Adiabatic circuits 

outputs are valid only during a specific phase of the power 

clock cycle. Therefore, to drive the Adiabatic cascaded Logic 

chain, multi - phase clocking is required. [20]. 

In this paper multiplier using Adiabatic Logic is simulated. 

The method used to multiply two 2-binary numbers is 

identical to the multiplication of decimal numbers based on 

partial product calculation, shifting and combining them. A 

similar approach but that which is simpler than decimal 

multiplication is to multiply two binary numbers by 

multiplying the long multiplicand by 0 or 1, as multiplication 

by 0 or 1 results either in the same number or zero. A 

representation of a 2-bit array multiplier is as shown in Fig. 1. 

The maximum product term can be 11 * 11 = 1001, a 4-bit 

number. 

The rest of the paper is organized as follows. Section II 

provides review of literature. Section III presents description 

of conventional design. In section IV Adiabatic logic is 

discussed. Section V presents implementation of 2-bit array 

Multiplier using Adiabatic Logics. Section VI presents results 

and their analysis obtaining during the course of the results 

and Section VII presents conclusion drawn from result 

obtained from section VI.  

 
Fig. 1: Block diagram of 2-bit Multiplier 

II. LITARATURE REVIEW 

A. Clocked CMOS Adiabatic logic(CCAL) 

He Li et al [15], introduced CCAL technique that is used to 

reduce consumption of power. Various adiabatic logics such 

as clocked CMOS, eight level inverter chain CCAL, Quasi 

Static Energy Recovery Logic (QSERL) are compared with 

CCAL technique. It has static logic and tristate output which is 

managed with help of pwr. CCAL has two advantages over 

QSERL, high operating frequency up to 500MHz and low 

power dissipation. 
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B. Pass transistor Adiabatic Logic(PAL) 

Mahendra Singh Dhaka et al [17], proposed NOR logic Gate 

using 2PASCL and PAL logics which is simulated on 180nm 

and 90nm technology to obtain the comparison of significant 

power saving.  

III. CONVENTIONAL DESIGN 

A. Conventional CMOS 2-bit array Multiplier 

Multipliers are vital block employed in numerous digital 

circuits. An overview of the two - bit A1A0 and B1B0 numbers 

to produce the four - bit S3S2S1S0 product as shown in Fig. 3. 

The Multiplication illustrated in Fig. 2 is implemented as 

shown in Fig. 3. The bits of each partial product are computed 

by multiplying two bits of the input. Since two-bit 

multiplication is the same as the logical AND operation, AND 

Gates can be used to generate the partial products [6]. Half 

Adders and AND Gates as shown in Fig. 3 are used to 

implement a 2-bit Multiplier. 

 
 

Fig. 2: Illustration of 2-bit Multiplier 

 

 
 

Fig. 3: Block diagram of 2-bit Multiplier 

B. Clocked CMOS Logic 

Fig. 4 shows the block diagram of a clocked CMOS Gate. 

It consists of a static logic circuit with clock and /clock 

controlled tri-state output network. Both P1 and N1 are 

conducting when clock signal is logic high. Since both the 

PFET logic block and NFET logic blocks are linked to the 

output, a standard static logic gate is degenerated by the 

circuit. When the clock changes from logic one to logic zero, 

both PMOS P1 and NMOS N1 are in cutoff. Hence the output 

out is in Hi-Z (high impedance) condition. Both PFETs and 

NFETs logic blocks are disconnected from the output during 

this time interval, so there is no effect on the outputs unless 

the clock reaches the logic one. 
 

IV. ADIABATIC LOGIC STYLE 

      Adiabatic word comes from “Thermodynamics” where 

there is “no exchange of heat with the environment” [22]. But 

practically this condition cannot be met due to the presence of 

resistive components in the system or a design. The energy 

consumption could be minimized in the system by decreasing 

the switching speed and also obtaining outputs under certain 

conditions.  

In Adiabatic Logic sinusoidal or trapezoidal power source 

is 

in use. As shown in Fig. 5 the output can be analyzed at 

four phases of the clock namely, 

a) Precharge phase 

b) Evaluation phase 

c) Discharge phase 

d) Idle  phase 

 

Fig. 4. Block diagram of Clocked CMOS logic 

 
 During idle phase/wait phase the circuit is idle. In 
precharge phase depending upon input the load capacitance 
(node capacitance) either charge up or does not. In evaluation 
phase, the output is stable, so that next stage can be analyzed. 
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Finally, in discharge/ recovery phase the charge is recovered 
back to power source [23]. 

Adiabatic Logic is divided into two classes namely, 

a) Fully Adiabatic Logic style 

All load capacitance charges are recovered in fully 
Adiabatic circuits and feedback is given to the power supply. 
Because of which fully Adiabatic circuits are slower and more 
complex than partial Adiabatic circuits [23]. 

b) Partial Adiabatic Logic style 

In partially Adiabatic circuits a portion of charge stored in 

the capacitor is transferred to ground, i.e. some heat is 

dissipated. Therefore, only part of the energy can be 

recovered, but these circuits can be easily implemented 

compared to fully Adiabatic Logic circuits [23]. 
 

 

Fig. 5: Four phases of the clock [2] 

A. Pass transistor Adiabatic Logic(PAL) 

 
Pass transistor Adiabatic Logic is twin rail Adiabatic Logic 

with moderately less complex equipment and works through a 
phase power clock. The basic structure of PAL logic consists 
of two blocks: memory block and logic block. In pre-charge 
phase the logic block either charges or discharges based on the 
input values. In evaluation phase the memory block retains the 
output values. The inputs make a conduction path from the 
input to one of the output node when the sinusoidal power 
clock rises. Output is valid only when sinusoidal power clock 
at its peak. The supply then tilts down to the zero value from 
the top, recovering energy stored in the capacitance of the 
output node. Fig. 6 shows the basic structure of the PAL. 

B. Clocked CMOS Adiabatic Logic(CCAL) 

Fig. 7 shows the basic structure of Clocked CMOS 

Adiabatic Logic.  Each Clocked CMOS Adiabatic Logic 

circuit comprises of the CMOS logic component that acts as 

the logically evaluation component (connected to input) and 

the clock control component (connected to clock pc) that 

controls the connection between the logic component and the 

output node. The CCAL is supplied power by the clock pc and 

pc_b which are sinusoidal and complimentary. 

 

 
Fig. 6: The basic structure of PAL 

 

V. CIRCUIT IMPLEMENTATION OF 2-BIT ARRAY MULTIPLIER 

 

2-bit array multiplier is designed using conventional CMOS 

design, Clocked CMOS logic, PAL and CCAL Techniques 

using Cadence Virtuoso tool 45nm technology with power 

supply of 1V and 400MHz frequency. For verification of 

schematic results, the transient analysis is performed by 

launching ADEL.  Graph of the total power is obtained for 

implemented circuits. 2-bit array multiplier designed using 

half adders and AND gates are shown in Fig. 3. 

A. Conventional CMOS 2-bit multiplier implementation 

 

Fig. 8 shows the schematic implementation of 

Conventional 2-bit array Multiplier. The 2-bit inputs to the 

multiplier are a1a0 and b1b0 and 4-bit output of the Multiplier 

are s3s2s1s0 bits. Four conventional AND gate and two 

conventional single bit adders are used to design 2-bit array 

multiplier. Fig. 9 shows transient response of conventional 2-

bit array multiplier.  

B. Clocked CMOS 2-bit array Multiplier 

Fig. 10 shows the schematic implementation of Clocked 

CMOS 2-bit array Multiplier. It consists of a static logic 

circuit that is controlled by clock and clock b with a tri-state 

output network. Fig. 11 shows transient response of Clocked 

CMOS 2-bit array Multiplier. From Fig. 11 it is observed that 
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output is valid only when clock signal is logic high and high 

impedance when clock is logic low. 

 

 

 
Fig. 7: Block diagram of CCAL

C. PAL 2-bit multiplier implementation 

 

Fig. 12 shows the schematic Implementation of 2-bit array 

Multiplier using PAL technique. pwr1, pwr2 and pwr3 are 

power supplies of circuit to drive a cascaded Adiabatic Logic 

chain [23]. Fig. 13 shows the PAL 2-bit array multiplier's 

transient response. From Fig. 13 it can be observed that 

Adiabatic outputs s3s2s1s0 are valid only when the sinusoidal 

power supply is at its peak value. 

 

 
Fig. 8: Conventional CMOS  2-bit array Multiplier 

 

 

Fig. 9. Transient response of  Conventional 2-bit array Multplier 
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Fig. 10: Clocked CMOS 2-bit array Multiplier 

D. CCAL 2-bit multiplier implementation 

 

Fig. 14 shows the schematic implementation of 2-bit array 

Multiplier using CCAL technique. pc1, pc2 and pc3 are power 

clock of to drive the Adiabatic cascaded logic chain [15]. Fig. 

15 shows transient response of CCAL 2-bit array Multiplier. 

From Fig. 15 it can be observed that Adiabatic outputs s3s2s1s0 

are valid only when the sinusoidal power supply is at its peak 

value. 

 

 
Fig. 11: Transient respond of Clocked CMOS 2-bit array 

Multiplier 

 

 
 

Fig. 12. PAL based 2-bit array Multiplier 

 
Fig. 13. Transient response of 2-bit array Multplier using PAL 

In contradiction to CMOS technique the charge stored in 

capacitance is recovered by power supply instead of dissipated 

as heat [23]. 
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Fig. 12: CCAL based 2-bit array Multiplier 

 

 

Fig. 13: Transient response of 2-bit array Multiplier using CCAL  

E. Power Analysis 

Fig. 13, Fig. 14, Fig. 15 and Fig. 16 shows the total power 

dissipation of 2-bit array Multiplier using Conventional 

CMOS, Clocked CMOS, PAL and CCAL techniques. Total 

power dissipation is obtained using Cadence Virtuoso tool. 

           TABLE I.       POWER ANALYSIS OF 2-BIT ARRAY MULTIPLIER 

Design Method Maximum power(μW) 

Conventional Design 76.11 

Clocked CMOS 94.625 

PAL 25.9 

CCAL 47.29 

Table I. shows the maximum power of 2-bit array Multiplier 

using conventional CMOS logic, Clocked CMOS logic, PAL 

and CCAL. 

 

Fig. 14: Total  power  of Conventional CMOS 2-bit array 

Multiplier 

 

Fig. 15: Total power of Clocked CMOS 2-bit array Multiplier 
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Fig. 16: Total  power  of  PAL 2-bit array Multiplier 

 

Fig. 17: Total  power  of CCAL 2-bit array Multiplier 

Maximum power consumption of PAL and CCAL logic is less 

compared to CMOS logic and Clocked CMOS respectively. In 

CMOS logic and Clocked CMOS logic power is dissipated as 

heat whereas in PAL and CCAL power is reused. Power 

reused by turning MOSFETs ON only when they have same 

potential. When no current flows through MOSFETs they turn 

off and use a power supply capable of recovering or recycling 

energy by electric charge. To achieve this, the Adiabatic Logic 

circuit's power supplies used constant current charging rather 

than constant voltage charging [18].  From Table I, it is 

observed that maximum power of PAL is less then maximum 

power of CCAL. 

 

VI. CONCLUSION 

The 2-bit array Multiplier is simulated and analyzed using 

GPDK 45nm technology, at 1V, with clock frequency of 

400MHz and load capacitance of 0.01 pF for conventional 

CMOS, Clocked CMOS, PAL and CCAL. From the 

comparison of the result obtained, the maximum power 

consumption of the circuit calculated is considerably low in 

Adiabatic Logic circuits compared to the CMOS circuits. 

Adiabatic operation promises a significant reduction in power 

consumption as it reuses the energy stored in the capacitor 

instead of discharging [17] it to ground and also Adiabatic 

Logic uses sinusoidal power supply instead of constant 

voltage supply. It is found that the 2-bit array Multiplier 

designed using PAL logic consumes less power when 

compared with CCAL since number of power supply 

employed in CCAL is more. It is observed that, the circuit area 

is not increased in CCAL where as there is a 50% area 

increase in PAL. 

Future work includes design and simulation of different 

multipliers under different Adiabatic techniques. Layout of the 

Multiplier can be designed in order to find area, delay and 

other parameters for the same.  
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Abstract— In recent years there has been an exponential increase 

in the number of automobiles available to the consumers. Due to 

high density of vehicles, the potential threats and road accidents 

are increasing. The vehicles itself designed in such a way to provide 

lot of services for users in transit such as toll, infotainment and 

gaming. The vehicle can able to communicate with other vehicle in 

order to provide updates about different road situations and 

dangerous conditions, which results in saving time and lives. This 

new emerging technology called Vehicular Network (VANET) 

helps in achieving this communication. The main aim of this work 

is to develop the prototype for the prevention of chain collisions of 

vehicles on highways, by sending an indication of collision of the 

collided vehicle to the preceding vehicles. VANET provides the 

communication between vehicles and road-side units (RSU) with 

an aim of providing efficient and safe transportation. The 

ultrasonic sensor interfaced with the on board unit (OBU) has a 

controller which detects the collision of the target vehicle and 

sends the information to the OBU of preceding vehicle. This is 

accomplished by employing NodeMCUs. Both the NodeMCUs 

uses user datagram protocol (UDP) to communicate with each 

other. The RSU provide a hotspot for both NodeMCUs to connect. 

The present format is a prototype model that can adapted with 

inputs from different sensors to provide more reliable data to the 

preceding. 

Keywords— VANET; Collision; User Datagram Protocol; 

Road Side Unit; On-Board Unit; NodeMCU; Ultrasonic sensor; 

Target Vehicle; Sensors. 

I.  INTRODUCTION  

Each year many people suffer from different traffic 

causalities around the world. This leads to the increased 

investment of financial resources in order to improve the road 

safety and help the driver by providing assistance. The vehicle 

internally has its own safety advancements like seat belts, air 

bags etc. But when during travel the safeness is also being 

ensured by Intelligent Transportation system (ITS). The major 

key part of ITS is Vehicular Network (VANET) [1]. VANET is 

based on the same principle of Mobile Ad hoc Network 

(MANET) but differs in mobility patterns. The term VANET is 

first mentioned in 2001 under car-to-car ad hoc mobile 

communication and networking applications, the networks are 

formed and relaying of information is done among cars. The 

architecture of VANET supports vehicle to vehicle (V2V) 

communication and vehicle to infrastructure (V2I) 

communication. The communication types are given in Fig.1. 

This would results in providing applications like road safety, 

navigation and other internet services.  

With the availability of heterogeneous environment, 

the vehicles in VANET can able to connect with UMTS, Wi-Fi 

or WiMAX to avail the required services [2]. It is proved that 

Wi-Fi is the best suitable for vehicles to get access when it 

moves in high speed. The communication is carried out 

between vehicles and access points which may be fixed or 

mobile. The method of dissemination of messages used by the 

vehicles in VANET environment is broadcasting. This type of 

message dissemination is done after regular intervals inorder to 

increase the data rate and resources are get saved. UDP is used 

to communicate between the two vehicles primarily because 

establishing low-latency and loss-tolerating connections [1]. 

There are two vehicular units, the one in the front is 

termed as target vehicle and the preceding vehicular is termed 

as host vehicle. Both are connected to the same local network. 

When the target vehicle is met with a collision, the motor 

driving the host vehicle is stopped to avoid the collision. This 

scenario is considered in highways with both the vehicles are 

assumed to be travelling in the same lane. The collision scenario 

is depicted in Fig.2. 

 
Fig. 1. VANET communication between vehicles and RSU 
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Fig. 2. Application of VANETs in avoiding chain collision 

The rest of the paper is organized in the following order: 

The recent works on experimental evaluation of VANET is 

carried out in section II. The methodology adopted is mentioned 

in section III. The proposed work is presented in section IV. 

The distance calibration of ultrasonic sensor is given in section 

V. The experimental setup is presented in section VI The 

application of VANET is listed in section VII. The future scope 

of work is given in section VIII and followed by conclusion in 

section IX. 

II. RECENT WORKS 

Certain works deals with the implementation of VANET using 

VNsim, which is a VANET simulator, used to evaluate different 

VANET technologies. They present novel techniques that 

substantiate the mobility models of vehicles with good 

approximation to real-world movement patterns [3]. Previous 

works deals with the evaluation of performance of V2V and 

I2V multi-hop communication based on IEEE 802.11b, where 

the distance and LOS are the factors affecting its performance 

and have also suggested that the use of ad hoc networks could 

extend transmission [4]. Others have evaluated the impact of 

obstructing vehicles on V2V communication using IEEE 

802.11p, where the vehicles blocking LOS significantly 

attenuated the signal [5]. Another also uses IEEE 802.11p 

standard with 500 byte frame, which obtained the best 

performance follower by a 50 byte frame which had byte rate 

decreased by 60% compared to the former. Using a higher byte 

rate of 1460 was less stable than 500 byte rate transmission [6]. 

Others have evaluated the IEEE 802.11p standard, which 

improved safety of vehicles, but have significant downfalls in 

high dense traffic [7]. 

III. METHODOLGY 

A. Hardware Requirements 

 Pic Microcontroller (PIC16F877A) x2 

 NodeMCU x2 

 Ultrasonic Sensor(HCSR-04) 

 L7805 Voltage regulator x3 

 L298D Motor Driver x2 

 DC motor x2 

 Mobile Hotspot 

 

1) PIC16 Series Controller 

It is a reduced instruction set computer (RISC) type 

architecture [8]. It has been made with complementry metal 

oxide semiconductor (CMOS) type with harvard architecture. 

The PIC series with this architectcure has separate bus for 

program and data. The features of the controller is mentioned 

in Table 1. 

The main advantage of CMOS and RISC combination is 

low power consumption and noise immunity compared to other 

fabrication techniques. With the use of flash technology the 

data in the memory is get retained after the power off. It is 

comfortable to reprogram and erase in PIC16F877A. 

TABLE I.  GENERAL FEATURES OF PIC16F877A 

Parameters Values 

CPU 8-bit PIC 

Total number of Pins 40 

Voltage needed for operation 2 V > and < 5.5 V 

General Purpose Input/ Output Pins 33 

Analog to digital Converter (ADC) Eight Channel and 10 bit 

Timer Module Two 8 bit Timers 
One 16 bit Timer 

Comparators 2 

Communication Peripherals Universal Asynchronous Receiver 

and Transmitter (UART) ,  
Serial Peripheral Interface (SPI),  

Inter Integrated Circuit (I2C),  

 

a) Core Features 

 High performance RISC CPU. 

 It supports instruction in word 

 As it is based on RISC architecture the instruction 

execution takes single clock cycle. 

 The clock speed for PIC series is about 200MHz and 

the time taken for instruction to execute is 200ns 

 The stack is about 8 level needed during interrupt 

servicing.  

 The PIC series is capable to support 14 sources of 

interrupt. 

 Power on Reset (POR). 

 Power-Up Timer (PWRT) and oscillator start-up 

timer 

2) NodeMCU 

It includes an firmware which has Wi-Fi module 

design for Internet of Things (IoT) applications. 

NodeMCU is an open source IoT platform. The term 

“NodeMCU” is actually a firmware works based on 

Lua scripting language.   

a) Steps to program NodeMCU 

i) Build the firmware with necessary modules 

needed. 

ii) Perform Flashing the firmware to the chip 

iii) Do the uploading part of code to the device. 

 NodeMCU acts as the communication module between 

the vehicles in informing about the road situations and 

further more updates [8]. 
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3) Ultrasonic Ranging Module HC-SR04  

The HC-SR04 module provides a non-contact 

measurement reading from 2cm to 400 cm. The module has four 

pins which has the function of transmitter and receiver called as 

trigger and echo pin [10]. The specification of sensor is 

summarized in Table II. 

The basic principle of work: 

 It emit short and high frequency sound pulses at 

regular intervals of time. 

 These waves travel with the speed of the sound. 

 If it get met with an obstacle it get reflected back as 

echo which is received by the sensor via echo pin 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =
𝑇𝑖𝑚𝑒∗𝑆𝑝𝑒𝑒𝑑 𝑜𝑓 𝑆𝑜𝑢𝑛𝑑

2
                         (1) 

TABLE II.  SPECIFICATIONS OF ULTRASONIC SENSOR 

Parameters Values 

Operating Voltage +5V 

Theoretical Distance measurement 2cm to 450 cm 

Practical Distance measurement 2 cm to 80 cm 

Accuracy 3mm 

Angle Covered <15 degree 

 

B. Software Requirements 

 MPLAB X 

 Arduino IDE  

 Proteus Professional 7.6 

 

Fig. 3. MPLAB IDE 

 

Fig.4. Arduino IDE 

 

Fig. 5 Proteus Design Suite 

The PIC controller is programmed using MPLAB IDE and the 

environment is shown in Fig. 3. The Wi-Fi module is 

programmed in Arduino environment and it is shown in Fig.4. 

The design of the entire prototype is done using proteus 

software and it is shown in Fig.5. 

IV. PROPOSED WORK 

 

 

 
 

 
Fig. 6. Block Diagram – a) Target Vehicle b) Host Vehicle 

There are two vehicular units, the one in the front is termed 

as target vehicle and the preceding vehicular is termed as host 

vehicle. Both units have a Pic microcontroller and a NodeMCU 

for wireless communication between the two units. The block 

diagram is given in Fig.6. The ultrasonic sensor is only 

interfaced with the target vehicle as the distance to collision acts 

as the real time parameter based on which the two units 

communicate. When both the host and target vehicle are 

powered, they connect to the Wi-Fi hotspot which acts as a 

road-side unit (RSU). After which both the DC motors of the 

respective vehicular units’ starts to rotate depicting the vehicle 

movement.  
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When the target vehicle detects an obstacle very close to 

the ultrasonic sensor, a message indicating collision is passed 

to the host vehicle and the DC motor of the host vehicle stops 

rotating. Thus the collision is avoided. This prototype provides 

the implementation of the VANET using microcontrollers with 

vehicular to vehicular communication acting as the backbone in 

this methodology to avoid chain collisions especially in 

highways. 

The circuit diagram is given below. 

 The ultrasonic is connected to PORTB with Trigger 

and Echo of ultrasonic to pins RB1 and RB2 

respectively in target vehicle. 

 The DC motor is connected to PORTB pins RB4 and 

RB5 in both the vehicular units. 

 PORTB RB7 PIC16F877A is connected to D1 of 

NodeMCU in target vehicle and D0 of NodeMCU is 

connected to the PORTB RB2 of PIC16F877A in host 

vehicle..    

 Both driver circuits are powered by 9V batteries 

separately. 

 
 

Fig.7. Circuit Diagram – Target Vehicle 

 

         
 

Fig.8. Circuit Diagram – Host Vehicle 

The main PIC microcontroller is used to which an 

ultrasonic sensor and DC motor is interfaced. The NodeMCU 

is used to take the output from the microcontroller and send the 

information through the local port to the receiving NodeMCU. 

The motor driver is connected in between the DC motor and 

microcontroller. The motor will stop rotating when the distance 

to collision sensed by the ultrasonic sensor is less than 2cm. 

The main PIC microcontroller is used to which the DC 

motor is interfaced. The NodeMCU receives the message from 

the other NodeMCU and gives this output to the PIC 

microcontroller. Upon receiving this the microcontroller stops 

rotating. The circuit design of target and host vehicle is done 

and given in Fig 7 and 8 respectively. 

The flowchart in Fig.9 gives the flow of the vehicle 

collision detection using NodeMCU and ultrasonic sensor 

module. 

 
 

 
                              Fig.9. Flowchart of the proposed model 

V. DISTANCE CALIBRATION 

The pins (1,4,5,7) of PORTB are set as output and pin 2 is set 

as input. This is done using the keyword TRISB. Timer 2 is 

used to calculate the distance to collision in ultrasonic sensor 

use these formulas  

𝑇𝑖𝑚𝑒_𝑇𝑎𝑘𝑒𝑛 = (𝑇𝑀𝑅1𝐿|(𝑇𝑀𝑅1𝐻 ≪ 8))                            (2) 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =
0.0272∗𝑇𝑖𝑚𝑒_𝑇𝑎𝑘𝑒𝑛

2
                                                 (3) 

When a high pulse is given to trigger pin of ultrasonic sensor 

the timer 2 is started. It runs until an Echo signal is received 

from the ultrasonic sensor. By converting this time information 

to distance and if condition is given which makes pin 7 high 

when the distance is less than 2cm. This also causes the DC 

motor to stop rotating. In NodeMCU, it first connects to the Wi-

Fi network and configures the UDP protocol 

udp.beginPacket(ServerIP, 2000); 

udp.write(a,1); 

udp.endPacket(); 

Once an input signal is given to the pin 1 of NodeMCU it causes 

it to send information inn a prescribed local port. 

The NodeMCU listens to the prescribed local port at all times. 

When a message is received it causes the pin 0 to go high. This 

is read by the PIC microcontroller and stops the motor from 

rotating by setting the pins 0 and 5 low. 

    TRISB5 = 0; //DC motor pin output        

     TRISB2 = 1; //RB2 is input pin for Wi-Fi module 

    TRISB0 = 0; // DC motor pin output 
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VI. EXPERIMENTAL SETUP 

 

 

Fig.10. Target Vehicle model 

 

Fig.11. Host Vehicle model 

 

Fig.12. NodeMCU connected to the Wi-Fi Network 

The experimental set up of target vehicle and host vehicle is 

given in Fig 10 and 11 respectively. The mobile is used as 

hotspot where two Wi-Fi module of host and target vehicles are 

connected and information got exchanged. The Fig.12 depicts 

the hotspot for Wi-Fi module. 

 
 

Fig.13 Latency comparison using different network providers 

 

The experiment was conducted using 2G, 3G and Wi-Fi 

(NodeMCU module). The comparison chart is presented in fig 

13. The NodeMCU delivers the messages to neighboring 

vehicles with less latency which makes the proposed work to 

provide assistance to driver and to use of safety applications. 

VII. APPLICATIONS 

THE APPLICATIONS OF VANETS INTO FOLLOWING CLASSES:  

A) Safety Applications 
 Real-time traffic: The infrastructure unit in VANET is 

enabled with memory so that all real time information 

are get stored and it is readily available to the user when 

they request for it. The real time data can about traffic 

information, congestion details etc. 

 Co-operative Message Transfer: The vehicles in 

VANET environment are able to cooperate among 

themselves to exchange messages. Reliability and 

latency is the major concern but it may automate 

emergency brakes in case of potential accidents. 

  Post-Crash Notification: A vehicle can able to 

broadcast the warning messages about its position to 

nearby vehicles. 

B) Commercial Applications 

 Remote Vehicle Personalization/ Diagnostics: It helps 

in downloading of personalized vehicle settings or 

uploading of vehicle diagnostics from/to infrastructure.  

 Internet Access: Vehicles can access internet through 

RSU if RSU is working as a router. 

C) Convenience Applications 

 Route Diversions: Alternate route can be taken in 

case of traffic congestion. 

 Electronic Toll Collection: Payment in toll can be 

automated 

 Time Utilization: The traveler is able to access net 

during transit for web browsing and mailing services. 

The heterogeneous access network provides all 

requested services for the user.   
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VIII. FUTURE ENHANCEMENT 

The designed prototype can be enhanced by adding 

more features. The utility of this project can be extended further 

by increasing the number of sensors to visualize the 

surrounding environment. This will provide more safety 

protocols and makes the driving and travelling more safe and 

enjoyable. Infotainment services can be providing transferring 

appropriate media through the Wi-Fi network with less latency. 

The message packet can have more secure protocols so as to 

stop manipulation of the critical data and to avoid chaos on the 

roads. With the right equipment it can be implemented on a full 

scale vehicle and avoid collisions. 

IX. CONCLUSION 

The designed prototype has all the features to be 

implemented into a successful commercial model for sales as 

vehicular equipment. At present there is no cheap technology 

and haven’t been fully deployed on the roads. It has high scope 

for Indian roads, especially due to persistence of haphazard 

driver. 
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Abstract— with a lot of people looking forward to greener 

food and due to declining earth conditions for doing the 

same, developing a replica of the field from the past century 

in a small box is a high-time requirement. This is achieved by 

real-time controlling and monitoring of environmental 

parameters by designing a space efficient (nullifying the need 

of balcony farming) and least human interface (in 

accordance with our busy lifestyle) based system. It is helpful 

in producing non-toxic vegetables and making the 

availability of seasonal and exotic crops anywhere anytime. 

This is achieved by controlling, monitoring and providing 

environmental parameters like soil moisture, temperature, 

humidity and light. Real-time monitoring of these 

parameters and taking necessary control decisions will result 

in the improvement of yields. Firstly depending on a crop, 

the required parameters are set and provided by continuous 

monitoring of the system and when the optimum conditions 

goes below a threshold value the required action is taken 

based on the previously stored information. Using 

microcontroller as a decision maker and Analog-to-Digital 

Converter along with the sensors to collect the information 

and to do the needful. This user-friendly application helps in 

increasing the harvest of organic crops. 

Keywords— Indoor Artificial Environment, Real-time 

monitoring, Arduino UNO 

I. INTRODUCTION 

There is a constant need for saving agriculture due to the 

decreasing land space and corresponding climatic 

conditions. Due to various political and economic reasons 

the farmers are finding it difficult to survive. Also as the 

climatic conditions have changed drastically over the past 

few years, providing the exact required optimum 

conditions is not possible. Additionally to give more 

yields out of less available resources, farmers have 

switched over to chemical methods which over the years 

proved to be harmful to the human kind. With more 

people getting awareness about the harmfulness of these 

chemicals, they are opting towards organic products 

which are not readily available without any adulteration. 

So a solution to the problem is to have our own plants and 

harvest out of it. But this is not possible in an urban 

household where there is no space. There are places that 

suffer adverse climatic conditions, where growing what 

we need is not possible for that environment. So in order 

to overcome all these problems, a novel design which is 

completely organic and can fit within the urban kitchen 

space and which can also provide the liberty to try any 

exotic plant from any part of the world right in the kitchen 

has been proposed. It is designed with maximum 

automation as possible, so there is less human intervention 

which is in accordance to urban lifestyle. This cultivator 

uses a microcontroller as the brain to which the required 

programs are uploaded and the system is controlled [1]. 

There is a real-time monitoring and corresponding 

controlling of plant parameters like soil moisture, 

humidity and temperature. Arduino Uno microcontroller is 

used. This controller has input/output pins which are 

easily compatible with most of the sensors in comparison 

to the other microcontrollers  [2]. Arduino is much cost 

effective and is an open source computer hardware and 

software company. Any variations in the requirements  

will trigger the corresponding response. The initial setting 

of the soil is the only parameter where human hands are 

required in this proposed work, hence maximizing the 

automation. Below is the description of the hardware used 

to build the prototype, followed by system design and 

experimental results with pictures. The paper is concluded 

with final observations and its future scope. Finally the 

paper ends with acknowledgement and the list of 

references. 

II.    HARDWARE RESOURCES 

Some of the main hardware components used is detailed 

below: 

1. ARDUINO UNO: 

It is the brain (micro-controller) of the system. Three 

Arduino boards have been used in this system. One 

consists of the LCD screen and the keypad to take the 

required input from the user, the second one contains all 

the sensors and their corresponding actuators and the last 

one is for the grow light. The first two boards work in 

master-slave fashion, whereas the last one is kept separate 

to avoid the delay of the system performance. It is open 

source software and is easily compatible with most of the 

sensors. Hence, this micro-controller is chosen. 
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2. DHT 11 SENSOR-TEMPERATURE AND 

HUMIDITY SENSOR:   

 

Fig.1 DHT11 MODULE 

This device has two different sensors incorporated in it as 

shown in Fig.1. The humidity sensor consists of two 

electrodes sandwiching a moisture holding substrate. The 

change in humidity causes respective changes in the 

conductivity or resistance between the electrodes which is 

in turn converted to the required value in humidity. The 

temperature sensor uses a thermistor, which is a variable 

resistor whose resistance changes with the temperature. 

3. SOIL MOISTURE SENSOR: 

 

Fig. 2 SOIL MOISTURE SENSOR 

This sensor consists of two electrodes which creates a 

voltage proportional to the permittivity of the dielectric 

medium between them which in turn gives the water 

content of the soil as shown in Fig. 2. 

4. GROW LIGHT: 

 

Fig. 3 GROW LIGHT  

It’s an artificial sunlight used for plant growth which 

provides the exact spectrum required for photosynthesis 

akin to that of the sun [9]. The Arduino board used for 

grow light as shown in Fig.3 is programmed to switch the 

light ON and OFF according to the average photo-period 

requirement of the plant which is six hours. 

5. HUMIDIFIER: 

 

Fig. 4 HUMIDIFIER 

This system uses a wick of paper, foam or cloth which 

draws the water and makes the air absorb the moisture 

which is then vibrated in ultrasonic range to atomise the 

water as shown in Fig.4. This is activated in response to 

the drop in humidity than the optimum required value. 

6. LCD (16X2) DISPLAY: 

 

Fig.5 PIN DIAGRAM OF LCD 

An LCD display, whose pin diagram is as shown in Fig. 5, 

is used to give suggestions on the different types of crops 

available. The data and the optimum parameters are 

collected for three crops-spinach, coriander and 

fenugreek. Table 1 shows the parameter requirements of 

these crops. 

Table 1 LIST OF PLANTS AND THEIR PARAMETERS 

Sl. 

No. 

Plant Temperature Humidity 

1. Coriander 4-24 
O

C 30-50% 

2. Spinach 15-35 
O

C 60-80% 

3. Fenugreek 8-27 
O

C 30-40% 

 

7. HEXADECIMAL KEYPAD (4x4) 

 

Fig. 6 KEYPAD (4x4) 
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From the different crops displayed on the LCD, according 

to the seed sown, one of the plants is selected using 

keypad as shown in Fig. 6. Column scanning method is 

used to program the keypad. 

III. SYSTEM DESIGN 

The project is designed to create an artificial environment 

for the optimum growth of the plants where the optimum 

required conditions are supplied, maintained and 

controlled as shown in Fig. 7a. In this design three 

Arduino boards are used to compensate the lack of 

input/output pins in a single Arduino board required for 

the design. Here the sensors and their corresponding 

actuators are connected to the Arduino (Slave) and keypad 

and LCD is connected to the Arduino (Master) and these 

two Arduinos are interfaced to each other by master-slave 

configuration to work according to the required 

specification.+5V DC power supply is given to the boards 

through the USB cable. 

Fig. 7a BLOCK DIAGRAM OF THE PROPOSED SYSTEM 

 

 

 

Fig. 7b BLOCK DIAGRAM OF THE PROPOSED SYSTEM 

The keypad is used to select a plant out of a list 

(which contains three kinds of plants: Spinach, 

coriander and Fenugreek) displayed on the LCD. 

Threshold parameter values for each plant is stored 

in the microcontroller so by selecting a particular 

plant the corresponding plant threshold parameter 

value is taken and the setting of the microcontroller 

changes accordingly. 

In the design the temperature sensor, humidity 

sensor, soil moisture sensor  are connected to the 

analog input pins of the controller which receives 

the analog values from the sensors these values are 

compared with the defined range of values 

accordingly fan(OUT), fan(IN), humidifier, water 

pump correspondingly will be turned ON and OFF. 

Grow light is connected to the digital output pin via 

a relay to the third Arduino which is used to control 

the light as shown in Fig. 7b. , whereas humidifier 

is connected to the digital output pin of Arduino 

(Slave) to regulate humidity inside the device. The 

LCD assures if the plant has got selected or not. 

Hence the artificial environment is provided to the 

plants for their optimal growth. The flowchart 

explains the complete design of the model as shown 

in Fig. 8. 
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Fig.8 FLOWCHART OF THE PROPOSED SYSTEM 

IV. EXPERIMENTAL RESULTS 

The prototype of the design is as shown in the Fig 

9a. The sensors and actuators are connected to the 

Arduino boards which respond in accordance to the 

way it is programmed using Arduino Uno Software. 

For experimental purpose, a spinach plant was 

grown inside the device. According to the 

parameters defined for spinach, the corresponding 

actuators were observed to be working under the 

supervision of the sensors. 

 

Fig. 9a Front view of the prototype 

1. As soon as the system is switched ON, LCD 

screen displays the available plants which can be 

grown in this system, whose parameters are pre-

loaded in the Arduino memory. 

2. Depending on which crop has to be grown, 

respective number is chosen through the keypad.  

3. Once the number is chosen, the entire set of 

optimum parameters are sent from the master to the 

slave and hence the required actuators are activated. 

The grow light switches ON/OFF according to the 

plant requirements programmed as shown in Fig. 

9b. 

4. The soil moisture sensor senses the moisture 

content of the soil, if it goes below the threshold, 

then that information is provided to the 

microcontroller. In turn it switches ON the water 

pump. Once the requirement is met the water pump 

is turned OFF. 

5. The temperature sensor part of the DHT sensor 

continuously monitors the temperature of the 

system. If it is below the threshold Fan (IN) will be 

switched ON otherwise Fan (OUT) will be 

switched ON for air circulation as shown in Fig.9c. 

6. The humidity sensor part of the DHT sensor 

monitors the relative humidity of the system. If it is 

below the threshold humidifier will be switched ON 

otherwise Fan (OUT) will be switched ON. 

 

 

Fig. 9b Internal view of the prototype 
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Fig. 9c Top view of the prototype 

V. CONCLUSION 

The objective was to design and create an artificial 

environment for the optimum growth of a plant in 

an urban kitchen space where the optimum required 

conditions are supplied, maintained and controlled. 

1. When the soil moisture is less than the 

required quantity the water pump will be switched 

ON providing sufficient amount of water to the 

plants. 

2. When the humidity is  less than the 

threshold, humidifier will be switched ON else the 

Fan (OUT) will be switched ON. 

3. When the temperature is less than 

threshold Fan (IN) will be switched ON while Fan 

(OUT) will be switched ON otherwise. 

4. Grow Light will be switched ON and OFF 

for every 6 hours which compensates the average 

sunlight requirement for the plants.   

The plant cultivator device can make a vegetable 

plant grow in its artificial environment which is 

automated in giving necessary conditions for its 

healthy growth. It can be implemented in urban 

kitchen spaces and can also be used in restaurants 

where quality of food is given at most importance. 

This addresses the problem of rising cost of 

vegetables and it provides organic vegetables. 

It has characteristics of space and cost efficiency 

and also save time in monitoring the plant. Sensors 

and its corresponding actuators reduce the effort of 

the user. It is eco-friendly as well. 

VI. FUTURE ENHANCEMENT 

This system can be expanded in the following 

directions: 

1. It has only default three plants stored in 

Arduino’s memory. It can be modified in such a 

way that users can add new plants by using the SD 

card. 

2. It can be used for research purposes of plants in 

indoor environment by including data logging. 

3. Heating Element can be used for increasing heat 

inside the device so that the device can be used in 

extreme cold climatic conditions. 

4. GSM technology can be used to receive 

messages regarding plant environment and growth. 

5. For more controlled plant growth CO2 sensor can 

be used to provide enhanced accuracy of the plant 

growth. 
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Abstract—Intrusion detection system(IDS) is a preventing
measure against different harmful cyber-attacks. It has a key
role in securing our information and communication technology
system. As the internet evolved, the dynamic growth of network
traffic data generated which become a challenge for traditional
machine learning algorithms. Performance of a classifier solely
depends on feature selection and classifier. Traditional machine
learning algorithms can’t perform well with huge network
traffic dataset. So ML algorithms are not optimistic. In this
paper, we implemented Convolution neural network(CNN-1D)
for NIDS(Network Intrusion detection system) on NSL-KDD
benchmark dataset. CNN automatically fetch network traffic
features from the dataset. in this paper, we trained our model 500
epoch. We also compared performance of different ML(machine
learning) algorithms & DL(deep learning) approaches with our
CNN-1D approach with metrics of AC (accuracy), DR (detection
rate) and FAR (False alarm rate).

Index Terms—IDS, CNN (Convolution neural network), Deep
learning, Machine learning, NSL KDD

I. INTRODUCTION

The Internet emerged as a essential way of life for every
individual. Rapidly development in computer technology, the
Internet transformed the way of living, studying and working
environment. Attackers use this development as an opportunity
to exploit the Information system. Different type of cyber-
threats is increasing day by day which is very harmful to
information safety. These attacks are threats for security
measures availability, integrity, and confidentiality. Here we
have a challenge that how can we identify various network
attacks, more especially unforeseen attacks. That why many
researchers focused on network security. There are many
ways to protect the network from an intrusion i.e. encryption,
firewall, authentication,antivirus and IDS. The advantage with
IDS is that it can detect abnormal behaviors of security threats
before it happens[1]. It provides a better way to identify the at-
tacks than other protection mechanism because it can identify
the attack from the network traffic flow. Detection of intrusion
is very similar to classification problems such as the problem
of binary or multi- class classification, i.e. differentiating the
behavior og network traffic is normal or abnormal.So multi-
class problem into 5 class classification problem i.e. detect
whether this belongs to a normal or any four types to malicious
attacks: DOS (Denial of Service), Probe (Probing), U2R (User
to Root) and R2L(Root to Local). in fact, our primary objective
of IDS is to effectively identify the intrusive behavior. When

traffic of network is correctly classifying the malicious attack,
then the network administrator would take preventing measure
to protect network accordingly.

John Anderson in 1931 introduced a significant work on
Intrusion detection in his research paper. Depending of the be-
havior of network & network types intrusion detection broadly
classified into two main categories (1) NIDS:NIDS abbreviated
as network intrusion detection & it performs the inspection
on the content of the network packet to identify intrusive
or harmful behavior in the traffic of network. (2)HIDS:HIDS
abbreviated as host intrusion detection and it performs deep
investigation on log files, system files, file structure, system
log files and other type of logs in every system. In real life
application, many organizations implemented the combination
of NIDS and HIDS. In this paper, we target the NIDS for
intrusion detection.

On the basis of classification and analysis of network
traffic,IDS detection methods are divided into 3 main cat-
egories: 1)Misuse or signature-based detection. 2)anomaly-
based detection and 3)state full protocol detection. Signature-
based detection works on the predefined rules and signature.
Networks administrator have to write/update a signature to
their database for a different attack.They are used to effectively
detect the known intrusion or attacks with almost zero FARs.
Even though signature-based detection has a high ability to
detect known attacks, they are less applicable in real time due
to their ineffectiveness to identify the unknown or unforeseen
attacks. These unknown attacks can be detected only once
they got identified by some other technique or we tagged the
signature manually.To identify the unknown attacks,anomaly-
based detection works on the heuristic approach. Anomaly-
based methods analyze the normal behavior and current behav-
ior of network to detect anomalies as deviations from normal
behavior. The main problem with anomaly-based techniques is
that they have a high false alarm rate because sometimes they
categorized previously unseen system behavior as an anomaly
which is actually not an anomaly. To tackle the problem of
high false alarm rate, organizations use the hybrid approach
of Signature-based and Anomaly-based detection.

Every machine learning technique comes under shallow
learning and they mainly focused on feature selection and
feature extraction,so they can’t efficiently tackle the problem
of intrusion data classification of huge networks that comes in
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the real-time network environment. With the rapid increment
in the size of datasets, many classification problems results in
drop in accuracy. Machine learning is not fit for effective anal-
ysis and forecasting requirement of high dimensionality with
dataset. In shallow learning, features selection process takes
long time and need expert knowledge. The effectiveness of
most ML algorithms hugely depends on the selected features.
On the other side, deep learners extract features automatically
from the dataset and help to extract better representation to
create better models.

II. RELATED WORKS

Professor Hinton [2] introduced the concept of deep learning
in 2006, afterward various new models proposed by many
researchers. Thus deep learning becomes a subpart of machine
learning field. In recent years, many research papers and
implementation models developed and generated remarkable
development in field of computer vision, image recognition
[3] and action recognition [4]- [6]. Although deep learning
has been around for decades but due to limited computed
resources, it’s not implemented. The true potential of deep
learning has been recognized widely when Convolution neural
network (CNN) has recently established remarkable devel-
opment in the field of deep learning [7]. There are various
papers comes on which ML methods are applied for detection
of intrusion. M.N. Mohammed [8] applied SVM to identify
intrusion in WLAN (wireless local area network). W. Feng [9]
done intrusion detection using combing SVM and ant colony
optimization. H. Wang [10] develop a framework which is
based on SVM (support vector machine) and in this paper
they augmented the features of their dataset. G. Kim [11]
uses decision tree for anomaly detection with signature de-
tection. A.S. Eesa [12] uses decision tree for feature selection
using cuttlefish optimization algorithm. A. Sharma [13] uses
artificial neural network with reduced feature set. Papers [14]-
[17] uses Naı̈ve Bayesian approach for intrusion detection.
Although for Optimization purpose, Genetic Algorithm used
in many papers [18]- [21]. A.A. Aburommman [22] applied
an ensembling method using SVM, KNN, and particle swarm
optimization techniques for IDS. W. Li [23] applied KNN
classifier to wireless sensor network. C. F. Tsai [24] wrote a
review paper in which he applied a hybrid approach of various
Ml algorithms to classify the harmful traffic.

Performance of a machine learning classifier solely depends
on feature we selected during feature engineering. Another
limitation of ML classifiers that they are unsuited for huge
network where network traffic data is generated at very fast
rate. To process this huge traffic data machine learning algo-
rithm are not fit because they not only minimize the accuracy
but also increases calculation cost and time. To ensure the
security of a network, a good IDS archives a good accuracy in
less time. Therefore, we implemented deep learning model to
identify the intrusive behavior of the huge network accurately
and within time.

E. Hodo [25] briefly discussed the previous work done under
shallow and deep learning for the intrusion detection. N. Gao

[26] introduced deep belief network (DBN) for the intrusion
detection in which training and back propagation performed
by Restricted Boltzmann machine (RBN). J. Yang [27] uses
the combination of RBN and SVM, in which RBM performed
feature engineering and selection while SVM used for training
the data comes from RBN to increase training speed.

Due to advancement in technology and processing power,
GPU (Graphical process Unit) can perform intensive calcula-
tion. They also supported distributed and parallel computing
which helps to train the deep learning models easily. Q.
Niyaz [28] used auto encoder technique for features selection
in unlabeled data and on the second stage for classification
purpose they used Random tree or J48 algorithms. J Kim
[29] proposed RNN (Recurrent neural network) for intrusion
detection, in this paper they used network traffic as a sequence
for RNN. H. Sak [30] used LSTM (Long Short Term Machine)
that is a variation of RNN for acoustic modeling at large
scale. D.Gibert Llaurado [31] applied CNN on the malware
classification. In his paper he presented two cases, in first case
data converted in gray scale image and features are learned
from those images. In the second case, the deciding factor for
malware classification was x86 instructions. B. Kolosnjaji [32]
used system call sequences for malware classification using
CNN. R. Upadhyay [33] used first time CNN for the Intru-
sion detection system. K. Wu [34] implemented Convolution
Neural network using CNN. In his paper, he converted 1*122
dimensional feature vector into 11*11 image data and applied
CNN on this image dataset. In this paper he improves the
classification accuracy of intrusion detection on NSL- KDD
dataset using a variation of CNN model.

This paper is ordered as per section given below sections.
Section II comprises proposed methodology and in this step,
we discussed every step of our model. Under this section, there
are some subsections are presented like A) Dataset description
B) Data preprocessing C) Methodology D) Evaluation metrics.
Section III contains the experimental result and discussion.
And last section IV contains conclusion and future work.

III. PROPOSED METHODOLOGY

Here proposed intrusion detection model using CNN con-
tains the following four phases:

Phase 1: Data Preprocessing – This step involves data
unifying process and data normalization. To fit the data to
our model categorical data converted to numerical data.

Phase 2: Training – This step involves building the rela-
tionship among different features of independent variables and
tuning the parameters to improve the accuracy of the model.

Phase 3: Testing - Testing step involves a process in which
a subset of original dataset chooses for testing purpose against
training. If we are not satisfying with accuracy of model, then
model will repeat the training phase again.

Phase 4: Evaluation – This step involves evaluation process
of model performance. Evaluation metrics in figure 1 showed
above four steps of intrusion detection using CNN and pro-
posed our CNN-1D model for NIDS in this paper.
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Fig. 1. Flow chart of Intrusion Detection using CNN-1D

A. Dataset Description: NSL KDD Dataset

NSL-KDD dataset is modified version of KDDCUP’99. In
2009 Tavallaee [35] selected NSL-KDD dataset from the most
widely used network intrusion detection dataset KDDCUP’99.
The number of records in KDDCUP’99 are very redundant
that leads a model to be biased towards more frequency of
redundant records. Even through NSL-KDD dataset is also
old dataset. still, it’s used as a benchmark dataset for intrusion
detection by many researchers due to lack of public availability
of network intrusion detection dataset. The instances of NSL-
KDD dataset also reasonable which help to reduce time to
run the experiment on whole dataset rather than randomly
choosing a portion of the dataset.

NSL –KDD contains one of category named normal which
represent normal behavior of traffic and other 22 attacks which
are primarily grouped under four categories shown in table
1[35]. Every record of the dataset contains 41 features and
one target class label. Out of 41 features attributes, 7 features

are symbolic types and others are continuous type.

TABLE I
ATTACK TYPES IN NSL-KDD DATASET[35]

Attack Types Attacks in NSK-KDD dataset

DOS Back,land,pod,smurf,teardrop,neptune,
MailBomb,Udpstrorm,Processtable,Apache2,Worm

Probe ipsweep,satan,nmap,portsweep,Mscan, Saint

R2L imap,warezclient,ftpwrite,named,spy,
guesspasswd,multihop,phf,Snmpgetattck,
sendmail,Xlook,Httptunnel,Xsnoop,Xlook

U2R Rootkit,perl,Sqlattck,Ps,Xterm,loadmodule,
buffer overflow

”The NSL-KDD dataset contains four datasets KDDTrain+,
KDDTrain+ 20Percent as training set and KDDTest+,
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KDDTest-21 as testing dataset. KDDTrain+ 20Percent
contains 20% subset of KDDTrain+ and KDDTest-21
contains subset of KDDTest+ that does not contain some of
the records labeled as 21. The instances of four datasets and
their attacks are shown in Table II[35].”

TABLE II
INSTANCES OF ATTACK TYPES[35]

Datasets
Attack types KDDTrain+ KDDTest+ KDDTest-21

Normal 67343 9711 2152
Dos 45926 7458 4342

Probe 11655 2421 2402
R2L 995 2754 2754
U2R 52 200 200
Total 12593 22544 11850

B. Data Preprocessing

Before applying our dataset to model, we have to preprocess
it because some of fields of our dataset contains categorical
data. All of deep learning and machine learning model per-
forms scientific operation on numerical data. So we have to
unifying our dataset in numerical data. Our data preprocessing
process divided into two subparts: 1) Numericalization 2) Data
Normalization.

1) Numercalization: NSL-KDD contains 38 numerical
attributes and 4 categorical data. Categorical data fields
like ‘protocol type’,’service’,’flag’ and ‘attack label’ are
converted into numerical values using one hot encoding
technique. Categorical field like ‘protocol types’ has 3 types
of attributes: TCP, UDP and ICMP are encoded into three
dimensional vector (1,0,0), (0,1,0) and (0,0,1). Similarly,
other feature ‘service’ has 70 attributes and ‘flag’ has 11
attributes which are converted into numerical values using
one hot encoding. So after numercalization our 41 features
converted into 122 features.

2) Normalization: There are some features which are not
in same scale. Normalization converts the numerical values of
the dataset to bring all feature values within same range.If we
are not performing normalization, then our model will bias
towards higher values of features. Each feature normalized
values within range of [0-1] according to equation (1).

Snormalized =
S −Min(S)

Max(S)−Min(S)
(1)

Where Max represent maximum value and Min represent
minimum value of for every feature.

C. Methodology

The architecture of our CNN model has shown in figure
2[34]. The architecture of CNN model consists of 5 layers
which are 1)input Layer, 2)convolution layer, 3)pooling layer,
4)fully connected layer, 5)Output layer. An CNN model
has multiple convolution layers and pooling layers. The

terminologies and variables of model are described below[34]:

n = n represents the no. of samples
l = l represents no. of convolution layer & pooling layers
sp = sp represents the instance p where p = 1,2, 3............,n
fmk = fmk represents the feature map of layers k where
k = 1,2,3,............,l and fm0 denotes the input sample of sp.
wk = wkdenotes convolution filter of layer j where
k = 1,2,3.................,l
bk = bkdenotes bias of a layer k where k = 1,2,3, .................,l
op = op denotes output of sample p where p = 1,2, 3...........,n

The network traffic data of TCP/IP packets given to
convolution 1D layer in the form of an input vector of
dimension s = (s1, s2, s3..............., sk−1), s122, cl) where sk
represents features and cl represents class lebel of dataset.
Convolution 1D create a feature map fm using convolution
operation with filter wj on input data. The convolution
operation can be expressed using following the equation (2).

fmj = f(fm(k−1)

⊗
wk + bk) (2)

where
⊗

=convolution operation
f(x) = Activation function

In this paper, we used a non-linear activation function
called Rectified Linear Unit (ReLU). After application of
convolution layer, pooling layer applied which minimizes
the size of feature map fmj . The mathematical equation of
pooling layer can expressed using following equation (3).

fmk = pool(f(fmk−1)) (3)

In our paper, we used max-pooling on every feature map
which chooses most relevant and significant feature with
maximum value . Many features maps collects many features
and newly created features provided to fully connected layer.
In binary classification we have used sigmoid activation
function while in multi-classification we have applied
softmax activation function to fully connected layer that
gives probability distribution of each class. The mathematical
expression of fully connected layer can be given as following
equation (4).

oi = softmax(wfm0

⊗
fm+ b0) (4)

After applying various convolution layers and pooling layers,
feature map fm transformed into a vector. Then outputoi
obtained from fully connected layer which classify the data
into different class labels. After oi obtained ,the difference be-
tween oi and the expected value calculated using loss function.
The goal of our training of our model to decrease the error
rate. To calculate the loss function, weight updation of back
propagation uses the stochastic gradient descent technique .
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Fig. 2. Architecture of Convolution Neural Network[34]

From table II, we can see KDDTrain+ dataset contains
samples unbalanced. For illustration purpose class “normal”
having more than 50 percent of records. However other class
“U2R” contains only 0.04 percent records. This will create
problem in our training, our model will be biased towards
higher frequency of records. This whole scenario called class
imbalance problem of dataset. To overcome this problem,
we used oversampling method called Adaptive synthetic
sampling approach (ADASYN).
To tackle the problem of imbalanced problem,there are 3
main approaches which are mostly used:

1) ENSEMBLE-BASED METHOD: This method works on
meta-algorithms that uses multiple classification algorithms
into one model with the help of boosting and bagging
algorithms. This method helps in order to decrease the variance
(bagging), bias (boosting) or improves prediction(stacking).

2) COST SENSITIVE BASED METHOD: This method
modifies the weights of cost function as per to their distribution
of records. The class which contains less frequency of records
have larger weights of their cost function and on the other
side, the class which has higher frequency of records have
small weights of their cost functions.

Lets us suppose we have j classes in our dataset n1, n2,
n3......... nj . Then weights of their cost functions class i will
be as:

wj ≈
max

nj
(5)

Where max represents the maximum number.

3) SAMPLING-BASED METHOD: Sampling based meth-
ods either increase or decrease the no. of sample in the total
dataset. The oversampling methods increase the frequency
of records which are in lower proportion while undersam-
pling decreases the frequency of records which are in higher
proportion. And the hybrid approach of oversampling and
undersampling not only increment the records having less
proportion but also decreases the records of higher proportion.
In this paper, we used Oversampling method named
ADASYN. Adaptive synthetic sampling approach (ADASYN)
is a modified version of Synthetic Minority Oversampling

technique(SMOTE). First, it calculates K-nearest neighbors
of the minority class of each record in the class. Then draw
the line between neighbors and generates random points on
lines. After that, it adds some random small values to points
thus making it real. Thus these sample points have a little
more variance than samples which are taken from their parent
samples.

D. EVALUATION METRICS
THere are many criteria to measure the performance of a

model. We will choose appropriate metrics according to the
problem statement. In our paper we have used AC (accuracy),
recall(Detection Rate or DR ), FAR (false alarm rate) and
confusion matrix as performance measures. There are four
parameters which will help to evaluate our model.

TP: TP abbreviated as true positive that are no. of anomaly
samples which are classified as anomaly by classifier.

TN: TN abbreviated as true negative that are no. of normal
samples which are classified as normal by classifier.

FP: FP abbreviated as false positives that are no. of normal
samples which are classified as anomaly by classifier.

FN: FN abbreviated as false negative that are no. of
anomaly samples which are classified as normal by classifier.

TABLE III
CONFUSION MATRIX

Actual Predicted Class
Class anomaly normal

anomaly TP FN
normal FP TN

From table III following performance metrics are calculated.

Accuracy(AC): Accuracy is one of the main performance
measure of any model. It is the no. of samples correctly
classified over total samples.

AC =
TP + TN

TP + TN + FP + FN
(6)

DR (Detection Rate): Detection rate also called recall. DR
is a measure that tells about percentage of samples correctly
classified over the total number of anomaly samples.

DR =
TP

TP + FN
(7)

FAR (False Alarm Rate): False alarm rate also called
false positive rate. FAR shows the percentage of samples
incorrectly rejected by total normal samples.

FAR =
FP

FP + TN
(8)
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Confusion Matrix: Confusion matrix is a performance
measure of a classifier which gives a matrix of predictions
over actual samples in classification. Confusion matrix
describes how much model is confused among actual class
and predicted class as shown in table III.

IV. EXPERIMENTAL AND DISCUSSION

To implement this research paper, we used the most famous
deep learning library keras [36] using tensorflow [37] as
backend. The experiment performed on the PC that have
configuration of Intel(R) Xeon® CPU E5-2650 v3 2.30 GHz,
8 GB memory without GPU acceleration. Our experiment
has been performed on both classification binary (normal or
anomaly) and multiclass classification (Normal, Dos, Probe,
R2L, U2R). There are many algorithms applied to Intrusion
detection. Early only ML algorithms used for IDS but now
days high end processing power help to use deep learning
models for IDS.
In binary classification we compared the performance of
machine learning models like J48, Naı̈ve Bayes, NB Tree,
Random Forest, Random Tree, Multi-layer Perceptron,
SVM, RNN as mentioned in paper [38] with our CNN-1D
model. Likewise, we also compared other machine learning
algorithms with our model for multiclass(5-category) [34]
classification problem.

A. BINARY CLASSIFICATION

In binary classification we have converted 41 dimensional
feature set into 122 dimensional feature set. So our model
takes 122 input nodes and produces 2 output nodes. In CNN,
we can insert as many convolution and Pooling layer. In this
paper we called both layers ‘multi hidden layer’ as combine.
We implemented our model for one and two multi hidden
layers. Different parameters for multi hidden layer 1 and multi
hidden layer 2 are taken as: For One multi-hidden layer,
convolution layer 1 filter size & stride are taken as 5 and
1 respectively. And pooling layer 1 filter size & stride taken
as 2. In two multi-hidden layer , convolution layer 1 & 2 filter
size and stride taken as 5 and 1, and pooling layer 1 & 2 filter
size and stride taken as 2.

Accuracy and detection rate for different multi-hidden
layers shown in table IV.

TABLE IV
EXPERIMENTAL RESULTS ON DIFFERENT LAYERS

Multi Hidden KDDTest+
Layer AC DR

1 Layer 84.29% 74.62%
2 Layer 82.38% 72.18%

From table IV, we can conclude that 1 layer has higher
accuracy and detection rate for KDDTest+ dataset. So we have
chosen layer 1 for binary classification. The confusion matrix
of layer 1 classifier is shown in table V.

TABLE V
CONFUSION MATRIX OF BINARY CLASSIFICATION

Actual Predicted Class

Class anomaly normal

anomaly 9576 3257

normal 283 9427

Detection rate and False alarm rate also considered two
main measure of performance in classification problem. Table
VI compares the detection rate and False alarm rate of given
in paper [38] with our CNN-1D model. Here we can clearly
see that DR of our model is high with margin 1.72 % and
FAR is lower with difference 0.15%.

TABLE VI
DETECTION RATE AND FALSE ALARM RATE OF RNN AND CNN-1D

Metrics Models

RNN CNN-1D

Detection Rate (DR) 72.90% 74.62%

False Alarm Rate(FAR) 3.06% 2.91%

Fig.III shows accuracy comparisons between different ML
algorithms described in paper [38] with our CNN-1D model.
Accuracy of our model is 84.29% in binary classification
on NSL-KDD benchmark dataset. Accuracy of our model is
higher than all machine learning algorithms and also slightly
higher than RNN [38] with margin of 1.01%.

B. MULTICLASS CLASSIFICATION
In multiclass classification (5-category), we performed clas-

sification for 5 classes (Normal, Dos, Probe, R2L, U2R).
The problem in multiclass classification is that KDDTest+
dataset is highest unbalanced. The number of instances of R2L
and U2R are very low in KDDTrain+ dataset. We performed
classification algorithm on unbalanced dataset. The accuracy
of this experiment is higher than accuracy of balanced dataset.
But detection rate and false alarm rate extremely low com-
pared to balanced dataset. So we chose oversampling method
(ADASYN) to make the dataset balanced. All results in below
section are evaluated on balanced dataset. We trained our
model for 500 epochs. The filters used in this experiment 32 &
64 and the filter length was 3 and 5 respectively. The accuracy
and detection rate of 64 filter along with 5 filter length was
highest. In this subsection we compared accuracy of different
ML algorithms & deep learning algorithms with our CNN-1D
model as shown in fig.4.

From fig. 4 we can see that accuracy of our CNN-1D
model are slightly lower than RNN [38] and CNN [34] model
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Fig. 3. Performance of CNN-1D and other models in binary classification.

Fig. 4. Performance of CNN-1D and other models in the five category
classification.

with difference of 2.32 percentage and 0.51 percentage. But
accuracy of our model is higher than all other machine learning
algorithms. Results shows that automatic feature selection of
deep learning are better than manually feature selection of
traditional ML algorithms. That is the reason deep learning is
used in many fields.

TABLE VII
CONFUSION MATRIX OF MULTICLASS CLASSIFICATION ON KDDTEST+

DATASET

Actual Predicated Class
Class Normal Dos Probe R2L U2R

normal 9389 71 221 20 9
Dos 1245 6051 21 143 0

Probe 512 320 1589 0 0
R2L 2083 3 41 746 12
U2R 24 0 1 13 29

Detection Rate (DR) and False alarm rate (FAR) of our
CNN-1D model are computed using confusion matrix shown
in table VII. DR’s and FAR’s of different attacks are compared
with CNN [35], RNN [39] and our CNN-1D model in Fig. 5
and Fig.6 respectively. From fig. 5 we can that DR of Dos &
Probe are decreased in our model, while DR of R2L and U2R
are increased from both models CNN [34] and RNN [38].

Fig. 5. Detection Rate of Different Models.

Fig. 6. Detection Rate of Different Models.

FAR’s of each attack type shown in fig 6, FAR of our model
are slightly lower than CNN [34] and RNN [38] but they are
still competitive.

V. CONCLUSION

A deep learning algorithm can automatically extract
features from huge dataset. CNN-1D model for NIDS is
proposed in this paper to detect anomaly or attack from a huge
network IDS. CNN mainly used on image datasets, however
we used time series CNN-1D in this paper which shows that
CNN can be applied for tabular datasets. To deal with class
imbalanced problem in multiclass classification, we used
oversampling technique(ADASYN) which improved detection
rate and false alarm rate. The evaluation of experimental
results we can conclude that our CNN-1D approach for
network intrusion detction performs better than all other IDS
models. The accuracy & Detection rate of our approach is
higher than all existing approaches in binary classification.
In multiclass classification our accuracy, DR and FAR are
slightly lower but still they are competitive to CNN [34] and
RNN [38].

There is still space for improvement in future. We will try
to improve the detection rate of Dos and Probe and reduce the
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FARs of all four attacks. To achieve the goal, we will modify
the structure of our model.
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Abstract— The rapid use of renewable and sustainable 

energy sources in distributed generation system, the 

importance of energy storage devices forcing the 

researches to develop new key technologies. For continual 

power deliver, make greater use of renewable electricity 

sources, together with solar and wind. Power electronic 

converters are mostly connected among the different 

voltage buses and storage systems. Bidirectional dc-dc 

converter topologies are used for providing charging or 

discharging. This paper presents the quadratic nature for 

obtaining higher voltage gain ratios in step-down (buck) 

and step-up (boost) converter’s operating states with 

reduced charging and discharging ripples. Proposed 

scheme has been developed and analyzed using MATLAB/ 

simulink. 

Keywords – Buck converter, Boost Converter, ESD, 

Quadratic dc-dc converter schemes.  
 

I.  INTRODUCTION 

Electric power created by sustainable power sources 
is unsteady in nature, in this way delivering an awful 
impact on the utility grid [1]. The storage of energy can 
be possible in two ways, one is magnetically (using 
inductors) and another one is electrically (using 
capacitors) [2]. DC-DC converters change the voltage 
level which might be upper or lower, storing and 
releasing the energy at distinct voltage. Basically 
voltage & frequency stability can be realized by the use 
of such ESDs in sustainable energy sources, for 
example, sun-based and wind. Because of operational 
prerequisites of the conveyed age framework, ESDs 
need such type of DC-DC converters which can permit 
charging and discharging. The job of Energy storage 
gadgets in the expanding entrance of inexhaustible and 
maintainable vitality sources is broadly perceived. 
Various devices supported electrochemical energy 
storage systems likewise; ultra capacitor, batteries.  

This paper presents traditional buck and boost 
quadratic converter which comprises of DC-DC boost 
converter with a coupled inductor for the distributed 
generation system [3]. Basic step-up converters give 
higher voltage gain but these converters face the issue-  

-due to limited reverse recovery issue of diode and 
power losses [4-9]. For obtaining proposed converter 
for higher voltage gain, two inductors and capacitors 
have been used [11-14].  

 In this article buck-boost converter has been 
simulated which are bidirectional in nature. These 
converters are very helpful in distribution generation 
system as conventional converters are less efficient to 
work in higher frequency regions. This converter is 
moreover depicted by a fundamental control system 
since it is only imperative to control one power 
semiconductor for each movement mode. The 
additional power semiconductors remain reliably on or 
continually off. Quadratic converter shows up with DC 
transformation proportion that offers an essentially 
more extensive change extend, persistent input and 
yield current, diminished charging/releasing ripple and 
moreover direct control hardware. 

 

II. ELECTROCHEMICAL ESD 

 
Electrochemical devices are basic elements of 

electrochemistry which are highly demanded resources 
that provide reliability in the solutions of 
telecommunication applications. These devices are 
basically eco-friendly in nature.  

A. Supercapacitors 

Supercapacitor is generally used to store electrical 
energy in which two parallel plates separated by an 
insulating medium i.e. dielectric. To achieve a high 
value of the capacitor, electrochemical double layer 
capacitance or ultra capacitors used which possessed 
large surface area carbon electrodes. As compared to 
conventional capacitor, supercapacitors have greater 
capacitance and high energy density. 

B. Batteries 

Batteries are mostly made up of consisting one or 
more electrochemical cells which obey principle of the 
electrochemical energy conversion. The Bidirectional 
nature of the DC-DC converter is responsible to flow 
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the power from the DC-grid to the battery or vice-versa 
as shown in fig.1. 

 
 
 
 
 
 
 
 
 
 

 
 

III. QUADRATIC BUCK- BOOST CONVERTER 

 

Figure 2 and 3 show the most known topologies with 

wide voltage range that is step up and down converter. 

These topologies are characterized by the use of passive 
elements.  
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With the analysis of these previous traditional quadratic 
buck (step-down) converter and traditional quadratic 
boost (step-up) converter, it is found that these 
converters hold the unidirectional power flow using the 
extra passive elements compared to the normal power 
circuit, which provide the additional power losses. 
Individually both the converters possess uncertainty in 
duty ratio. These limitations are rectified by the new 
bidirectional quadratic dc-dc converter. 

       The new bidirectional buck-boost quadratic 
converter comprises four IGBT switches, capacitors, 
inductors. Additionally RC filter is connected in the 
input and output side of the proposed converter which 

reduces the output voltage spikes and minimizes the 
charging and discharging ripple. The quality of the 
proposed converter is, the only one active switch is 
responsible for each mode of operation.Fig.4. shows the 
proposed bidirectional quadratic nature buck-boost or 
step up-down converter. 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

A. Operation in Boost(step-up)Mode : 

 
In the discharging mode transistors T1 and T4 are 

turned-off and the transistor T3 is turned-on. The circuit 
operation can be split into two different phases over one 
half cycles as discussed below: 

First phase: during this time T2 is turned-on during 𝛿Ts 

.during this time period, storage device deliver its 

energy to the L1 and capacitor to the L2, this shows the 

rising nature of current in both L1 and L2. The circuit 

diagram of the first phase is shown in Fig. 5 (a). 
 
Second phase: In the second phase, the transistor T2 
will be turned-off in the duration of (1-𝛿Ts). In this 
stage, both the passive elements (L1 and L2) discharge. 
During this time-interim the inductor L1 transferred 
energy to the capacitor and inductor L2 transferred 
energy to the load. The circuit diagram of the second 
phase is shown in Fig. 5 (b). 

These phases explained the voltage gain of this 
converter in Boost mode can be obtained. In this 
analysis, the average voltages of both the inductors are 
equal in the first and second phase, the following 
relationships are received: 

 

𝛿𝑉𝑆 + (1 − 𝛿)(𝑉𝑆 − 𝑉𝐶) = 0 
 

𝛿𝑉𝐶 + (1 − 𝛿)(𝑉𝐶 − 𝑉𝑂) = 0 
 

Here, 𝑉𝑂 = 𝑉𝐷𝐶  

 

 

 

(1) 

Fig.1.Basic scheme of bidirectional converter 

 

Fig.2. Traditional quadratic boost (Step-up) converter 

  

 

Fig.3. Traditional quadratic buck (Step-down) converter 

 

 

Fig.4. Proposed bidirectional quadratic buck-boost 

converter 

 

(2) 

DC Grid
Bidirectional

DC-DC Converter
Battery
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By the the preceding equations, the input to output 
voltage gain in step-up mode can be obtained from 
equation (3). 

 
𝑉𝑂(1 − 𝛿)2 = 𝑉𝐼  

 
According to the above analysis, these two operating 
phases present following relationships that are 

 
𝐼𝐿1
𝐼𝐿2

= 1/(1 − 𝛿) 

Fig. 6 shows the operational waveform for Boost m- 

ode. 

 

B. Operation in Buck (step-down) Mode:  

 
In the charging mode of the buck converter, the 

energy will be transferred from the load to the storage 
device i.e. battery. This mode of operation is executed 
by the transistor T1. Thus, the transistors T2 and T3 are 
turned-off and transistor T4 is turned-on. Similarly the 
two modes of the buck converter as discussed below. 
First phase: In this phase transistor T1 is turned-on 
during the time interim of 𝛿Ts. In this duration of time, 
the current will be transferred from the load to the 
inductor L1 and from the capacitor to the inductor L2 in 
Fig. 7 (a).  

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Second phase: In this phase transistor T1 is turned-off 
in the duration of (1-𝛿Ts). Energy stored in the inductor 
L1 will be delivered to the capacitor C and L2 will now 
be transferred to the storage device in Fig.7.b). From 
the assessment of these two stages is conceivable to 
accomplish the voltage addition of this converter buck 
mode. Hence, taking into account that the normal 
voltages of both the inductors equal to zero, the 
accompanying connections are acquired. 
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       (4)   

(3)   

Fig.5. Equivalent circuits during one switching                                     

period for the boost mode of the storage system. 

 

(a) 

 

(b) 

 

Fig.6. Operational waveforms of boost mode 

 

(b) 

 Fig.7. Equivalent circuits during one switching period   for the 

charging mode of the storage system. 

 

(a) 
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𝛿(𝑉𝑆 − 𝑉𝐶) + (1 − 𝛿)𝑉𝑆 = 0 
 

𝛿(𝑉𝐶 − 𝑉𝑂) + (1 − 𝛿)𝑉𝐶 = 0 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

 
𝑉𝑜
𝑉𝑠
=

1

𝛿2
 

The operational waveforms of buck (Step-down) 
converter during Buck mode are shown in Fig.8. 

 

IV. SIMULATION RESULTS 

 
Boost mode (Forward mode): This mode shows the 
power stream from the ESD to the load. This simulation 
has been done using Matlab / Simulink platform. Fig. 9, 
shows the Matlab model of bidirectional quadratic dc-
dc boost converter. The converter operation has been 
simulated for 𝑉S = 48V (battery voltage), VO = 180.0 V, 
L1 = 1.0 mH, L2 = 2.20mH, C = 150.0 μF ,Rin=0.1ohm, 
Cin=47.0µF and with a switching  frequency of 15 kHz. 
The simulated waveforms of the input & output 
voltage, and ripple in the inductor current as shown in 
fig. 12. 

 Buck mode (backward mode): This mode represents 
the power flow from the load ESD. Operating modes of 
the proposed bidirectional quadratic converter have 
been verified through numerical simulations. The 
simulation depicts the model of bidirectional quadratic 
dc-dc buck converter. 

Similarly, the waveforms of input voltage & 
current, and ripple current, voltage across transistor T1,  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

diode and capacitor as indicated in figure 13 and 14. 
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Fig. 10. Simulation waveforms of input voltage Vs, output  

voltage Vo, inductor current il1, il2 in Boost mode. 

 

 

Fig. 11. Simulation waveforms of IGBT voltage VT2, diode  

voltage VD1, capacitive voltage VC,   in boost mode. 

 

 

 

Fig.9.Simulation model of boost converter 

(7) 

 

Fig. 8.Operational waveform of the proposed converter during 

buck mode. 
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V. CONCLUSION 

 

The classical quadratic buck and boost converter 

requires extra passive elements like inductors and 

capacitors due to which in the case of unidirectional 
power flow these converters shows the uncertainty in 

duty cycle and many other drawbacks which make 

these converters less efficient. In this paper, a 

bidirectional quadratic buck-boost converter has been 

analyzed. In this analysis, different modes of charging 

(buck) and discharging (boost) have been explained. 

From the analysis, it has been evident that bidirectional 

DC-DC buck-boost converter provides less ripple with 

less component count compared to conventional 

quadratic buck and boost converter which make the 

system more compatibles for energy storage system. 

Here, RC filter has been introduced which reduces the 

spikes in the output voltage and also minimizes the 
charging or discharging ripple. In charging mode (buck) 

analysis has been done for 180v (Vin) and 48v 

(Vout).Similarly for discharging mode, analysis has been 

done for 48v (Vin) and 180v (Vout). MATLAB / 

Simulink platform has been used to verify the result.  
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Abstract— Energy management plays important role in 

any business. The productivity of an organization will be 

increased by efficient use of the energy. Energy 

management reduces system cost and also helps user in 

analyzing the total energy consumed. In this paper the 

energy management is carried out efficiently at Siemens by 

collecting data from the power meters consumed by 

building and developing a web application in cloud using 

Raspberry Pi and Modbus Communication protocol. The 

paper also gives the configuration details of Node RED in 

Raspberry Pi. 

Keywords— Energy Management, Raspberry Pi, Modbus 

Communication protocol, Node RED 

I. INTRODUCTION  

 Efficient method of energy management is to use Raspberry 
Pi for building a web application which gives information 
about the amount of energy consumed by devices. Raspberry Pi 
is a small, portable and inexpensive computer which is full-
featured on a single board. Keyboard, mouse, monitor, speakers 
can all be attached to it. In the energy management application 
Raspberry Pi is used to create documents, web browsing, 
interface between devices and the cloud. The Raspberry Pi 
comprises of different interfaces for other external devices. It 
consists of RAM, graphic chips, processor, Ethernet port, CPU, 
power source connector UART, memory card etc. 

 The implementation uses cloud space to store the energy 
consumed information. Cloud storage provides digital services 
that enhance the productivity and increase the efficiency of 
entire business. It is an open platform which allows user to 
build and run the apps. The data present in cloud can be later 
analyzed by the user. The cloud has unlimited storage capacity 
and can be used in any real time application. The project uses 
serial protocol called Modbus Communication Protocol. It 
transmits the information from the electronic devices using 
serial lines. It is used to communicate among the devices which 
are connected in same network. It is mainly used for industrial 
applications. Each device communicates with Raspberry Pi 
with unique address. Based on device address data can be 
collected from the desired device and analysis of result can be 
achieved. Displaying and analysis of the data is the last step in 
the implementation. 

 The data present in cloud is analysed by different methods 
like Load monitoring, Load profiling, Load forecasting. Load 
monitoring is used to analyse the changes in voltage, power and 
current used by building, home appliances etc. It measures 
amount of energy consumed at a given instant of time. Using 
load monitoring sudden rise in the amount of energy consumed 
can be obtained so that no damage is occurred. 

 The variations in the electrical load for an instant of time 
are illustrated by load profiling. It is very useful to plan the 
amount of power required for future use. In the project bar 
charts and line charts are used to plot the variations in the 
power consumptions. Short term, medium term or long-term 
demand of electrical power required is predicted by load 
forecasting. 

 The load forecasting helps the companies in managing 
electric supply to their customers. Efficiency and revenue of 
company can be increased by load forecasting. It helps them to 
plan and act on their capacity and operations. 

II. RELATED WORK 

When Comparison between microcontroller and Raspberry 

Pi is carried out, Raspberry Pi is proven to be more useful 

hardware in IoT projects. Also, the use of Raspberry Pi as a 

cloud server or as a storage device is given in the paper [1]. 

Raspberry Pi is used for industrial meter reading to collect 

data from energy consuming devices [2]. 

The unnecessary wastage of energy will reduce the 

efficiency for example in house or industry. Thus to avoid the 

unnecessary wastage of resource the authors in paper [3] have 

proposed a method which uses Bluetooth communication 

present in the user’s phone. Raspberry Pi is connected to the 

Bluetooth which helps in communication. Raspberry Pi usage 

made the implementation cost effective. 

The paper [4] presents self adaptive framework which has 

steps like planning, monitoring, analyzing, execution etc. The 

method is based on dynamic power management. It uses 

control loops. The private cloud infrastructure consists of 

sensor, virtual machines, hypervisors, host etc. The 

implementation is carried out in Agile cloud environment. The 

overall result is that energy consumption is decreased and 

energy efficiency is increased. 

The paper [5] mainly focuses on data logging. The 

implementation uses communication area network protocol, it 
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also uses Raspberry Pi and IOT devices. The implementation 

was carried out to build a data logger system. The system 

intakes different parameters as input from various sensors like 

temperature, pressure, coolant temperature sensor, oil sensor, 

ambient air pressure sensor etc. The calculated sensor data is 

given to electronic control module and with the interface of the 

Raspberry Pi controller the data was pushed to cloud and 

stored data could be viewed in the laptop or PC. 

In paper [6] RPiaasa efficient cloud testbed built which 

uses Raspberry Pi is introduced. The data used to store in the 

cloud is not secured always. Hence, the paper [7] proposed a 

method that allowed user to store data securely and also access 

the data with security from cloud storage. The method 

prevents the data been leaked to unauthorized users by 

providing security. It gives access on to the authorized users. 

The method uses the encryption process; it encrypts the data at 

client side. The secret key used for encryption is same used for 

decryption. 

The various steps for building IOT platform, creating 

HTTP connections, Creating assets, sending commands to 

Raspberry Pi and uploading the information was also 

mentioned in paper [8]. The collected data from building is 

represented in smart meters and then forecast tools display it. 

The data is stored in database and used to plot the variations in 

data consumed by each building [9]. 

In the paper [10] ZigBee sensor network is used for energy 

management. The system proposed consists of three 

components that is environmental information entity, power 

monitoring entity and control devices all three are used to 

monitor and collect environmental information such as 

humidity and temperature. Each component uses Zigbee 

interface. The paper [11] gives introduction about Amazon 

web services, how AWS can be used to compute power and 

provide various services. The authors in paper [12] explain the 

importance of energy monitoring, managing and controlling. 

III. DESIGN 

The design of energy management system comprises of 

combination of hardware and software implementation. The 

hardware used here is Raspberry Pi and software part is 

pushing data to cloud. It has several steps. They can be 

summarized as follows: 

1. The real line data such as voltage or current 

consumed by the building is read from the power 

monitoring devices through modbus communication 

protocol. 

2. The interface between the power meters and the cloud 

is the Raspberry Pi. 

3. The Raspberry Pi is configured using Node RED and 

necessary modbus drivers are installed into the Node 

RED. 

4. Using web tokens, the data is pushed into the cloud. 

5. Data visualization in the dashboard consisting of 

graphs and charts. 

6. Analysis of the result. 

 

The complete flow of the system is presented graphical as 

shown in Fig. 1. And the block diagram is as shown in Fig. 2. 

 

 
Fig. 1.  Flowchart of energy management system 

 

 

 
Fig. 2.  Block diagram of energy management system 

IV. EXPERIMENTAL SETUP 

The whole implementation consists of Raspberry Pi 3 B+ 

as an interfacing tool between power meters and cloud. The 

main features of Raspberry Pi are: 

• Multicore processor which consists of ROM, RAM 

and Ethernet ports all on single chip.  

• Low cost device which is Credit card size.  

• Uses Linux operating System.  

• Has ability to run multiple programs.  

• It is mainly used in IoT-applications.  

Various connections that are necessary to configure Raspberry 

Pi 3 B+ are as shown in Fig. 3. 
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Fig. 3.  Raspberry Pi 3 B+ set up 

 

A. OS Installation 

Steps involved in installing Raspbian OS are as follows: 

1. Set up the SD card which acts as an internal storage 

in Raspberry Pi. Once the card is set up it is ready for 

Raspbian OS installation. 

2. Download the Raspbian OS. To download the 

Raspbian OS go to raspberrypi.org website and click 

Download the Raspbian and extract the file. 

3. Raspbian OS image file will be installed. 

4. Next step is to download Disk Imager to write 

Raspbian OS in the SD card. To download click on 

the link installation guide present in raspberrypi.org 

website. Then download the windows version. Click 

on source force project page link and download the 

file. Next extract and install the downloaded file by 

unchecking the View README.txt and press finish. 

5. Win32 Disk Imager-1.0 window will be opened. 

Select correct drive location according to SD card in 

Device Selector. Copy the path of Raspbian OS 

image and paste in Image File. Select the image file 

once again click on write button and press yes. 

Success message pops up. Click ok. 

B. Configuring Node RED in Raspberry Pi 

Node RED is a programming tool for creating flow of the 

hardware devices, APIs, services etc. Node-RED has an 

internet browser-based editor, which may be used to create 

JavaScript features. It is communication gateway software 

which is used to connect modbus drivers and cloud. Node 

RED has many standard nodes using which flow is created. 

Steps to install Node-RED into Raspberry Pi: 

1. Insert the configured SD card into the Raspberry Pi. 

2. Connect the Raspberry Pi to the monitor in order to 

have a display of the board. 

3. Connect the Pi to the internet. 

4. Open command window and install Node-RED using 

Script command. 

5. Open the Node-RED in web browser. 

6. If the modbus drivers are not installed then in the root 

directory of Node-RED install it using the command 

npm install –g node-red-contrib-mobus. 

Fig. 4. shows the Node-RED configured in Raspberry Pi. 

 
Fig. 4.  Node-RED editor 

 

In the device network communication between the devices 

is carried out by Modbus Communication Protocol hence, 

modbus drivers are installed in Node RED. Modbus is a serial 

communications protocol used to connect industrial electronic 

devices. It is an open source protocol and easily deployed 

protocol. Three types of Modbus are Modbus RTU, Modbus 

ASCII and Modbus TCP/IP. Its functions are to read and write 

the data from and to the devices respectively. Modbus works 

on master and slave concept. Modbus master is the device 

which requests the information and Modbus slave is the one 

which supplies the information. Modbus can have 1 master 

and 247 slave devices having 247 unique slave addresses for 

the communication. In this implementation master is the 

power meters ad slaves are the measuring points like active 

power, apparent power etc. 

V. RESULTS AND ANALYSIS 

The Node RED flow is created in local browser at 

http://localhost:1880. Using various nodes like Inject node, 

Debug node, Function node, Modbus read etc the flow for the 

project is created. It is as shown in the Fig. 5. 

 

 
Fig. 5.  Json flow in Node RED 

 

The various nodes/steps used to build the above flow are: 

1. Inject 

The Inject node is used to trigger the flow by clicking the 

node button. It automatically triggers the flow at regular 

intervals. The intervals at which the injector can be triggered 

are at a particular instant, on demand or periodic. 
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2. Function 

Function node passes message though a JavaScript 

function. Here function node depicts the various measuring 

points that are supported by power devices. It has function 

code set to 4 means modbus input register port is set. UnitId is 

the device ID. Address is the modbus address for each 

measuring point. dpName is data point name. 

3. Intermediate 

An intermediate node takes parallel input from every 

measuring point. If suppose there are 10 data points, each data 

point should be sent at the output at same time. 

4. Modbus Read (Modbus Network) 

The IP address is obtained to a device by modbus network; 

this has to be tagged in the Host address. Default port set is 

502. 

5. Formatting buffer output 

The buffer data is an array. It has to be converted to the 

float data to give it to the time series. The line msg.result = 

float [0] is used to convert the buffer output to float. 

6. Request framing 

It depicts the header in postman software. 

7. Access token 

It provides security against unauthorized users. It provides 

authentication by giving user to enter username and password. 

8. Time series request framing 

Bearer is added to the access token. 

9. Time series request 

Same asset ID as of device is tagged in the URL. 

10. Message 

The output status is displayed using deploy node. 

 

The output after creating a flow using above node is as 

shown in the Fig. 6. The Debug Slider present in the left side 

of the image gives the information of successful deployment 

which tells data is pushed into the cloud. 

 

 
Fig. 6.  Node RED output 

 

The next step is displaying data present in the cloud to the 

dashboard. The data is displayed in the form of gauges, bar 

chart and line chart. The bar and line chart gives the 

comparison of data at two different time series. Fig. 7 shows 

the gauges displaying measuring points such as cumulated 

active power import, cumulated apparent power import and 

collective power factor demand.  

 

 
Fig. 7.  Energy monitoring dashboard containing gauges 

 

Fig. 8 shows the bar chart, the dashboard has power demand, 

time of use, usage percentage, minimum value, and maximum 

value display. 

 
Fig. 8.  Energy monitoring dashboard containing bar chart 

 

Fig. 9 shows line chart which displays the cumulated active 

power import values has date time picker. 
 

 
Fig. 9.  Energy monitoring dashboard containing bar chart 

 

VI. CONCLUSIONS AND FUTURE SCOPE 

The energy management system is built efficiently using a 

cloud application and Raspberry Pi interfacing between power 

meters and the cloud. As Raspberry Pi is low cost device and 

consumes less power also Node-RED is open source software. 

Hence, the system built is cost effective. The data visualization 

helps user to analyze the power consumed at particular 

instance and avoid unnecessary wastage of energy. 

The future scope of this work is to build a Mobile Application 

with same features in an optimized way. Also to generate the 

web application, this would automate the Node-RED flow. 

The application can be used by industry, homes or any 
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organizations. Raspberry Pi can also be connected to various 

sensors to collect data instead of connecting it to network.  
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Abstract—In this work generating test pattern using zero 

suppressed binary decision diagram (ZBDD) to generate test 

patterns for combinational circuit has been used. The ZBDD for 

combinational circuits are first obtained then test patterns are 

generated from it, similar approach is used for fault injected 

ZBDD and XOR operation is performed of both the set of test 

patterns to generate test pattern to detect the fault. This approach 

will reduce the power consumption during test mode of acircuit. 
 

Keywords— ZBDD, stuck-at-faults, test pattern. 

 
I. INTRODUCTION 

The advancement in VLSI technology has enabled us to 
implement millions of transistors and gates on a single IC. As 
Moore’s law backs up the claim that number of transistors in a 
circuit doubles every 18 months. The VLSI technology has 
found its application in many different fields and some 
situations were performance and robustness are of high 
demand. Hence testing of these devices becomes an essential 
part of the development cycle. 

As complexity of the circuits increases testing of the circuits 
become more difficult, challenging and power consuming. 
Over the last couple of decades or so engineers have constantly 
tried to develop different approaches to test the ICs, to reduce 
the effort and power consumption in the test mode. Several 
algorithms and models have been used to make the process of 
testing easier. One among these is BDD (Binary Decision 
Diagram). BDDs have been used studied comprehensively for 
a theoretical approach. When complexity issue is considered, 
number of nodes in the BDD are inspected. BDD helps in an 
easier way to work around and manipulate the Boolean 
functions [1]. The techniques using BDD is helpful in many 
applications which uses CAD. Hence the usage of memory 
becomes a critical factor while using BDD. The order in which 
variables are present is an important factor which contributes to 
the size of BDD and hence it also influences the memory 
consumption. Therefore, there are several approaches which are 
developed to reduce the size of BDD and thereby reducing the 
memoryconsumption. 

In [2] and [3] different techniques have been introduced to 
reduce the size of BDDs. In [2] the minimization technique is 
performed by exchanging the variables in BDD in such a 
manner that it is optimum. It is performed using and algorithm 

 
called Friedman’s algorithm. Along with that greedy method is 
used which is based on exchanging of variables which are 
adjacent. Mainly performed for 3,4 variables. There are several 
other methods which are employed in variable reordering. A 
heuristic method in which the graph is dynamically reorder, that 
is during the time of BDD construction. It helps the graph to 
stay more compact [7]. The algorithm that uses bidirectional 
swapping and oscillates to such that the best possible order of 
the variable is obtained. This algorithm shows that the number 
of cycles required for reorder is drastically reduced. One of the 
main advantages of this is that computation cost is drastically 
reducing the computation cost. In [4] a different type of 
approach is used in memory consumption reduction. It is by 
lessening the number of paths present in BDDs. Also, 
applications in CAD such as DSOP (disjoint sum of products) 
minimization and method for integration of SAT and BDD is 
also described in it. Another approach to make test pattern 
generation easier is using Reduced Ordered Binary Decision 
Diagram (ROBDD) [5]. In ROBDD based approach redundant 
paths in the BDD are removed which will reduce the 
complexity. 

Here work proposed is ZBDD based test pattern generation. It 
further reduces the number of paths present in the BDD. Further 
explanation of ZBDD and ROBDD is explained in section II. 
The advantages of using ZBDD are generating a set of relaxed 
test vectors [6], reducing memory consumption and process of 
test pattern generation is faster which is evident from the cache 
hit. ZBDD serves another advantage which is to reduce test 
power. When circuit the circuit is operated in test mode it tends 
to consume more power than when operating in functional 
mode. Hence if ZBDD is used for test patter generation, it will 
help in reduction of power consumed when the circuit is 
beingtested. 

 
II. BDD, ROBDD AND ZBDD 

BDD is a non-cyclic, graphical and a compact way of 
representing Boolean functions which are mainly used in CAD 
based applications. By replacing the nodes in the BDD with 
multiplexors it can be directly diagramed into circuits [4]. 

Consider the Boolean function 𝐹(𝑊, 𝑋, 𝑌, 𝑍) =  �̅�𝑋 + 𝑌𝑍. 
The BDD graph is represented in Fig.1. 

From Fig.1 it can be observed that there are two nodes at which 
the graph terminates. These are called the leaf nodes which can 
either be ‘0’ or ‘1’. ‘W’ is called the parent node or 
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root node. The leaf not will not have any child nodes. Each 
intermediate node will have a parent node and child node. The 
dashed line Represents the case corresponding to which the 
variable will take a ‘0’ value and solid line represents the case 
were the variable will take value ‘1’. From the BDD it can be 
observed that the areas which are circled are isometric. These 
isometric subgraphs can be integrated and hence it will further 
reduce the size of BDD. 

 

 

 
 

 
 

 
Fig.1: BDD of function 𝐹(𝑊, 𝑋, 𝑌, 𝑍). 

Fig. 2 shows the BDD in which the isometric subgraphs have 
been removed. It is the ROBDD form of the same function. 

ROBDD based implementation can be performed in various 
manner. One of the ways is to substitute nodes in ROBDD by 
MUX or INVERT-AND-XOR. The ROBDD based circuits can 
be further used to test multiple stuck at faults also [6]. 

Another form of BDD in which the branch which is solid line, 
that is ‘1’-branch which will terminate at leaf node ‘0’ is 
removed. In this situation it helps in removing the redundancy 
which existed for a better representation. In the work proposed 
here use of ZBDD is made because of the reasons mentioned 
above. Analyze the example of the same function, f(W, X,Y,Z), 
the ZBDD of the function is given in Fig. 3. Here it can be 
observed that the solid line from Z to leaf node ‘0’ is removed. 
By the removal of this path the test pattern that is generated will 
be more relaxed. To extract test vectors, a traversal shall be 
made from root node of the of the ZBDD to the leaf node. 
Consider the example, path from root node W through X. The 
vector generated for that path will be 11XX (assuming order of 
variables to be W, X, Y, Z). 

 

 
 

 
 
 

Fig .2: ROBDD of  function 𝐹(𝑊, 𝑋, 𝑌, 𝑍)  
 

 
 

 
 
 
 

Fig. 3: ZBDD of function 𝐹(𝑊, 𝑋, 𝑌, 𝑍)  
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III. PROPOSED WORK 

Here the method that is employed is manipulation of ZBDDs 
and generate the test patterns. The approach is to use CUDD 
(Colorado University Decision Diagram) tool to perform the 
manipulation on ZBDD. To perform that combinational circuits 
written in textual form known as BLIF (Berkeley Logic 
Interchange Format) is used. Using CUDD memory related 
parameters are also captured. The BLIF format is written in the 
form as shown. It is described a circuit when viewed as a 
directed acyclic graph with each node describing combinational 
logic. Each node will have couple of levels, a single output and 
a logic function describing it. 

Following is an example of a model for a circuit written in BLIF 
format: 

.model<name of the model> 

.inputs<input ports> 

.outputs<output ports> 

<command> 

…………………. 

.end. 

To generate the ZBDD nanotrav is used. It is a program 
available with the CUDD package. It takes the input as BLIF 
file and generates the ZBDDs for the primary outputs. After 
running the program test vectors are obtained as well. To 
generate test vectors to detect a stuck at fault, a fault injected 
circuit is required. Hence, in the BLIF file available for a fault-
free circuit a fault is to be injected. The vectors generated by 
the faulty circuit ZBDD and the vectors generated by the fault 
free circuit ZBDD, XOR operation is performed among them. 
The result obtained is the test pattern to detect that stuck atfault. 

 
IV.INJECTING FAULTS 

In injecting a fault in a circuit, which can be either stuck-at 0 or 
stuck-at 1 is done in the BLIF file of the circuit. For stuck- at 0 
fault an and gate with one input as ‘0’ and other input the net at 
which the fault is to be injected is used. Similarly, for stuck-at 
1 fault OR gate with one input as ‘1’ and other input as net at 
which the fault is to be inserted is used. This operation is done 
in the BLIF file of the circuit which is used to generate the 
ZBDD. To inject this a C++ program is written. Fig.4 shows 
the steps that are executed by the program. 

Once the faulty BLIF file is generated it is again run using 
nantotrav. The nanotrav generates the test vectors for the 
injected fault circuit. 

 

 

Fig. 4: Steps executed by the C++ program to insert fault. 

 

 
To obtain the test patterns to detect the fault that is injected, the 
test vectors from the faulty ZBDD is XORed with the test 
vectors from the true ZBDD. The vectors which are obtained 
from ZBDD one which has the greatest number of don’t-care 
conditions are taken because it gives more relaxed set of test 
patterns. 

Along with the test vectors, there are several other parameters 
which are obtained by running the nanotrav program for both 
true as well as faulty ZBDDs. Some of them are CUDD 
modifiable parameters and some of them are non-CUDD 
modifiable parameters. The description about these parameters 
are further discusses in section V. 

 
V. RESULTS AND ANALYSIS 

After nanotrav program is ran and test vector is obtained for 
both true and faulty ZBDD, it is XORed to get the test vector 
to detect that fault. Along with that certain parameters are also 
considered which are shown in Table I and Table II. Among the 
CUDD modifiable parameters the following are the parameters 
that are analyzed. 

Maximum number of variables sifted while reordering: It is 
the number of variables that is removed while the ZBDD is 
reordered. As discussed in section I, reordering is an important 
aspect to reduce the size of binary decision diagrams. 
Sometimes there might be certain variables which can be 
removed while reordering because those variables act as 
redundant variables. Variable sifting will help reduce the size 
of the ZBDD which intern will help in reducing the power 
consumption required for testing also the computational cost 
will reduce. 
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Maximum number of variable swaps per reordering: The 
number of variables that is are swapped also is a part of 
reordering which will help in the reduction of size of ZBDD. If 
the order in which the variables are written, and we can 
manipulate that ZBDD in such a way that the order in which we 
write the variables also helps in removing redundant paths and 
reduces the complexity ofZBDDs. 

Cache entries: cache entry is created when a block data from 
the main memory is written into cache memory it is called 
cache entry. So, cache entry helps in reducing the time that is 
required for the computation because the time taken for a 
program to access data from the main memory is much more 
than the time required to access from cache memory. The cache 
mainly holds the data which are frequently used by the 
program. 

Cache hits: when the requested data is present in the cache 
entry it is called cache hit. More the cache hit faster the 
execution of the program will take place. 

 
TABLE I. 

BDD RELATED PARAMETERS GENERATED BY CUDD 
 

Circuit 

name 

Number of 

ZBDD 

variables 

Number 

of 

ZBDD 

nodes 

Number 

of 

variables 

sifted per 

reordering 

Number of 

variable swaps 

per reordering 

C17 10 27 1000 2000000 

C880 120 7784 1000 2000000 

c432 72 2318 1000 2000000 

c1335 80 62142 1000 2000000 

C1908 66 80194 1000 2000000 

C17 with 

stuck at 0 

fault 

10 10 1000 2000000 

C880 with 

stuck at 0 

fault 

120 7718 1000 2000000 

 
 

 

TABLE II. 

   MEMORY PARAMETERS GENERATED BY CUDD PROGRAM 

Circuit name 

Number of 

cache 
entries 

Number of cache hits 

C17 3276 21 

C880 524288 11360425 

C432 65536 119531 

c1335 484562 10672811 

C1908 524288 3079343 

C17 with 
stuck at 0 

fault 

3276 5 

C880 with 

stuck at 0 
fault 

524288 113680971 

 

 

 

 

 

 

 

 

 

 

VI. CONCLUSIONS 

In the work done, the ZBDDs are used to generate the test 

vector which helps us to obtain a relaxed set of test vectors. Test 

vector for testing single stuck at faults for the combinational 

circuits have been obtained. Apart from these the parameters 

which are generated by running the CUDD program which 

includes both memory operation related and ZBDD parameters 

are also analyzed and it is observed that lesser memory time is 
consumed for ZBDD to generate test vectors as cache hits is 

high also a greater number of variable reordering also takes 

place. 
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Design and performance analysis of WDM optical 

Communication system with EDFA-DCF and FBG 

for dispersion compensation using 8x5 Gbps data 

rate 
 

 

Abstract— The Requirement of system capacity is 

increasing due to the rise in the number of computer users. 

This can be achieved by optical communication using WDM 

technology.  Using WDM technology multiply many carrier 

signals onto a single optical fiber using different wavelength to 

boost up capacity. Dispersion effects the transmission of the 

signal along an optical fiber. In the proposed model, three 

techniques for dispersion compensation (per, post, and mix) 

has been designed using dispersion compensation fiber (DCF) 

in 8 channel WDM. According to this topology with the help of 

5 Gbps transmission data rate model is compared non-return-

to-zero (NRZ), return-to-zero (RZ) pulse in which signal mode 

fiber (SMF) has been considered using the length of 120 km. 

The results such as Q-factor and bit error rate (BER) 

represent pre-compensation scheme using RZ gives better 

results and also output power at EDFA calculate using 

optisystem 7.0 software. 

Keywords— WDM, DCF, FBG, SMF, NRZ, RZ, BER, MZM, 

EDFA.  

I. INTRODUCTION 

In recent years, glass fiber communication has become 
one of the most pillars of contemporary telecommunications 
networks that is because of its fast development and its 
broad vary of applications. Nowadays, these fashionable 
telecommunication networks have become additional and 
additional complicated. In optical network [1], WDM 
topology is presently widely used in telecommunication 
infrastructures and is expected to play a key role in 
upcoming generation networks and the future net.  WDM is 
a strategy for transmitting information from various sources 
over a similar fiber optic connection in the meantime 
whereby every datum channel is carried individually 
exceptional wavelength. WDM innovation can amplify the 
limit of the current fiber optic system without including 
extra strands. In WDM [2-4] every correspondence channel 
is assigned to an alternate recurrence and multiplexed onto a 
solitary fiber. At the goal, the wavelength is spatially 
isolated to various collector areas. Henceforth the limit of 
optical transmission frameworks can be expanded utilizing 
WDM. When totally different wavelengths of lights pulse 
propagate in associate glass fiber, it undergoes a 
development of dispersion which ends up in a very temporal 
spreading. The most common topology used for 
compensation of nonlinear effects of dispersion is DCF 
(negative value of dispersion coefficient minimize the 
positive value of dispersion coefficient in fiber [5] ) and 
FBG that reflect a particular wavelength [6-8]. Likewise, 

there are a couple of sorts of enhancers, for instance, SOA, 
EDFA, and Raman that have been acquainted with 
experience the lessening impacts. However, EDFA [9-11] 
still offer higher results. A comparative analysis is done 
between NRZ and RZ pulse [12]. Difference between NRZ 
and RZ is the symbol rate use a clock pulse in RZ.  Pre, post 
and symmetric design are generated and describe which give 
the best result [13].  

   In this paper, II consists of dispersion compensation 
techniques, III consists simulation sat up for are applied 
methods, IV consists of Q-factor, BER result and simulation 
layout and last discuss the result.  

   

 
       

Fig. 1 Simple working block of WDM 

 

II. DISPERSION COMPENSTION TECHNIQUES 

In chromatic dispersion, the light totally different 
wavelengths travel at the side of different velocities in 
single mode fiber. Beams will arrive at the receiver at 
different times even beams propagate along with the same 
path. The result is broadening of the pulse. Pulse spreading 
in chromatic dispersion applied in the network is calculated 
using equation (1). 

∆t =DL∆λ                                      

 
Where D is the dispersion parameter, L is fiber length. 

DCF, FBG use for compensating dispersion.  DCF has 
negative dispersion between -70 to -90 ps/nm/km. Since the 
1980s for compensation of dispersion, the idea of DCF is 
introduced. DCF has negative dispersion coefficient which 
reduces/decrease the positive dispersion coefficient when 
SMF is applied in the WDM model. So that, dispersion is 
zero. 

DSMF LSMF + DDC FLDCF = 0    
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D and L represent dispersion and length of fiber 
respectively. In FBG [14], [15] a particular wavelength is 
reflected and all rest wavelength is passed. This particular 
wavelength is reflected by Bragg grating. The wavelength 
calculates using equation (3).  

 λbragg = 2 Neff ꓥ 

 

λbragg= Bragg’s wavelength, Neff effective refractive index 

when light propagates in fiber and  is the grating period of 

variation. 

III. MODELING OF 8X5 GBPS WDM OPTICAL TRANSMISSION  

      

 

Fig. 2 Principal model of 8 channel WDM for dispersion compensation 

 

Figure 2 shows the principal model of the paper. In this 
displaying, at transmitter part use CW laser which is 
nonstop wave laser, NRZ (non-come back to-zero) or RZ 
(come back to-zero) beat produce, pseudo-arbitrary piece 
grouping generator (PRBSZ) and Mach Zehnder modulator 
(MZM). Advanced sign is produced by PRBS generator and 
heartbeat generator likewise optical sign is created utilizing 
CW laser which is adjusted with the assistance of MZM 
show persistent wave laser, NRZ (non-come back to-zero) 
or RZ (come back to-zero) beat create, pseudo-arbitrary 
piece succession generator (PRBSG) and Mach Zehnder 
modulator (MZM).  Digital signal is generated at 5 Gbps 
and optical signal generate using frequency range 193.1 to 
193.8 THz (C band) and 0 dB power at the laser. Dense 
wavelength division multiplexer (DWDM) multiply/set all 
wavelength at 10 GHz bandwidth. At the end of the demux, 
an electrical and light signal modulate optical signal 
generates back in electrical using a pin diode, low pass 
Bessel filter, 3R generator, and eye diagram analyzer which 
show the result. The multiple channels using 8 ports 
DWDM model is introducing, for compensation of 
scattering in pre, post, and mix or symmetric model. In pre-
compensation model DCF placed before SMF and in post-
compensation DCF placed after SMF. DCF is used by 
placing both sides of single mode fiber in the dynamic 
compensation model. 

In the pre-compensation model length of DCF is 25 km. 
and use 120 km SMF. In modeling gain, EDFA is used 
which have variable gain between 10 to 30 dB, in first 
optical amplifier use 10 dB gain and in second use 15dB 
gain.  Different parameters are set in model i.e. dispersion at 

DCF, attenuation, dispersion slope, dispersion at FBG, 
Bandwidth of wavelength division multiplexer (WDM).  
Using 100 GHz spacing frequency range used in the layout 
is which is  start at 193.1THz at every channel. 3R generator 
performs three types of work like improving the shape of the 
output pulse, again amplify the data pulse and retiming. 
Subsystem blocks which connect to WDM are represented 
transmitter modal at channel 2 to 8. Subsystem 2 and 3 
represent receivers at output channels.                                                         

 
 

Fig. 3  Simulation layout of pre-compensation using 8 channel 

TABLE I.  BASIC PARAMETER OF WORK ARE  

Parameters DCF SMF 

Length (km) 25 120 

Attenuation (dB/km) 0.2 0.2 

Dispersion (ps/nm/km) -80.4 16.75 

Dispersion slop 

(ps/nm2/km) 

-0.3 0.075 

 

 

 
 

Fig.4 Simulation layout of post-compensation using 8 channel 

(3)   

(3) 
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Fig..5 Simulation layout of mix model compensation using 8 channel 

IV. RESULT AND COMPARISON 

When simulating the model result is generated at eye 
diagram analyzer, max Q factor and minimum BER of per, 
post, and mix model at all 8 channel can be seen. The 
criteria for acceptable value of Q factor is greater than 6 and 
BER is less than 10-12. Tables are generated using NRZ 
(table II, III) and RZ (table IV, V) pulse simulation. When 
seeing RZ pulse performance is better to compare to NRZ 
pulse. Using NRZ pulse at channel 3 output of Q factor is 
8.7355 and BER is 7.51e-19 which is greater than all output 
value of post and mix compensation. Like this using RZ 
max Q factor is 19.3928 and BER is 4.38e-84 which is better 
than all pre, post, and mix compensation.  NRZ and RZ 
coded pulse result shown that pre-compensation scheme 
using RZ pulse gives good performance in table 5. Also, the 
output power valve of EDFA at the receiver part shown in 
Table VIII and IX.  Eye diagram of NRZ and RZ pulse also 
shown in figure 6 and 7. Graph plots between Q-factor 
(NRZ and RZ) and channels are shown in figure 8. 

TABLE II.  MAXIMUM Q-FACTOR USING NEZ PULSE  

Channel Pre Post Mix 

1 8.5746 8.3249 7.5027 

2 8.0908 8.0528 7.1902 

3 8.7355 8.6205 6.7128 

4 8.1755 7.4264 7.3812 

5 8.5097 8.0749 7.462 

6 7.8930 7.5340 7.6535 

7 8.1472 7.9531 7.4672 

8 8.2699 8.1491 7.6516 

TABLE III.   MINIMUM BER USING NRZ PULSE 

Channel Pre Post Mix 

1 3.64e-18 3.18e-17 2.27e-14 

2 1.99e-16 2.80e-16 2.10e-13 

3 7.51e-19 2.15e-18 5.59e-12 

4 1.03e-16 3.93e-14 5.47e-14 

5 5.57e-18 2.20e-16 2.63e-14 

6 1.02e-15 1.74e-14 6.90e-15 

7 1.27e-16 6.40e-16 2.76e-14 

8 4.66e-17 1.33e-16 6.93e-15 

TABLE IV.   MAXIMUM Q-FACTOR USING RZ PULSE 

Channel Pre Post Mix 

1 17.2737 12.3224 10.0787 

2 18.3958 13.588 9.9838 

3 16.6783 12.207 10.2937 

4 17.4284 13.0928 10.4622 

5 18.8222 14.1126 11.7546 

6 19.3928 14.8031 11.6204 

7 16.4022 12.272 10.2201 

8 17.5729 12.9907 10.6545 

TABLE V.  MINIMUM BER USING RZ PULSE 

Channel Pre Post Mix 

1 3.63e-67 3.03e-35 2.69e-24 

2 6.96e-76 2.13e-42 6.55e-24 

3 8.61e-63 1.15e-34 2.48e-25 

4 2.43e-68 1.59e-39 4.74e-26 

5 2.38e-79 1.37e-45 2.52e-32 

6 4.38e-84 6.52e-50 1.25e-31 

7 8.97e-61 5.67e-35 6.28e-25 

8 1.91e-69 5.93e-39 6.08e-27 

TABLE VI.  CAMPARE TABLE OF MAX Q-FACTOR USING NRZ, AND RZ 

PULSE 

Pulse Pre post Mix 

NRZ 8.7355 8.6205 7.6535 

RZ 19.3938 14.8031 11.7546 

TABLE VII.  COMPARE TABLE OF MIN BER USINGNRZ, AND  RZ PULSE 

Pulse Pre Post Mix 

NRZ 7.51e-19 2.15e-18 6.90e-15 

RZ 4.38e-84 6.52e-50 2.52e-32 

TABLE VIII.  OUTPUT POWER AT EDFA IN PRE,POST,AND MIX 

COMPENSATION SCHEAM USING NRZ PULSE 

Channel Pre-

compensation 

Post- 

compensation 

Mix- 

compensation 

1 17.15 17.15 16.72 

2 17.12 17.12 16.67 

3 17.09 17.09 16.62 

4 17.14 17.15 16.72 

5 17.11 17.16 16.66 

6 17.23 17.22 16.88 

7 17.16 17.16 16.77 

8 17.16 17.16 16.77 

TABLE IX.  OUTPUT POWER AT EDFA IN PRE,POST,AND MIX 

COMPENSATION SCHEME USING RZ PULSE 

Channel Pre- 

compensation 

Post- 

compensation 

Mix- 

compensation 

1 16.65 16.66 15.84 

2 16.60 16.61 15.77 

3 16.54 16.55 15.69 

4 16.65 16.66 15.87 

5 16.60 16.60 15.79 
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6 16.84 16.84 16.18 

7 16.70 16.71 15.96 

8 16.71 16.72 15.99 

                                                       

(A) 

                                                                

(B) 

                                                              

(C) 

Fig. 6 Pre (A), Post (B) and Mix (C) dispersion compensation scheme eye 
diagrams using NRZ pulse  

 

(A) 

 

(B) 

 

(C) 

Fig. 7 Pre (A), Post (B) and Mix (C) dispersion compensation scheme eye 
diagrams using RZ pulse  
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(A) 

 
(B) 

 
(C) 

Fig. 8 Graph plot between channel and Q factor using NRZ, RZ pulse pre-

compensation (a) , post-compensation (b), and mix-compensation (c) 

CANCLUSION 

To minimize the chromatic dispersion a new optical 
transmission model in introduced using optic system 7.0 
software. This design uses 8 channel wavelength division 
multiplexer (WDM) to test the reliability of the system 
which increases the use of bandwidth and result remain 
valid. In this paper use both compensators, DCF, and FBG. 
DCF use along SMF between MUX and DEMUX and FBG 
at receiver using -20 ps/nm/km. Pre, post and symmetric 
(mix) compensator, three scheme are developed to decrease 
chromatic dispersion using 120 km. SM fiber and 25 km. 
dispersion compensator fiber. When analyzing the 
performance of three scheme using Q factor and BER, see 
that pre model using RZ pulse gives much better result 
compare to all post and mix model.  Using output power 
meter, the output power is analysis at EDF amplifier.  In 
further, compensation dispersion and nonlinear effect by 
increasing the number of the channel at multiplexer input 
point and applied on a complex system. 
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Abstract - In this epoch of technology, where recommendations 

are the backbone of E-commerce and Media-services, one of the 

extensively used approach for implementing recommender 

systems is Collaborative Filtering. This approach recommends 

items by identifying users who share similarity in rating the items 

by observing the user-item ratings matrix. In the real-world, users 

only rate a limited number of items from the catalogue leading to 

high sparsity in user-item ratings, which makes it difficult to 

identify similar users and recommend items accurately. To handle 

sparsity in user-item matrix, which is one of the major challenges 

encountered while implementing recommender systems, the paper 

proposes a technique of Collaborative Filtering using Regression 

to predict the ratings of unrated items on the basis of the user’s 

history of ratings and similarity to other users, combined with - a 

nature-inspired algorithm called - Grey Wolf Optimization 

(GWO) algorithm applied to optimize the loss function. 

Personalised recommendations can be provided to the users for 

those highest predicted ratings. The proposed technique is 

observed to perform well in highly sparse data scenarios in terms 

of accuracy, user coverage and different variants of hit rate.  

Keywords—Collaborative Filtering; recommender system; 

sparse matrix; regression; grey wolf optimization; evaluation 

metrics; hit rate 

 

I.  INTRODUCTION 

With the striking rise in the number of digital users and 

it’s consequence of rapid increase in the amount of data being 

generated on the internet, it has become important for industries 

to filter, map and provide users with the relevant information 

according to their personalised preferences. Recommender 

systems have therefore become the backbone in various 

domains including leading platforms of E-commerce ranging 

from Amazon, Alibaba and Flipkart, Media-services like 

Netflix and YouTube, Social-Media Platforms like Facebook 

and News websites. They help in planning the marketing 

strategies for these industries in order to increase sales by 

enhancing user experience and achieving better user 

satisfaction, as they fulfill the user need by recommending the 

items of user interest, which in turn leads to establishment of 

loyalty of users. It also helps in bringing those items into the 

notice of the user which are not easily seen by the user while 

browsing through these platforms, until and unless filtered.        

One of the extensively used approach in building a 

Recommender system is Collaborative Filtering (CF), which 

identifies users who share similar interests in items. The central 

premise of it being, “if user P shares similar opinions as user Q 

on topic T1,T2,T3, …… ,Tn-1 then the user P is likely to have the 

same opinion as user Q on topic Tn”. This technique of 

collaborative filtering is used when identifying the dominant 

factors of individual items which are to be recommended are 

intricate in nature to perform content filtering. Under such 

circumstances, identifying like-minded users help in 

recommending a new item to a user which has been rated highly 

by another user who shares similar choices and preferences. 

Identifying convergent profiles of users can be done by using 

the history of identical ratings given by the users to the same set 

of items.  

Most often traditional approaches of CF 

Recommender System encounters the problem of Data Sparsity 

since all possible interactions between each user and item are 

not available in the user-item ratings matrix. This matrix faces 

the problem of sparsity as users review and rate only limited 

items when compared to the number of items that are present in 

the catalogue. [3-4],[11-12] To deal with the missing values in 

the user-item ratings matrix, the paper proposes the concept of 

Regression based Collaborative Filtering combined with GWO 

for a dataset that consists of ratings given by users to items. It 

searches for similar users on the basis of the user’s past record 

of ratings and predicts the missing ratings. The nature-inspired 

optimization algorithm GWO[1-2] helps in predicting optimal 

ratings by optimising the loss function.  

The remaining sections of the paper is structured as 

follows: Section II exhibits the literature review on the 

challenges faced by recommenders, results of regression 

techniques applied on sparse datasets and surveys on GWO and 

its applications. Section III contours the algorithm and 

equations of GWO proposed by Seyedali Mirjalili et al.[1] 

Section IV presents the proposed recommender system and 

Section V examines the results of proposed system and 

investigations on various evaluation metrics. Finally, Section 

VI concludes the work. 

 

II. LITERATURE REVIEW 

In the recent decade, several works have been 

conducted in order to build efficient recommender systems. G. 

Adomavicius et al describe collaborative, content based and 

hybrid recommender approaches which are the current 
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generation of methods to implement recommender systems and 

they provide the overview of implementing these 

recommenders on a broad scale satisfying high-scaled 

applications. They also provide insights on the various 

limitations of these methods including data sparsity and cold 

start issues.[11] Xiaoyuan Su et al also have investigated on the 

various research trends and problems faced by the current 

generation of recommenders. They also talk about data sparsity 

being one of the major challenges in real world data when 

collaborative filtering technique is applied to implement 

recommenders, as finding similar neighbours in a sparse data is 

difficult, leading to less accurate recommendations being made 

to the user.[12]  

To overcome this major issue of data sparsity, Wang 

Bailing et al discussed the Three-Tier Network Architecture of 

a Recommendation System built on the basis of a  Regression 

Model which established that the prediction of preference of the 

test user for the test item can be calculated using the correlation 

score between the item and the user. The experimental results 

presented by them indicated that regression can perform 

superior when compared to traditional CF algorithm.[5] Similar 

approach of linear regression using the linear correlation 

indicated by Pearson Correlation Coefficient discussed by 

Xinyang Ge et al showed that the approach of regression helps 

in providing better accuracy in recommending and appealing 

the users.[8] Slobodan Vuceti et al addresses the problem of 

data sparsity in CF by using Regression. They also have 

proposed the approach of predicting the user’s preferences for 

the unrated items on the basis of ratings provided by an active 

user for the items in the catalogue by combining statistical 

methods. They provided experimental evidence obtained that 

their proposed approach is superior to non-personalised 

predictors even when the rating matrixes are very sparse and 

also that the regression based recommendations can be applied 

to data with high sparsity scenarios.[7]  

Seyedali Mirjalili et al who proposed the concept of 

GWO based on inspiration drawn from the nature have 

discussed on the differences of using conventional gradient 

optimisation technique vs meta-heuristics optimisation 

techniques. They proposed GWO stating it had derivation-free 

mechanism, flexibility, simplicity and avoidance of local 

optima.[1] Ali Parsian et al used GWO in back-propagation 

algorithm to find the optimal values for weights and biases. 

They discussed the drawbacks of gradient based back 

propagation which usually has slow convergence rate and tends 

to get trapped in the local minima which is overcome by using 

GWO. GWO has the feature of global searching where the 

wolves aim at finding optimal solutions in different directions 

in order to minimize the risk of being stuck at a local 

minimum.[1] The GWO algorithm also helps in incrementing 

the convergence speed by setting the parameter A.[9] S. 

Hosgurmath et al proposed the technique of using GWO with 

Linear Collaborative Discriminant Regression Classification 

for Face Recognition where GWO was again used to find 

optimal weights that had to be assigned to features. They also 

show a comparison of their proposed algorithm using GWO 

working better than Regression Classification without GWO for 

different image datasets.[10] 

 

III. GREY WOLF OPTIMIZATION ALGORITHM 

GWO is a meta-heuristic technique of optimisation 

which simulates the leadership hierarchy of the grey wolves that 

are widely known for their hunting strategies in groups. The 

wolves in the pack are ranked according to their strength and 

fitness, with Alpha being the chief, followed by the Beta, Delta 

and Omega. In the pack, generally, Alpha wolves are 

responsible for taking decision while Beta are subordinate 

wolves that assist Alpha while taking decisions and ensures that 

all subordinates obey and give feedback to Alpha. Delta wolves 

are accountable for watching boundaries and protecting the 

pack while Omega wolves are the weak ones of the pack that 

follow the rest.[1-2] 

In the GWO algorithm, the objective of the pack is to 

search the optimal solution for a given problem by 

implementing the three milestones of hunting as observed in the 

natural behavior of the wolf packs - exploration (searching for 

the prey,) exploitation (encircling the prey), and finally 

launching the attacking on the prey. As multiple iterations of 

the algorithm are carried out, the wolves try to get as close as 

possible to their prey by updating their positions. The fittest 

solution (one with least distance from prey) is considered as 

Alpha wolf which guides the wolf pack in every iteration along 

with the help of the second and third fittest solution, called Beta 

wolf  and Delta wolf respectively. The rest solutions are treated 

as Omega wolves. Algorithm and equations of GWO is briefed 

in this section.[1] 

 

A. Parameters Initialisation Phase 

 

● Initialise the grey wolves in the pack P (pack size) 

● Initialise vector ‘s’ which linearly decreases from 2 to 

0 as follows - 

   𝑠 =  2 −  𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛   ∗  ( 2 / 𝑡𝑜𝑡𝑎𝑙 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠)    (1)   

● In order to initialise vectors U and V two random 

vectors r1 and r2  are initialised in the range [0,1] as 

follows - 

𝑈 =  2 ∗ 𝑠 . 𝑟1  − 𝑠     (2) 

𝑉 =  2 ∗ 𝑟2                  (3) 

 

B. Population Initialisation Phase 

 

● Initialise random positions for each wolf in the pack P 

● Calculate the fitness of each wolf using - 
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𝐷 =  | 𝑉. 𝑋𝑝𝑟𝑒𝑦(𝑡)  − 𝑋𝑤𝑜𝑙𝑓(𝑡) |      (4) 

where Xprey and Xwolf  is the position of the prey and the wolf at 

time ‘t’ respectively 

 Xwolf(t+1) = Xprey(t) - U.D               (5) 

   Xwolf(t+1) is the positional difference of the wolf with the prey 

i.e the fitness score for that particular wolf 

 

C. Rank-wise ordering phase 

Based on their fitness score for all the wolves in the pack, they 

are ranked as 

● Walpha  = Fitness of  First best wolf of the pack 

● Wbeta  = Fitness of  Second best wolf of the pack 

● Wdelta  =  Fitness of  Third best wolf of the pack 

 

D. Updation phase 

while  𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛   <  total iterations or until optimal 

solution is obtained do 

● for each wolf in pack P do 

Update the position of the wolf using the 

given equations 

𝐷𝑎𝑙𝑝ℎ𝑎 = |𝑉1. 𝑊𝑎𝑙𝑝ℎ𝑎 − 𝑊(𝑡)|      (6) 

𝐷𝑏𝑒𝑡𝑎 = |𝑉2. 𝑊𝑏𝑒𝑡𝑎 − 𝑊(𝑡)|           (7) 

𝐷𝑑𝑒𝑙𝑡𝑎 = |𝑉3. 𝑊𝑑𝑒𝑙𝑡𝑎 − 𝑊(𝑡)|        (8) 

 W1 = Walpha - U1 . Dalpha                    (9) 

   W2 = Wbeta - U2 . Dbeta                                (10) 

   W3 = Wdelta - U3 . Ddelta                              (11) 

  W(t+1) = (W1 + W2 + W3 ) /  3      (12)     

end for 

● Reinitiate the values of V, U and s 

● Update the fitness score for each wolf in the pack 

● Update Walpha  , Wbeta   ,  Wdelta based on their fitness 

score 

● Increment 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 by one 

end while 

 

E. Producing Result 

 Return fitness score of the optimal solution (Walpha ) 

The algorithm parodies the search process and hunting 

strategies of the grey-wolves with an objective of finding the 

prey. This algorithm is now proposed along with regression for 

predicting the non-existing values in the user-item rating matrix 

and optimizing the loss value, thereby addressing the sparse 

rating matrix in recommender systems. 

 

IV. PROPOSED RECOMMENDER SYSTEM 

The process begins with setting arbitrary value for 

population of the grey wolves (nominee solutions) and 

assigning ranks to any three wolves as Alpha wolf, Beta wolf 

and Delta wolf. The parameters initialisation phase of the GWO 

algorithm is executed.  Since the wolves have no idea of where 

the preys (optimal solutions) lie in the 𝑚 ∗  𝑛 dimensional 

search space, in order to execute populations initialisation phase 

each wolf in the pack assigns a set of random values that is used 

to initialise the weights and bias to be given to identify the user-

user similarity. Therefore, each wolf must assign itself a list of 

(𝑛 ∗  𝑛)  +  𝑚 number of random values where 𝑚 and 𝑛 

indicates the number of items and users in the user-item ratings 

matrix respectively. The first (𝑛 ∗  𝑛)  −  𝑛 values of the wolf 

can be assigned as the weights to be allotted to each user-user 

combination (Wu) to check the similarity between them. The 

remaining 𝑛 +  𝑚 values can be assigned as bias for each user 

(Bu)  and each item (Bi). It is to be noted that similarity of a user 

or item with itself is not allotted a weight. 

To prevent users who give high ratings or items that 

have high ratings from dominating the prediction, we need to 

tone down all dominating variables by normalising the dataset. 

This is done by calculating the mean deviation for the all the 

ratings in the dataset.  

∑i=0
m ∑j=0

n  𝑟[𝑖, 𝑗]  =  𝑟[𝑖, 𝑗]  − 𝑟   𝑖𝑓 𝑟[𝑖, 𝑗]  ≠ Ø   (13) 

∑i=0
m ∑j=0

n  𝑟[𝑖, 𝑗]  =  0 𝑖𝑓 𝑟[𝑖, 𝑗]  = Ø        (14) 

Each wolf now needs to make its prediction of the 

ratings which is made by using the Regression algorithm. To 

make predictions based on user similarity, equation (15) which 

represents the regression line equation is used. Each cell of 

rating matrix has its regression line equation to check its 

similarity with other users which are the features to be 

considered and each of these features are assigned weights 

chosen by the wolves. The predictions are normalised by 

calculating their average based on the number of users who 

have reviewed the item, so that none of the user’s ratings 

dominate the prediction.  
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For each wolf, ∑i=0
m ∑j=0

n  ( 𝑝[𝑖, 𝑗]  =  

∑k=0
n (𝑊𝑢[𝑘, 𝑗] ∗ (𝑟[𝑖, 𝑘] − (𝐵𝑢[𝑘]  +  𝐵𝑖𝑡[𝑖] ))) 

 + 𝐵𝑢[𝑗]  + 𝐵𝑖𝑡[i] +𝑟  )     (15) 

Root Mean Square Error (RMSE) is the applied loss 

function for the proposed technique. The loss function is 

calculated for the predictions made by each wolf based on its 

prediction on the initial rating matrix which is used to indicate 

the fitness score of the wolf. 

For each wolf,  

RMSE = ∑i=0
m ∑j=0

n (√(𝑟[𝑖, 𝑗]  −  𝑝[𝑖, 𝑗])2)       (16) 

According to the RMSE obtained by each wolf in each 

iteration the ranks are re-ordered. Each wolf (nominee solution) 

updates its list of weights to be assigned to features following 

the lead of Alpha, Beta and Delta (since they have the least 

RMSE value), using the GWO algorithm, trying to reach the 

optimal solution. The central premise being if these wolves 

have the least fitness scores, it implies that the weights assigned 

by these wolves are closer to the optimal weights that are 

needed to be assigned for making accurate predictions while 

making recommendations. Therefore all other wolves in the 

pack must update the weights according to the weights of these 

three wolves using the procedure mentioned in the updation 

phase. 

Over the course of iterations, the wolves estimate the 

probable ratings, their fitness scores are calculated, their ranks 

are reordered and weights are updated on the basis of new 

Alpha, Beta and Delta elected at every iteration. The parameter 

‘s’ decreases from 2 to 0 through the iterations with an eye to 

accentuate exploration and exploitation. The wolves tend to 

converge towards the prey and diverge from the prey when U < 

1 and U > 1 respectively in order to maximise the solution 

search space as much as possible and also to get closer to the 

optimal solution. Finally, the termination of the algorithm 

occurs on satisfying the end criterion i.e., either reaching 

desired optimal solution or reaching the end of iteration count 

that was initialised. On running the model, all the sparse values 

are filled with predictions made by the Alpha wolf (the best 

solution), hence handling the issue of data sparsity. Based on 

the prediction matrix retrieved, personalised recommendations 

are made to each user for those highest predicted ratings since 

the predicted ratings are obtained on the basis of his earlier 

ratings of items and the similarity of other users. 

 

V. EXPERIMENT OUTCOMES AND INVESTIGATION 

For the evaluation of the proposed recommender 

system, the open sourced Movielens dataset is examined. This 

dataset is highly sparse with sparsity ratio as 0.8630 implying 

very less interactions between the movies and the users. This 

dataset was divided into four datasets. Each of the sub dataset 

was trained using regression and GWO and the testing was 

carried on 3 folds of the test dataset. Various evaluation metrics 

for the recommender systems [13] are calculated to investigate 

the proposed model. To measure the accuracy of the model root 

mean square error and mean absolute error are calculated. The 

variants of hit rate like cumulative hit rate and average 

reciprocal hit rate which are the evaluation metrics to identify 

how well the recommendations are made using top ‘ k’ 

recommendations is calculated for the model. Finally the user 

coverage of the model is measured to identify the spread of the 

recommender model for the users. The results obtained on 

implementing the proposed recommender systems are 

discussed in this section.  

A. ROOT MEAN SQUARE ERROR 

 Root Mean Square Error (RMSE) is calculated by 

taking the root of the squared difference between the initial 

user-item rating and predicted rating denoted in equation (17). 

It gives a measure of how far the predictions are from the initial 

ratings using the test sets. If the obtained RMSE is less, it 

implies that the wolves have reached closer to the actual ratings. 

The RMSE obtained for the proposed model for the test splits 

of different datasets is shown in Table I. 

   RMSE = ∑i=0
m ∑j=0

n (√(𝑟[𝑖, 𝑗]  −  𝑝[𝑖, 𝑗])2)         (17) 

  
TABLE I.  RMSE OBTAINED FOR THE DIFFERENT DATASETS 

Dataset 

S.No 

Test-Split 1 Test-Split 2 Test-Split 3 

1 

2 

3 

4 

0.4568 

0.5146 

0.3053 

0.3627 

0.4128 

0.3890 

0.4251 

0.2922 

0.3081 

0.5595 

0.3052 

0.3110 

 

B. MEAN ABSOLUTE ERROR 

 Mean Absolute Error (MAE) is the absolute difference 

between the initial user rating and predicted ratings, which has 

to be ideally less. It gives the average magnitude of the error 

over the test samples as shown in Table II where all the 

individual difference of ratings have equal weightages while 

contributing to the error. 

MAE = ∑i=0
m ∑j=0

n ( |(𝑟[𝑖, 𝑗]  −  𝑝[𝑖, 𝑗])| ) (18) 

 
TABLE II. MAE OBTAINED FOR THE DIFFERENT DATASETS 

Dataset 

S.No 

Test-Split 1 Test-Split 2 Test-Split 3 

1 

2 

3 

4 

4.6325 

6.9207 

3.4179 

4.8467 

4.3995 

4.5682 

5.2566 

3.6051 

3.4678 

7.3803 

3.0345 

4.6019 
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C. CUMULATIVE HIT RATE 

 

 Cumulative Hit Rate (CHR) is the measure to keep the 

count of hits - a match between the top ‘k’ recommended items 

and previously rated items by the user - based on a threshold. 

The hits are considered if any one among the top ‘k’ 

recommendations in the predictions match with the items 

already rated by the user in the initial ratings test set, given that 

the rating is above a threshold, say 3.5 as used for results in 

Table III. This technique of considering a ‘hit’ based on a 

threshold ensures that the user actually likes the item that is 

being recommended to him. Higher CHR is an indication of a 

good recommendations. 

     𝐶𝐻𝑅 = ℎ𝑖𝑡𝑠 / 𝑛          If actual rating > threshold     (19) 

  
TABLE III. CHR OBTAINED FOR THE DIFFERENT DATASETS 

Dataset 

S.No 

Test-Split 1 

(%) 

Test-Split 2 

(%) 

Test-Split 3 

(%) 

1 

2 

3 

4 

71.42 

76.92 

88.89 

60.00 

63.15 

62.50 

69.23 

68.18 

66.67 

79.17 

87.50 

75.00 

 

D. AVERAGE RECIPROCAL HIT RATE 

 Average Reciprocal Hit Rate (ARHR) is greatly a 

user-centered metric, which concentrates on considering a hit 

based on the rank of the prediction in the top ‘k’ recommended 

list. Reciprocal of rank of the first hit among top ‘k’ 

recommendations is taken for each user in the test set which is 

further summed up and divided by the total number of users in 

the set. This metric gives preference to the position of the hit in 

the recommended list as users tend to concentrate largely at the 

beginning of the recommendation list. It should preferably be 

higher. Table IV gives the reading of ARHR for different 

datasets. 

𝐴𝑅𝐻𝑅 =  (∑ 1/𝑟𝑎𝑛𝑘[𝑖]n
i=1  ) / 𝑛 (20) 

 
TABLE IV. ARHR OBTAINED FOR THE DIFFERENT DATASETS 

Dataset S.No ARHR (%) 

1 

2 

3 

4 

100 

100 

100 

100 

 

E. USER COVERAGE 

 User Coverage (UC) is the measure of how many users 

are recommended good recommendations of items from the 

catalogue. It is calculated by sorting the top ‘k’ 

recommendations from the predicted ratings and then checking 

if the user has been recommended any item with the predicted 

rating above the set threshold for rating. The higher, the better. 

For testing the model, the threshold set was 3.5 and the average 

of the user coverage obtained from the test sets is displayed in 

Table V.  

𝑈𝐶 =  ℎ𝑖𝑡𝑠 / 𝑛  If predicted rating > threshold   (21)  

 
TABLE V. UC OBTAINED FOR THE DIFFERENT DATASETS 

Dataset S.No UC (%) 

1 

2 

3 

4 

96.67 

96.67 

100 

100 

 

VI. CONCLUSION 

With the rise of digital content distribution, people 

now have access to online platforms on an unprecedented scale. 

Therefore the crucial part of the competition for e-commerce 

platforms and media services is about how to deliver the right 

content to the right people at the right time. In the real world, 

data generated in the platforms is highly sparse which leads to 

inaccurate recommendations made to the users on 

implementing CF algorithm. The proposed recommender using 

regression for prediction and GWO of optimizing loss function 

is observed to perform well on highly sparse datasets. 

Observations were made by investigating the proposed model 

on the prominent evaluation metrics of recommenders like 

CHR, UC, ARHR and evaluation metrics for accuracy like 

RMSE and MAE. For future studies, the proposed model can 

be tested on big data and online A/B tests can be conducted for 

the proposed model to evaluate the system and the feedback of 

a user has to be taken into consideration to test the correctness 

of the model. 
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Abstract—Automatic Short Answer Grading (ASAG) has
been  an  area  of  active  research  over  the  last  decade.
Researchers  and  data  scientists  have  tried  and  proposed
various  approaches  based  on  classical  Natural  Language
Processing,  Information  Extraction,  Vectorization  of  text,
Frequency Based Techniques etc. However, a single method
appropriate  for  all  types  of  short  answers  and  thereby
acceptable  to  all  is  yet  to  be  found.  This  paper  presents
results  of  work  done  on  ASAG  using  a  Deep  Learning
approach.  The  results  show  the  effectiveness  of  word
embedding, hyperparameter tuning and activation function
selection for improved classification.

Keywords—Neural networks ; embeddings ; word2vec ;
Doc2vec ; automatic evaluation

1.   Introduction

The increasing reach of the internet has improved the
quality of living of individuals in a big way. One of the
areas having maximum impact is education. Information
and  Communication  Technology  (ICT)  has  bridged  the
gap  of  geography  and  even  time,  thereby  enabling  the
successful implementation of anytime anywhere learning.
However, for correct evaluation of learning outcome, the
assessment  methodologies  need  to  be  automated.
Increased number of enrollments for courses increase the
load  on  human  evaluators  manifold  and  it  becomes
impossible to correctly assess the learners answers.  The
problem is further compounded if the answers are in free
text, where the learner is creating his or her own natural
language expressions to present the answer. 

While evaluating a large number of free text answers
in an unbiased manner becomes difficult for the human
evaluator  owing  to  variations  in  mood,  mental  fatigue,
work load and other influences,  automating the process
has  its  own  challenges.  Natural  Language  Processing
being  computationally  heavy  and  a  complex  domain,
extracting  semantical  sense  from  the  answers  and
evaluating them with the same finesse and benevolence of
a human evaluator is a tough ask. It is for such factors that
automated evaluation has shifted towards multiple choice
type (MCQ) questions in most high stake examinations. 

While the efficacy of MCQ type lies to be debated,
text  based  answers  have  the  propensity  to  return  an
evaluation  of  the  learners  retention,  understanding  and
application skills.  Also, the text  based answers  enhance
the creativity  of  the  learner  by restricting  the  scope of
presenting their knowledge to only selection of answers
amongst some available choices. However, the aim is to
evaluate  the  knowledge  gained  and  not  testing  the
memorizing  capability  of  a  learner,so  this  scheme  of
evaluation is not appreciated much. It is for such reasons

that Automatic Short Answer Grading (ASAG) has gained
importance and is under current study.

In this paper we propose a model that considers the
fact that every student has a unique writing pattern and
evaluate on the basis of semantics of the answers. In the
method proposed in this  paper, encoding of answers is
done using an available scheme for encoding sentences to
paragraph  vectors,  efficient  enough  to  preserve  the
semantic  relation amongst  the  constituting words .Then
the encoded vectors are fed into another neural network
that actually does the grading task.

The next section of this paper shares view on related
work, using different methodologies. Section 3 sheds light
upon  some  basics  of  deep  learning  and  section  4
illustrates  its  use  on  the  proposed  work.  Section  5
mentions about the experiments performed, its result and
analysis  and  section  6  shares  the  conclusion  of  the
mentioned approach. 

   2.   Related Work

Building an automatic evaluator for short answers has
been  an  intriguing  task  for  quite  a  while. Researchers
have  adopted  various  techniques  for  accomplishing  the
task, however a common platform is yet to be achieved.
The task of evaluation of student answers started long ago
with  first  related  work  published  in  1966  by  Ellis  B.
Page[1]  which  proposed  the  idea  to  grade  essays  by
computer.

This  paper  focuses  on  evaluation  of  short  answers.
Since  the  problem  of  evaluation  of  short  answers  has
existed for long, concerning many of the researches, many
approaches  have  been  suggested  to  target  the  problem.
One such approach that has always been quite popular is
LSA[2]( Latent Semantic Analysis). LSA preserves well
the  semantic  relations  of  text  but  lacks  syntactic
relatedness.  So,  syntactically  enhanced  models  were
attempted to be built by  [3]Kanejiya, Dharmendra, Arun
Kumar, and Surendra Prasad. To enhance the performance
of the evaluator, attempts were made to combine it with
some  other  models,  [4]Lapata,  Mirella,  and  Regina
Barzilay  (in  2005)  suggested  that  LSA in  combination
with some other models can retain entity correlation and
semantic relatedness. Also, the idea of LSA being used as
corpus  based  evaluation  scheme  as  proposed  by
[5]Mohler, Michael, and Rada Mihalcea shows LSA to be
a really efficient method but with the restriction of being
domain specific and also it being effected significantly by
the corpus size.  Many other methods may not have the
advantages  that  are  possessed  by  LSA but  still  have
proven to be efficient in their own way.
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BLEU[6] (bilingual evaluation understudy) is another
method which  appeared  quite  frequently  for  evaluating
short  answers  automatically.  Despite  not  being  able  to
attain high correlation, the method was suggested to be
the  sole  technique  for  evaluation  of  short  answers  by
Pérez, Diana, Enrique Alfonseca, and Pilar Rodríguez[7].
As said,  BLEU  as a stand alone system performs well
while  LSA was  found to be  effective  for  large  corpus.
Pérez, Diana, et al.[8] proposed in their work a combined
schema  of  both  the  techniques.  However  using  both
techniques at a time can be computationally inefficient.

A concept that is found to be used along with the said
techniques is ontology. Domain ontology in combination
with LSA enhances the performance of the evaluator as
proposed  by  Devi,  M.  Syamala,  and  Himani
Mittal[9].Similarly, a work on collaborative use of BLEU
and ontology for grading short answers with considerable
result is presented by  Selvi, P., and A. K. Bnerjee[10].

Also,  many approaches  involving  NLP methods  are
administered for evaluation as task involved information
extraction and NLP has been doing good in this field[11].
Semantic  enhanced  NLP  performs  better  than  lexical
matching[12]. NLP is also used in combination with other
techniques  or  with  some  alterations,[13]Jana  and  John
used  NLP and  knowledge  representation  to  develop  a
scoring  model  for  short  content  or  can  be  based  on
particular  approach  of  NLP  like  parts  of  speech
tagging[14].

Deep Learning being a more recent technique presents
itself  as  a  bright  option  to  solve  the  problem  under
consideration.  However,  this  has  not  yet  been  much
employed in the domain of ASAG and hence this work.
This paper proposes the idea of using deep learning and
neural  networks  to  embed  the  answers  into  paragraph
vectors  and  then  to  evaluate  them  to  assign  deserving
marks  using  another  network  which  will  be  fed  with
vectors obtained from previous network.

3.   Deep learning and neural networks

Deep learning and neural networks with multiple level
of abstraction in its processing finds its wide application
in  the  area  of  text  processing  and  are  proven  to  be
considerably efficient. An artificial neuron is designed on
the  basis  of  a  biological  neuron  in  terms  of  its
functionalities  as  well  as  the  basic  structure[15].An
artificial  neural  network  is  made  up  of  numerous
interconnected  artificial  neurons  organized  in  multiple
layers each performing some computation and conveying
the computed output to the next layer.

3.1. Deep Neural Nets
A  deep  neural  network[16] is  an  artificial  neural

network which has multiple hidden layers, apart from the
input  and  output  layers.  The  essence  of  a  deep neural
network lies in its depth. A deep NN can be a significant
tool in representing complex, non-linear relationships.

3.1.1. Biological Neuron
A  biological  neuron[17] is  the  basic  building

component of the neural network in the human brain that
is responsible for  reaction to various stimuli.  There are
millions of such neurons that collectively form the super
complex  and  powerful  network.  These  neurons
communicate with each other through various electrical
and chemical signals generated. 

Each neuron mainly consists of three components: the
soma,  the  dendrites and  the  axon.  There  are  numerous
dendrites  associated  with  a  single  neuron  which  are
responsible for collecting signals from other neurons. The
signals received are then processed in the soma and then
the result,which  is  also  a  signal  is  transmitted  to  other
attached  neurons  through  the  axon.  The  neighboring
neurons are not exactly attached to the neuron, and there
exists a small gap between them called the synapse. 

 

3.1.2.Artificial Neuron
Artificial  Neurons  were  inspired  by  the  concept  of

biological  neurons.   Much like  a  biological  neuron,  an
artificial neuron   also  takes  some  input  values  and
produces an output. The output value generated decides
whether or not the neuron fires. If  x1 , x2 , x3 , …. xn are
the  inputs  provided  to  the  neuron  and  the  respective
weights associated with each input are w1 , w2 , w3 , …. wn

then the output is generated in the following manner:

i. Firstly,  the  sum  of  the  weighted  inputs  is
calculated. Let y_in be the calculated sum. Then
y_in is given by,

y_in = x1w1 + x1w2 + …… + xnwn =

∑
i=1

n

xiwi …………………...eq.(1)

ii. The output associated with the neuron, y_out is
given by,

                     y_out  = f(y_in) …………..……...eq.(2)

where f is known as the activation function since
it decides whether the neuron is activated, i.e. it
fires, or not.

iii. A  few  examples  of  activation  functions  are
identity function, step function, sigmoid function
etc.

A simple diagrammatic representation of an artificial
neuron is given in Fig2.

dendrite

axon

soma

Fig1: Biological neuron

Fig 2: Artificial neuron
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3.1.3.  Artificial Neural Network
An Artificial Neural Network or an ANN is a network

of many artificial neurons that interact with each other in
an organized way to achieve a certain goal. The neurons
in an ANN are structured into three layers,  namely the
input  layer,  the  hidden layer  and  the  output  layer.  An
ANN consists of exactly one input layer and one output
layer,  but  the  number  of  hidden  layers  may  vary
depending  upon  the  developer’s  choice.  However  it  is
always advisable to keep the number of hidden layers at
the  minimum  possible  value.  No  other  guidelines  are
available for the same. The number of nodes per layer is
also not fixed, and depends upon the developer to decide.
Keeping in mind this flexibility in choice, it is suggested
that  the  developer  of  a  system  experiment  with  small
tweaks to the model, as even a slight change may highly
affect the accuracy of the system.

In an ANN, each neuron, also known as a “node”, is
connected to other neuron in the immediate next layer by
a connection which has a weight associated with it. These
connections may either be unidirectional or bidirectional.
An ANN in which each node of a layer is connected to all
nodes  in  the  next  layer  is  known as  a  fully  connected
network.

A diagrammatic  representation  of  a  Feed  Forward
ANN with one input layer with ‘i’ nodes,one hidden layer
with ‘j’ nodes and  one  output  layer  with  two nodes  is
given in Fig 3. 

3.2 Converting Answers to Vectors
It is expected that each student will have a unique way

of  expressing  his/her  understanding  over  the  topic.
Therefore,  it  is  likely  that  student  answers  will  be
comprising  of  different  words  depending  on  their  own
preferences.  However,  neural  network  computations
cannot  be directly  carried out on words.  So,  the words
must be represented in numeric forms and these numeric
representations  are  expected  to  be  fed  into  a  neural
network so that further computations can be carried out.

Initially,an attempt was made to ascertain a function to
encode words by using product of three function values,
where first function returned the sum of 52 raised to the
power  of  numerical  value  of  the  words’ compositional
alphabets’ positional value in english alphabet series, for
example,  the  word  “rat”  ,  function  f1(say)  would  be
calculated as,

f1= 5218 + 521 + 5220     ……eq.(3)

considering that 1-26 is the positional value of a-z (in
lower case) and 27-52 is the positional value of A-Z (in
upper  case)  .  The  second function  returned  the  part  of
speech tagged value of the word, i.e., the second function
f2(say) for the same word “rat” would return,

f2= Part of speech value(“rat”) = 10   …….eq.(4) 
        

considering  value  for  noun  (here,  “rat”)  is  10  and
similarly  for  each  part  of  speech  a  unique  value  is
assigned and  the  third  function  returned  the  positional
value  of  the  word  in  the  sentence.  If  the  function  is
represented by f3,  then for the sentence “rat  is a rodent
animal”, the value returned by this function for the same
word “rat” would be,

f3 = position of(“rat”) = 1                …………...eq.(5)

as the word “rat” appears at position 1 of the sentence
and then finally applying summation function to all the
values  obtained  for  the  constituting  words  of  sentence.
However,  the  function  did  not  result  as  to  what  was
desired and thus the requirement raised to shift from this
customized embedding to some more precise scheme that
would provide a representation which could better portray
the  answers  along  with  preserving  the  relationships
between the  words.  And thus  the  idea  switched  to  use
already existing schemes for word embeddings.

3.2.1 Word Embeddings
Embeddings in neural networks have proven to be of

immense significance to meaningfully represent words in
transformed vector space with much reduced dimension.
There  are  various  models  available  implementing  word
embedding built on some underlying architectures. Some
of  such  schemes  are  Word2vec[18][19]  based  on  local
context  window,  Glove[20]  considering  global  matrix
factorization  based  on  Latent  Semantic  Analysis  and
Single  Value  Decomposition  and  many  more  each
performing notably in their own way.

3.2.1.1 Word2vec
The  model  of  Word2vec  is  based  on  two

architectures , namely, Continuous Bag of Words(CBOW)
and  Skip-gram.  The  words  in  the  answers  are  first
encoded using  one  hot  encoding  and  then  input  to  the
network.  In  the  former  mentioned  architecture,  the
context words are fed into the network and current word
is obtained as output and in the later one current word is
fed in the network and  the context is obtained as output.
The network employs one hidden layer which uses usual
summation function and the output layer that either uses
hierarchical  softmax  or  negative  sampling  as  the
activation function. After training the network, when the
weights are settled the output layer is tossed off and the
weights are retained as vector representations and thus the
number of nodes in the hidden layer is equivalent to the
vector  size  thus  obtained  and  therefore  is  the  count  of
features considered for embedding. The model is said to
preserve  semantic  relations,  analogies  and  linear
regularities  between  the  words.  Apart  from  that,  the
embedding  scheme  transforms  the  words  into  a  vector
space that is efficient enough to have words to retain the
euclidean distance as well as the cosine distance between
them.

Fig 3: Artificial Neural Network
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3.2.1.2 Doc2vec
Based  on  word2Vec,  another  model  is  available

known as Doc2Vec[21]. As the name suggests, it is very
similar to Word2Vec just that instead of word vectors this
model directly converts the  answers to paragraph vectors
and the input to this type of network is encoded word with
a  paragraph  id.  The  architectures  underlying  are
Distributed bag of words(DBOW), which is very similar
to  skip-gram  and  distributed  memory  paragraph
vector(PV-DM), which is similar to CBOW. The model
considered for embedding in this paper is Doc2vec using
the distributed memory approach.

For  fig.4,  pos  is  the  position  of  target  word  in  its
context,  n is  the size of  context  window,w(i)  is  the ith
word, w1,w2… wm are weights of m number of nodes of
hidden layer. 

4.    Proposed Work

The vectors thus obtained from the said network are
derived  and  fed  into  another  neural  network  which
performs  the  actual  evaluation  task.  Apart  from
employing another network, grading of answers was also
attempted  using  the  cosine  similarity  between  the
answers. Although the results obtained were not poor but
this approach would be highly rigid to the training set of
answers. For instance, if  the training set would consist of
answers having low marks or very high marks and if an
average  answer  would  arrive  for  testing,  then  the
similarity would be found with either the higher marked
or  lower  marked  answer,  awarding  exact  high  or  low
mark respectively. And thus, this is not expected to be a
fruitful  way  of  evaluation.  So,  it  is  preferred  to  use
another network to do the evaluation.

In this paper, the model uses the dataset consisting of
a question , a model answer , sample answers and their
respective  human  evaluator  given  scores  or  the  actual
scores.  The  question,  model  answers  ,  sample  answers
and actual  scores  were  stored  in  a  file  and  the  sample

answers and actual scores were read when needed in the
program.  The  sample  answers  read  were  stored  in
(key , value ) pairs in the form of dictionary, where the
key represents  the  answer  and  the  value is  the
corresponding score of  the answer given by the human
evaluator. There were a total of 30 answers from which 22
were used for training the model and 8 answers were used
for testing the model. The training answers and the testing
answers  were   first  converted  to  vector  forms  using
Doc2Vec  as  previously  said  and  two  models  were
generated . In another neural model, these vectors of the
answers  were fed to  the neural  network and automated
scores were generated. The model trained by comparing
the automated and the actual score and trying to minimize
the difference between them. Hence, the model generated
automated scores for the sample answers. The model was
then  trained  on  8  answers  of  the  dataset  as  mentioned
before.  Training set  consisted  of  73.33% of  the  dataset
and testing set consisted of 26.67%. 

The model  created  is  Keras  sequential  model  .  The
sequential[22] model consists of many layers arranged in
a linear fashion. In our model , there are four layers and
ReLU, that is rectified linear unit is used as an activation
function  in  the  first  layer,  as  it  cannot  be  used  in  the
output layer. The Softmax activation function is used in
the last layer,  that is the output layer and is considered
best for multi-classification problems . It gives the output
in the form of probabilities whose sum would be equal to
one .The activation functions are used to get the sum of
the weighted values from the nodes and convert them for
the activation of  next layer  .  The ReLu activation used
gives  same value  for  the  positive weights  and  zero for
weights less than zero . As already said,  we cannot use
ReLu for output layers as it is considered best to be used
as the default activation in the beginning . 

The  loss  function[23] used  is
‘sparse_categorical_crossentropy’  .The  cross  entropy
gives the values in between 0 and 1 as the output in the
probability form. The loss function is used to calculate the
model  error  .  Cross  Entropy  measures  the  difference
between the two probabilities,  that is  the estimated and
the  predicted  values.  The  loss  function  value  is  to  be
minimized to get a better model.

The  models  used  different  number  of  nodes  in
different  layers.  The  output  changes  according  the  the
number of  nodes .  The models need to know the input
value  ,  here   the  vector  size  is  taken  in  the  first  layer
called the input layer as the input value. 

5.   Experimentation and Results

In Table 1, observations are noted with different 
number of nodes in input layer, output layer and hidden 
layers and it can be seen that how tweaking the number 
of nodes in each layer will affect the output accuracy of 
the model. It was further observed that keeping the 
shape of the model such that number of nodes first 
increased then decreased  gave better results.

Fig 4: CBOW
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Table 1 : Observations noted according to number
of nodes in different layers   

INPUT
LAYER

HIDDEN
LAYER 
1

HIDDEN
LAYER
2

OUTPUT
LAYER

OBSERVED
ACCURACY
(IN %)

35 35 23 11 37.5

35 23 19 11 62.5

50 43 21 11 75

35 29 25 21 25

50 37 29 21 62.5

10 15 17 21 25

10 12 19 21 12.5

10 16 16 21 37.5

9 10 10 11 12.5

9 10 11 11 25

35 42 37 11 50

35 39 23 11 87.5

50 62 47 11 75

35 42 30 21 25

50 57 39 21 62.5

Table 2 : score comparison of the best 
observation value:-

ACTUAL
SCORE

AUTOMATED
SCORE

4.5 4

4 4

3.5 5

5 5

4.5 4

4.5 4

5 5

4.5 4

6.   Conclusion

This paper proposes an idea to evaluate short answers
using  neural  networks.  Initially,  to  embed  the  free-text
answers into appropriate vector representations, Doc2vec
is  used  with  underlying  architecture  of  PV-DM.  This
architecture  is  highly  analogous  to  the  CBOW
architecture.  Therefore,  the  vector  representations  of
answers used in this model is quite efficient as Doc2vec
not  only  converts  the  answers  to  vectors  but  also
preserves the semantic relationships. The answer vectors
thus obtained, when fed into another neural network, with
tuning  of  the  hyper  parameters  would  award  scores  to
student  answers  automatically  with  appreciable  results.
Thus,  it  can  be  deduced  that  even  without  complex
algorithms or  facing  computational  overheads,  a  model
can be designed using neural networks which with proper
hyperparameter  tuning  can  result  in  an  accuracy  of
87.5%  .  With  more  exploration  and   refinements  the
model can be improved for even better results . 
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 Abstract - Inter-satellite Wireless Communication is the latter 

day technology in which communication can be done between two 

satellites. This paper reports the performance of Wavelength 

Division Multiplexing (WDM) using Chirped modulation 

technique, CSRZ modulation technique and Alternate chirped 

NRZ modulation technique. The total number of channels used 

are 32 with different bit rates of 15 Gbps, 20 Gbps and 42 Gbps 

with OWC range of 750nm. The main concept of the system is to 

achieve high Quality factor and minimum Bit error rate. From 

the observations it has been concluded that Chirped modulation 

technique shows maximum Quality factor with minimum Bit 

error rate at 15 Gbps and Alternate chirped NRZ modulation 

technique shows good results at 20 Gbps and 42 Gbps as 

compared to CSRZ modulation technique. 

 Keywords-Inter-satellite link, WDM, Chirped modulation, 

ALCNRZ, CSRZ. 

 

I. INTRODUCTION 

   Inter satellite optical wireless communication links are 

having momentous role in interchanging of information 

between satellites. Due to turbulences and pointing errors, 

FSO systems are less frequently used for the transmission of 

data and signals.  For exchanging of information or data 

between two satellites Inter satellite link One satellite connect 

with another satellite through this link as whether the satellite 

is in same orbit or in the another orbit. Data can send with the 

speed of light. Is-OWC system also has lot of advantages as 

there is no license required for such a communication system 

less cost is involved for designing, small and lightweight 

components required, less power consumption, can handle 

huge bandwidth and so on. These links shows a good 

performance in ultraviolet and infrared bands. Continuous 

Wave Laser is used as a source of light in inter satellite optical 

wireless links and due to its high reliability and high speed of 

operation it can operate at higher transmission bit rates. In 

order to enhance the system performance latest modulation 

techniques can be used which also help to increase the system 

efficiency as well as reduce delays. Wavelength Division 

Multiplexing is a technology in which number of optical 

carriers gets multiplex on a single optical fiber by using 

different wavelengths. Wavelength Division Multiplexing 

(WDM) technique is used to produce a system with higher 

data bit rate. WDM multiplexing technique is used to obtain 

flexibility in Is-OWC system. Is-OWC system is used for earth 

tracking mission, deep space optical communication is 

possible, and communication between two satellites is possible 

through this link. Considering the fact that space being 

vacuum, chances of distortion of the signal is reduced. Due to 

misalignments and vibrations, errors such as the pointing error 

arise in the tracking system of the satellite. In order to reduce 

the pointing errors and overcome nonlinear effects, a suitable 

combination of various modulation and multiplexing schemes 

are used. Important parameters used in Is-OWC system are: 

Quality factor, Bandwidth, Bit error rate, Power etc. Quality- 

factor provides a description of an output signal. It is a 

dimensionless positive value which indicates the quality of 

signal. Bandwidth plays an important role in Is-OWC system 

as wider the bandwidth more amounts of data can flow with 

less number of collisions which produces a high Quality-

factor. Bit error rate defines a number of errors received by 

total number of transmitted bits.  As distance increases 

transmission losses increases. So in order to decrease noise 

level, the rate of transmission power has to increase. 

The paper is organized in five sections. The basic introduction 

of Is-OWC system is described in section I. The System 

description of Is-OWC system is provided in section II. 

Results and discussion is explained in section III. Conclusion 

is discussed in section IV and finally Future scope is discussed 

in section V. 

II. SYSTEM DESCRIPTION 

The design model of the simple Is-OWC system is shown in 

the fig.II (a). In the system there are two satellites the 

transmitter being in the first satellite and receiver in the second 

satellite. In between two satellites the OWC channel can be 

considered as propagation medium. The electrical and optical 

signal in the first satellite is modulated and is passed on 

towards the OWC. Satellite second helps to amplify the low 

and weak signal so that it can travel to long distance. 

Fig.II (a) Simple Is-OWC system 
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The system using Wavelength Division Multiplexing 

technique with different modern modulation schemes namely 

Chirped, CSRZ and Alternate Chirped NRZ is simulated and 

analysed in this paper using  Optisystem 15 software. 32 

channels operating at bit rates of 15 Gbps, 20 Gbps and 42 

Gbps are multiplexed together and the signal is passed towards 

the OWC channel having a distance of 2840 km. 

Demultiplexer helps to demux the 32 channels and pass the 

signal to receiver side which will regenerate the signal and 

amplify it. Fig.II (b) shows the block diagram of the Chirped 

modulation technique. It is considered as a highly preferred 

modulation technique in which frequency increases or 

decreases with time. The chirped rate is defined as a rate at 

which frequency changes. The chirp with positive rate is 

defined by one bit period whereas with negative rate it is 

defined as zero bit periods. Its function is to enhance high 

immunity to interference, contains high spectral efficiency. 

The Chirped modulation along with RZ Pulse generator 

produces high quality factor and shows better performance for 

long distance transmission in Is-OWC system.   It consists of 

pseudo random bit sequence generator followed by RZ pulse 

generator that passes its signal through the fork 1*2. The 

Continuous Wave laser produces an optical input which passes 

through the LiNb Mach Zehnder Modulator. LiNB MZM 

controls the amplitude of an optical signal and resulting in an 

output that can be obtained from the optical spectrum analyser. 

The frequency taken here is 193.1 THz and the extinction ratio 

taken is 20 dbm. Fig.II (c) shows output of the chirped 

transmitter. 

     Fig. II (b) Block diagram of Chirped modulation technique 

Fig. II (c) Optical spectrum analyser of Chirped modulation technique 

Fig.II (d) shows the block diagram of the CSRZ modulation 

technique block diagram in which modulation takes place in 

two stages. CSRZ modulation technique has 180
0
  

 
phase shift 

between adjacent bits and also highly immune to cross phase 

modulation and Self phase modulation. As from the name it 

indicates that the Carrier signal is suppressed in it. The main 

motive of using this modulation technique is to reduce 

nonlinear tolerances in the channels and improvement in the 

spectral efficiency in high bit rate system. CSRZ modulation 

technique has no carrier components because during phase 

alternation, in the optical domain it produces no DC 

components. In first Mach Zehnder Modulator, intensity 

modulation is carried out whereas in second Mach Zender 

Modulator, a sinusoidal signal having frequency equal to half 

of the bit rate of the original bit sequence and due to this half  

of the bit rate, the bits 1s have positive sign and rest others 

have negative sign. Output of CSRZ modulation technique is 

shown in Fig.II (e). 

Fig. II (d) Block diagram of CSRZ modulation technique 

Fig. II (e) Optical spectrum analyser of CSRZ technique 

Fig.II (f) shows the block diagram of the Alternate Chirped 

NRZ modulation technique. The pre-chirping of an optical 

pulse at the transmitter part makes the better transmission 

performance of the system but this results in the broadening of 

the signal spectrum. This implementation of pre-chirping can 

be realized by using either passive components like optical 
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fiber, fiber piece or by using active components for example 

Phase Modulator Or Mach- Zehnder Modulator.  Thus this 

method of pre-chirping has to be chosen very carefully. 

Alternate Chirped NRZ is considered as an advanced 

modulation technique as it shows an improvement in the 

performance of the system as well as helps to increase the 

efficiency of the system. It also improves nonlinear tolerances 

due to which error like pointing errors arises which degrades 

the system performance. Alternate chirped NRZ helps the 

system to enhance its transmission length and also it is useful 

because of its simple design. The main target of using 

Alternate chirped NRZ is to enable a high speed optical 

transmission over long haul distances. Fig.II (g) shows output 

of Alternate chirped NRZ modulation technique. 

Fig. II (f) Block diagram of Alternate chirped NRZ modulation technique 

 

                       
Fig. II (g) Optical spectrum analyser of Alternate chirped NRZ modulation 

technique 

III. RESULTS AND DISCUSSION 

The following are the eye diagrams of Chirped, CSRZ and 

Alternate chirped NRZ modulation techniques at the bit rate of 

15Gbps. 

                         
Fig.III (a) Eye diagram of Chirped modulation at 15 Gbps 

                         
Fig.III (b) Eye diagram of CSRZ modulation at 15 Gbps 

 

Fig.III (c) Eye diagram of ALCNRZ modulation at 15 Gbps 
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In this section, the results from simulation of proposed WDM 

based Is-OWC system are presented and discussed. In Fig.III 

(a,b,c), from an eye diagrams, it is observed that Chirped 

modulation technique shows a higher Quality factor , larger 

eye opening, greater eye height as well as greater eye width 

which indicates  less distortion of the signal. 

Fig.III (d) Eye diagram of Chirped modulation at 20 Gbps 

             
Fig.III (e) Eye diagram of CSRZ modulation at 20 Gbps 

Fig.III (f) Eye diagram of ALCNRZ modulation at 20 Gbps 

Fig.III(d,e,f) shows an eye diagrams  at bit rate of 20 Gbps  

and out of the three modulation techniques, Alternate Chirped 

NRZ  modulation technique shows a minimum error  with a 

recorded Quality factor of 13.0075 which indicates a lesser 

distortion in the signal as compared to the other two 

modulation techniques. 

Fig.III (g) Eye diagram of chirped modulation at 42 Gbps 

           
Fig.III (h) Eye diagram of CSRZ modulation at 42 Gbps 

       
Fig.III (i) Eye diagram of ALCNRZ modulation at 42 Gbps 
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Fig.III(g,h,i) shows eye diagrams of Chirped, CSRZ and 

Alternate Chirped NRZ at 42Gbps in which signal Quality 

degrades as the bit rate goes higher from 20Gbps to 42Gbps. 

Table 1 Simulation parameters for the proposed ISOWC system 

Parameters used Values 

 

Bit rates (Gbps) 

 

15, 20, 42 

 

OWC range (nm) 

 

750 

 

No. of samples 

 

4096 

 

Distance (km) 

 

2840 

 

EDFA gain (dbm) 

 

43 

 

Channels used 

 

32 

 

CW laser frequency (THz) 

 

193.1 

 

Extinction ratio (db) 

 

20 

 

Power (dbm) 

 

30 

 

From this section it’s clear that out of three modulation 

techniques namely Chirped, CSRZ and ALCNRZ, Chirped 

modulation shows maximum Quality factor of 25.9058 with 

minimum BER of 2.75641e-148 at 15 Gbps .Alternate Chirped 

NRZ shows best performance at 20 Gbps with Quality factor 

of 13.0075 and BER of 5.36441e-039 whereas at 42 Gbps 

again Alternate chirped NRZ shows comparatively better 

results with Quality factor of 1.62723 and BER of 0.0460834. 

Following are the points which help to achieve high Quality 

factor and minimum Bit error rate 

1. EDFA Black box amplifier helps to improve the 

quality factor of signal. 

2. Large WDM bandwidth also improves the signal 

quality as it reduces the collisions between signals. 

3. By increasing CW laser power signal strength 

increases and it can travel long distance range. 

 

 

 

 

Table 2 shows the comparison of the results for three different modulation 

techniques used. 

 

IV. CONCLUSION 

From the results and discussion it has been concluded that 

after comparison between three different modulation 

techniques having bit rates of 15Gbps, 20Gbps and 42Gbps, 

Chirped modulation technique shows maximum Q- factor and 

minimum Bit error rate at 15 Gbps. At 20 Gbps ALCNRZ 

shows maximum Quality factor with minimum Bit error rate. 

Whereas at 42 Gbps again ALCNRZ shows better results as 

compared to other two modulation techniques. From results it 

has been also concluded that  Quality factor decreases as the 

bit rate and distance increases between two satellites. BER 

increases with the increase of bit rate and distance between 

two satellites. Signal with lower bit rate cover long range 

transmission without much distortion. 

V. FUTURE SCOPE 

 

1. Development of Inter-satellite optical network 

protocol which is used to provide access internet. 

2. Transmission of data or information for satellite 

observation. 

3. Communication between satellite clusters. 

4. Path prediction model for Is-OWC system. 

5. Theoretically advantages of using optical link over 

RF link have been mentioned in various papers and 

Books but the performance analysis in terms of QOS 

has not been done. So it can be considered in future 

work. 
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Abstract— This paper presents a new development in recent 

machine learning model, a particle swarm optimization (PSO) 

based Emotional neural network (PSO-EmNN), for daily rainfall-

runoff modeling of catchment Seaton at Trebrownbridge, 

Cornwall, United Kingdom. The EmNN is inspired by 

neurophysiological information of brain which simulates 

emotions as additional parameters with conventional weights and 

biases to improve the networks learning ability. The PSO is used 

for tuning the parameter set of EmNN to get optimal values of 

parameters. The performance of the developed model is validated 

through RR modeling. Further a PSO based artificial neural 

network (PSO-ANN) is used to compare the efficiency of the 

proposed approach. The result demonstrates the superiority of 

the PSO-EmNN over the PSO-ANN in terms of prediction 

accuracy. 

Keywords— Rainfall-runoff modeling; data-driven model; 

particle swarm optimization 

I. INTRODUCTION 

Rainfall-runoff (R-R) is a intricate process in the earth’s 
surface. Reliable and accurate assessment of runoff is 
important for water resources planning to design urban sewer 
system, flood risk management plan, etc. R-R models are 
classified as three categories, (i) data-driven model, (ii) 
conceptual model, (iii) physical law based model [1]. The 
implementation of physical models and conceptual models 
requires several environmental parameters and knowledge of 
the hydrological system. Recently, data-driven models are 
gaining their popularity because of its ability to handle the non-
linear relationship of the generated hydrological data set. These 
types of models map the input to output data without requiring 
the knowledge of the hydrological system. When the accurate 
prediction is much more important rather than the laws of 
physics, the data-driven models are considered as the best 
alternative R-R modeling practice. Current studies show that 
classical models, for example auto-regressive integrated 
moving average, may not capture significantly the non-linear 
nature of hydrological processes. Authors of [2] have shown 
that data-driven models can give similar or better result 
compare to theory-driven models. The artificial neural 
networks (ANNs) are the most widely used black box R-R 
models [3, 4]. But due to gradient based learning ANN may not 
perform significantly to predict river flow. Currently, 
hybridization of ANN with metaheuristic algorithm enhances 

the learning ability of the neural system and overcome from the 
longer time network training, overfitting and local minima 
stagnation problem. Several studies show that the antecedent 
variable for R-R modeling are considered as only rainfall or 
rainfall and runoff or temperature, evaporation, 
evapotranspiration in addition to rainfall/runoff [5-7] 

This paper considers a new category of ANN called 
emotional neural network (EmNN) [8]. The EmNN was 
developed for pattern recognition, clustering, and prediction 
task. Nourani [9] presented the first hydrological 
implementation of EmNN in R-R modeling and showed that 
EmNN has better capability to predict peak flow as compared 
to ANN. The EmNNs have been successfully used for learning 
complex systems [10, 11] and in several prediction based 
applications [12]. They are classified as brain emotional 
learning (BEL)-based neural networks [13-15] and emotional 
back propagation (EmBP)-based neural networks [16, 17]. 
Where the BEL networks closely represent the human 
emotions and show an efficient learner than the EmBP 
networks. This paper uses BEL networks for R-R modeling. 
BEL networks were created from the structural computational 
model of emotional brain (EB) [8] and applied successfully in 
various application domains [12, 18, 19].  Authors of this paper 
use the PSO to learn EmNN and applied in RR modeling. The 
result of the proposed approach shows the better capability to 
predict river flow compared to the PSO-ANN. 

This paper is organised as follows; Section II presents used 
data for this study. Section III describes basic framework of 
EmNN and proposed PSO-EmNN. Results are presented in 
section IV. Section V presents conclusion of this study.  

II. DATA USED 

The catchment of the United Kingdom (UK) from one 

hydrometric area 48 is used to access dataset and downloaded 

from the national river flow archive (NRFA) website 

(https://nrfa.ceh.ac.uk/data/search)[20]. Fig. 1 shows the 

region of the catchment. The daily rainfall and runoff dataset 

from the Seaton at Trebrownbridge catchment are utilized for 

river discharge forecast. 
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Fig. 1: Catchment Seaton at Trebrownbridge 

 

The river Seaton at Trebrownbridge catchment (Fig. 1) 

increases on the Caradon Hill. The extension of the catchment 

is linear (no tributaries). It has negligible disturbance with the 

natural flow regime. The catchment extent is 39.1 km2. The 

gauge level is at 26.6 m AOD. The highest flow was 13.2 

(m3/s). The catchments data in between 2010 to 2015 is 

utilized for model run. 

The accumulated rainfall rate was taken from the center for 

ecology and hydrology-gridded estimates of areal rainfall 

(1km resolution) [21] which is scaled to mm per day. 

III. PROPOSED WORK 

A. Emotional Neural Network 

The main findings of EB have been stated in [22-24] by 

LeDoux. The EB has the shortest path to make a quick 

response to the input. Such faster response motivated the 

researchers to design a model of EB and applied the model in 

several engineering application. The structural model of EB is 

based on the lymbic system (LS) theory of emotion [25, 26]. 

Figure 2 shows the anatomical model of emotion. In EB, there 

are two kinds of responses for amygdala (AMYG) component, 

 

 
Fig. 2: Anatomical model of EB 

one follows the shortest path from thalamus which is faster 

and imprecise, where the second follows the longest path 

through sensory cortex (SC) which is slower and precise (Fig. 

2). AMYG can provide a quick response based on these paths. 

The orbitofrontal cortex (OFC) and AMYG interaction control 

the imprecise information. Where the OFC manages the 

decision making process under uncertain environment and 

estimates uncertainty [27, 28]. Overall the utility of EB is to 

provide a quick imprecise response under the uncertain and 

unpredictable situation. 

 

B. A practical EmNN 

The BEL-based EmNN [26] is shown in Fig. 3 which is based 

on the OFC-AMYG interactions. Where, each of the 

subsystems related to input dimension. Figure 3 shows the 

shortest path and the longest path of input flow to the AMYG 

subsystem. The OFC receives input from AMYG to prevent 

the final output. 

 

 
Fig. 3: An EANN based on the OFC-AMYG interconnection 

The input pattern is illustrated as {p1, p2..., pn, pn+1} which are 

used for feed forward computation. The target value is used 

for the backward learning process of the model. 

The input patterns enter to the thalamus and then forwarded to 

the SC. The two input patterns are received by AMYG. They 

are p1, p2..., pn from SC and an imprecise input pn+1 from 

thalamus. The calculation of input pn+1 is formulated by Eq. 1. 

The related weight of imprecise input is vn+1. The max 

operator defines the uncertain information. 

 ( )1 1..nmaxn i iP p+ ==
 

(1) 

The OFC acquires the input pattern from SC. The final output 

is formulated by Eq. 2. 

 
A OE E E= −

 
(2) 

Where, EA and EO specify the outputs of AMYG (Eq. 3) and 

OFC (Eq. 4) respectively. 
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Where vi and wi are the weights of the AMYG and OFC 

respectively, bO is the OFC bias and pi is the input pattern. In 

the final output (Eq. 2) OFC output inhibits the EMYG output 

(EA). 

 

C. The proposed PSO-based EmNN 

The PSO is used to train the EmNN network by tuning the 

parameters of EmNN. PSO is a popularly used metaheuristic 

algorithm for optimization task [29]. PSO minimizes the 

fitness score (objective function) of particles in order to find 
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the best solution to the problem domain. Here the particles are 

represented as follows; 

 

 
1 2 1 1 2[ , ,.., v , , , ,.., , ]k n n n OParticle v v v w w w b+=

 
(5) 

If the number of inputs is n then the number of features in a 

particle is 2n+2. The output of the model is calculated by Eq. 

2 with the jth input pattern and assigned weights of kth particle. 

The fitness function of a particle is calculated as: 
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(6) 

Where Oj is the output of the jth input pattern and the related 

target is Tj. m is the total number of samples. The process 

flowchart of the proposed PSO-based EmNN is shown in Fig. 

4. 

 
Fig. 4: Process flowchart of PSO-based EmNN 

IV. RESULT ANALYSIS 

The rainfall and discharge data of the catchment are 

considered as input to the proposed PSO-based EmNN model 

to predict next-day discharge. Based on the best performance 

of models [9], the 2 days lag of runoff value, and current day 

runoff and rainfall data are considered as the input for the 

proposed model. The PSO-ANN is used to compare with the 

proposed model. The catchment’s data in between 2010-2015 

is bifurcated as 70% training and 30% testing dataset. 

To learn PSO-EmNN model, PSO parameters are initialized 

as: (i) c1=1, (ii) c2=2, (iii) w=0.7, and (iv) wdamp = 0.9. The 

number of populations is 30. The minimum and maximum 

values of particle features are considered as -5 and 5 

respectively. 

 

Fig. 5: Predicted vs. observed discharge in test 

period 

The training dataset is used to learn the proposed model. PSO 

is used to tune 2n+2 number of EmNN model parameters. 

Where n is the number of inputs. After 50 numbers of run of 

PSO with EmNN generations, the lowest fitness valued 

particle is selected to fit the EmNN model. Thereafter, the test 

data set is used to predict the unknown one-day-ahead 

discharge. 

 
Fig. 6: Scatter plot for test dataset 

Figure 5 shows the test case of PSO-ANN and PSO-EmNN. 

The proposed model shows better prediction capability 

compare to PSO-ANN. The scatter plot (Fig. 6) shows that the 

observed vs. predicted points are closer to the regression line 

of PSO-EmNN compare to observed vs. predicted points of 

regression line for PSO-ANN. Table 1 described the four 

performance measure metrics including r, MAE, NSE, and 

RMSE values of both models. From the Table 1, it is evident 

that proposed model has better prediction capability compare 

to PSO-ANN model in R-R modeling. Statistical comparison 

of training and testing phase with prediction of both models 

show PSO-EmNN is the most realistic model compare to 

PSO-ANN (Fig.7). 
 

       Table 1: The performance measure matric values of models 

Model R MAE NSE RMSE 

PSO-ANN (train) 

 

PSO-ANN (test) 

0.907 

 

0.911 

0.201 

 

0.176 

0.819 

 

0.8 

0.462 

 

0.399 

PSO-EmNN (train) 

 

PSO-EmNN (test) 

0.936 

 

0.964 

0.132 

 

0.106 

0.876 

 

0.929 

0.383 

 

0.238 
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(a) 

 
(b) 

Fig. 7: The statistical comparison of predictions for both models in (a) training 

(b) testing phase 

V. CONCLUSION 

This paper developed a new PSO-based EmNN model and 
applied in R-R modeling in a catchment. The proposed model 
is compared with the PSO-based ANN model. The various 
performance metrics described the superiority of the PSO-
EmNN compare to PSO-ANN. Therefore, it is a better 
alternative data-driven model for hydrological modeling and 
can be used in other engineering application area. Further, data 
from the other catchment should be used to validate the 
performance of the proposed model. Moreover, in future 
various hydrological models can be considered to compare 
with the performance of the proposed model in R-R modeling.  
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Abstract—Digital filterbanks in hearing aids employ an 

array of filters to selectively amplify sound of different 

frequencies to compensate hearing loss. The use of filterbanks 

leads to a higher usage of silicon area as there are many filters, 

each generating a sub-band. Reconfigurable warped digital 

filter is a Variable Digital Filter (VDF) that can be reconfigured 

to function as a low-pass, band-pass or high-pass filter with cut-

off frequencies that can be varied on-the-go. We propose a 

system with reconfigurable warped VDF that uses a single 

prototype filter for generating all the necessary sub-bands. The 

proposed system automates the generation of the control signals 

for reconfiguring the filter and pipelines the processing of each 

sub-band to generate the requisite magnitude response. The 

proposed architecture is designed to achieve good audiogram 

matching with minimum matching error. 

Keywords—digital hearing aid, variable digital filter, 

reconfigurable filter, audiogram matching. 

I. INTRODUCTION 

A Hearing aid is an electroacoustic device for 
compensating hearing loss. Hearing loss, as defined by the 
World Health Organisation (WHO), is the inability to hear 25 
dB of sound in, at least one, ear. The WHO categorizes 
hearing loss as mild (25 to 40dB), moderate (41 to 60dB) and 
severe (60dB and greater) [1]. The increase in the hearing 
threshold caused due to hearing loss is not uniform over the 
range of audible frequencies i.e., there is low hearing 
sensitivity at certain frequencies. The hearing aid is used to 
selectively amplify the range of frequencies of sound at which 
a person experiences low sensitivity. An audiogram is a graph 
which gives a detailed description of a person’s hearing 
threshold as a function of frequency. Audiograms are unique 
to the ears of every person; therefore, digital hearing aids are 
designed in such a way that it should be able to match any 
audiogram. Digital hearing aids make use of digital filterbanks 
to adjust the magnitude response for different frequencies of 
incoming sound signal such that it matches one’s audiogram 
with minimum error.  

Digital filterbank is an array filters that split the input 
signal into multiple sub-bands. Filterbanks used in digital 
hearing aids have three main components – the analysis block, 
the processing block and the synthesis block [2]. The analysis 
block splits the signal into multiple sub-bands. The processing 
block amplifies each of these sub-bands appropriately and the 
synthesis block combines all the processed sub-bands to 

generate the required output signal. A different filter is used to 
generate each sub-band in the filterbank, which translates to 
larger silicon area when implemented. A non-uniform 
filterbank, that generates sub-bands with varying bandwidths 
and centre frequencies, outperforms uniform filterbanks in 
terms of matching error and flexibility [3].  

The objective of the proposed design is to use a single filter 
instead of a filterbank, which can be reconfigured without the 
need to update the structure or the filter coefficients, to 
generate-process-synthesize audio signals. To achieve the said 
objective, the reconfigurable warped digital FIR filter 
designed by Sumit J. Darak et al. in [5] is made use of in the 
proposed architecture. The filter design proposed in [5] has the 
capability of being reconfigured to function as low-pass, band-
pass and high-pass filter on-the-go, along with fine control 
over cut-off frequency for low-pass and high-pass, and centre 
frequency and bandwidth for band-pass modes of operation. 
In this paper, an architecture is proposed that makes use of the 
reconfigurable warped digital FIR filter, designed in [5], along 
with the supporting control system to generate various sub-
bands for the application of digital hearing aid. The proposed 
architecture is capable of generating requisite sub-bands by an 
automated process that applies minimal changes to the control 
parameters of the reconfigurable warped filter. The system 
processes the sub-bands and synthesizes the processed output 
to match audiograms in digital hearing aids. The proposed 
architecture inherently saves silicon area because a single 
filter is used to generate all the required sub-bands at no cost 
of reduced audiogram matching. The proposed architecture is 
designed to function like a non-uniform filterbank with 
comparable audiogram matching capability. 

The paper is organized as follows. A survey on the existing 
filterbanks is presented in Section II. A review on the existing 
reconfigurable warped filter is given in Section III. The 
proposed system architecture is presented in Section IV. In 
Section V, the implementation and the results are presented. 
Finally, the paper is concluded in Section VI. 

II. LITERATURE SURVEY 

Various designs of non-uniform filterbanks have been 
researched recently where Variable Digital Filters (VDFs) are 
used for sub-band generation. VDFs are filters whose cut-off 
frequency fc can be changed on-the-fly [4]. Reconfigurable 
filters are filters whose mode of output responses (lowpass, 
highpass, band-pass and band-stop) can be changed on-the-fly 
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[5]. A number of different approaches to VDF design are 
available. They include transformation approaches [6], 
Farrow structure-based approaches [7] – [9], and frequency 
response masking-based approach [10]. It would be beneficial 
to design a filter structure with a smaller number of bands and 
which can be reconfigured with minimum change in 
parameters. In [11], adaptive filters, which are warped filters, 
are designed using reduced second-order transformation and 
they provide fixed-bandwidth bandpass responses at an 
arbitrary centre frequency. However, if the bandwidth needs 
to be changed, the filter coefficients will need to be updated, 
which will incur a large number of memory read and write 
operations. In [12], a coefficient decimation (CDM) technique 
for realizing low-complexity VDFs with fixed coefficients is 
proposed. However, filters designed using this technique can 
only adopt a finite set of cut-off frequencies. In [5], a low-
complexity reconfigurable VDF implementation by 
combining warped filters (using all-pass transform) along 
with CDM-II technique is proposed to achieve fine control of 
cut-off frequency over the entire Nyquist band for all 4 modes 
filter responses. 

III. RECONFIGURABLE WARPED VDF 

The reconfigurable warped VDF is proposed by Sumit J. 
Darak et al in [5]. The architecture provides variable low-pass 
and high-pass responses with a fine control over the cut-off 
frequency and variable bandwidth bandpass or bandstop 
responses at a tuneable centre frequency on-the-fly without 
the need to update the filter coefficients. The reconfigurable 
warped VDF filter architecture is shown in Fig 1 borrowed 
from [5]. The all pass structure is shown in Fig 2, borrowed 
from [5]. In this architecture, a low-pass prototype filter with 
fixed coefficients is used. The fixed-bandwidth 
bandpass/bandstop responses at an arbitrary centre frequency 
are obtained using reduced second order all-pass 
transformation, and the CDM technique is used to change the 
bandwidth. 

When an all-pass structure is used in the place of a unit 
delay, warping occurs which can be mathematically described 
as follows, 

   𝐺(𝑧) = 𝐻(𝐴(𝑧))   (1) 

Where, 

   𝐴(𝑧) = (
−α+𝑧−1

1− α𝑧−1)   (2) 

In this structure the filter coefficients are fixed. Here, α is 
the warping coefficient which controls the warped frequency 
response and |α| should be less than 1. The range of values of 

α from -1 to 0 increases the cut-off frequency while the range 
0 to +1 decreases the cut-off frequency. At the value 0 of α, 
the cut-off frequency remains at the same value as that of the 
prototype filter. Coefficient Decimation (CDM) is 
implemented using the multiplexers controlled by signal 
sel_M. The actual multiplexer select line values are stored in 
lookup tables (LUTs) for each M, where M is the decimation 
factor, while sel_M provides the address for LUTs. The output 
of the previous coefficient’s adder, which bypasses the present 
coefficient’s operations, is connected to the 0th data-line of 
the multiplexer and the output of the present coefficient’s 
adder is connected to the 1st data-line. The select signals, 
sel_f1 and sel_f2, to the two multiplexers after the all-pass 
structure decide the type of all-pass transform that is applied 
and thus the output response, i.e., low-pass, high-pass, band-
pass, and band-stop responses with values {1,1}, {0,1}, {0,0}, 
and{1,0} respectively.  

IV. PROPOSED SYSTEM ARCHITECTURE 

The proposed architecture makes use of the reconfigurable 
warped filter proposed in [5] by building the necessary control 
system around the filter. The filter is reconfigured and reused 
to process the same input multiple times to generate and 
process each sub-band. This requires memory blocks on either 
side of the filter to store the input signal and intermediate 
output signals i.e., sub-bands. Then, the intermediate filter 
outputs are added together to generate the final output. The 
reconfigurable filter is operating at a higher rate to process all 
the required sub-bands, necessitating the use of memory block 
at the output for rate conversion. 

The architecture is composed of 3 basic blocks – input 
memory block, reconfigurable filter block and synthesis 
block, shown in Fig 3. The memory block stores the incoming 
signal. The filter processes a data-block of l data elements in 
one configuration. The same data-block of l data elements is 

Figure 1. Reconfigurable Warped VDF [5] 

Figure 2. First order all-pass structure [5] 
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processed again in the next configuration. The output of the 
filter for each configuration is temporarily stored. At the end 
of N configurations, all the filter outputs for each 
configuration are added and the final output is stored. The 
stored final output is then read at the requisite rate, while at 
the same time, the filter starts working on the second data-
block. 

A. Input Memory Block 

The incoming signal is stored in a RAM. The write address 
is generated by a counter counting from 0 to 2l – 1 at a lower 
rate. The read address is generated by either of 2 enabled 
counters, one that counts from 0 to l – 1 and the other that 
counts from l to 2l – 1, both at a rate of N times higher than 
the input datarate. Either one of the counters are enabled at 
any given time. The addresses 0 to l – 1 hold the odd indexed 
data-blocks while the addresses l to 2l – 1 hold the even 
indexed data-blocks. Once a data-block is processed, it can be 
overwritten. Fig 5 shows the input memory block for N = 5 
and l = 40000. 

B. Reconfigurable Filter Block 

 The data read from the input memory block enters the 
reconfigurable filter block. For N configurations, N values of 
α, sel_f1, sel_f2, sel_M are precomputed and stored in 
memories. Additionally, the gain values for each of the N 
configurations are also stored. All the control signal values for 
each configuration are stored in identical memory locations. 
Therefore, a single counter counting from 0 to N – 1 
incrementing at a rate of  (N × Input datarate)/l, can generate 
the addresses for all the stored control signal values. An 
increment in the counter changes the control signal values 
entering the filter which leads to reconfiguration. An edge-
detector connected to the same counter generates the reset 
pulse, such that all the delay elements within the filter are reset 
at the time of reconfiguration. Each configuration of the filter 
processes the read data-block of l data elements and generates 
an intermediate output that has l data elements. Fig 4 shows 
the reconfigurable filter block for N = 5 and l = 40000. 

 Table 1 shows the values stored in the LUTs whose 
address is driven by sel_M and Table 2 shows the filter 
configurations decided by sel_f1 and sel_f2 values. 

TABLE I.  LUT STORED VALUES DRIVEN BY SEL_M 

Tap No. 
sel_M 

M = 1 M = 2 M = 3 

1 1 1 1 

2 1 0 0 

3 1 1 0 

4 1 0 1 

5 1 1 0 

6 1 0 0 

… … … … 

 

TABLE II.  CONFIGURATIONS OF MODES OF OPERATION 

Mode of operation 
Control Signals 

sel_f1 sel_f2 

Low-pass 1 1 

Band-pass 0 0 

High-pass 0 1 

 

 For a given prototype lowpass filter with cut-off frequency 
β and the required cut-off frequency wc, both in radians per 
second, the value for α can be computed by the formula given 
by [13], 

    𝛼 =  
sin (

𝛽−𝑤𝑐
2

)

sin (
𝛽+ 𝑤𝑐

2
)
  (3) 

 For a given prototype lowpass filter with cut-off frequency 
β radians per second, a bandpass filter configuration of the 
reconfigurable warped filter has a passband region of β radians 

Figure 3. System block diagram 

Synthesis 

Block 

Figure 5. Input Memory Block 

Figure 4. Reconfigurable Filter Block 
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per second. When CDM is applied with a decimation factor 
M, the passband region is given by [4], 

  𝑃𝑎𝑠𝑠𝑏𝑎𝑛𝑑 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ = 𝑀 ×  𝛽  (4) 

C. Synthesis Block 

The intermediate outputs for each of the filter 
configurations generated must be separately stored. Therefore, 
there are N registers, each of width l, that are enabled 
conditionally. A counter counting from 0 to N – 1 

incrementing at a rate of  
𝑁 × 𝐼𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎𝑟𝑎𝑡𝑒

𝑙
, is compared to 

fixed index values to enable the correct registers. At the end 
of N configurations, all the registers are enabled again to add 
the outputs of each configuration and at the same time, the first 
configuration output of the next data-block from the filter is 
stored in the register. The output of the adder is stored in a 
RAM, with the write addresses generated by a counter 
counting from 0 to l – 1 at a rate of  𝑁 ×  𝐼𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎𝑟𝑎𝑡𝑒, 
and enabled at the same time as all the registers at the end of 
N configurations. The stored output in the RAM can be read 
and sent out as the final processed output at input datarate 
itself. Therefore, both the input RAM and the output RAM can 
use the same counters, only, write address generator for input 
RAM is used as read address for output RAM and read address 
generator for input RAM can be used as write address for 
output RAM. Fig 6 shows the synthesis block for N = 5 and l 
= 40000. 

 

V. IMPLEMENTATION AND RESULTS 

The above mentioned designed is modelled in Simulink 
using a prototype low-pass filter of the order n = 60, having a 
cut-off frequency of 500 Hz. The prototype filter has a stop-
band attenuation of -60 dB and has 0 dB pass-band gain. The 
filter architecture is designed for a total number of 
configurations of N = 9, for a data-block size l = 20. 

The audiogram, borrowed from [14], for mild-hearing loss 
at high frequencies is used for simulating the operation of the 
filter architecture for verifying audiogram matching operation 
and computing the matching error. The audiogram used is 
shown in Fig 7. The hearing sensitivity of the left ear is 
denoted by circles ‘o’ and that of the right ear is marked with 
‘x’. The audiogram for the right ear is used for result analysis 
here. The reconfigurable filter is reconfigured 9 times to 
generate 9 sub-bands of varying bandwidths and gains, to best 
match the audiogram. Equation (3) is used to compute the 
required α values. The control signals for each configuration 
is given in Table 3. 

 

TABLE III.  CONTROL SIGNAL VALUES FOR SIMULATION 

 

The audiogram matching is done by adding the cumulative 
effect of all the filter responses i.e., sub-bands generated by 
each configuration of the reconfigurable filter. Fig 8. shows 
the audiogram matching, where the overall filter response is 
shown in blue and the audiogram is shown in red. The 
audiogram matching is done with an error margin of ±6dB. 
Matching error is shown in Fig 9.  

 

Control 

Signals 

Sub-bands 

1 2 3 4 5 6 7 8 9 

α -0.2 0.9 0.75 0.67 0.42 0 -0.3 -0.55 0.6 

sel_f1 1 0 0 0 0 0 0 0 0 

sel_f2 1 0 0 0 0 0 0 0 1 

sel_M 1 2 1 1 2 2 1 2 1 

Gain(dB) 4 7 7 13 28 22 18 12 10 

Figure 7. Audiogram for mild hearing loss 

Figure 6. Synthesis Block 

Figure 8. Audiogram Matching 
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The sub-band generated by each configuration is shown in 
Fig 10.  

 Using the error graph, the matching error is computed as 
2.487dB, wherein matching error is the root-mean-squared 
value of error between the audiogram and the filter response. 
The matching error of 2.487dB and peak error of 6.1dB is 
comparable to the matching error in [14] where the same 
audiogram is used for the analysis of the results. 

VI. CONCLUSION 

Reconfigurable warped digital filter is a successfully made 
use of by the proposed system for the application in digital 
hearing aids. The proposed system successfully automates the 
generation of control signals for the reconfiguration of the 
filter from low-pass to band-pass and high-pass with the 
required cut-off frequencies. The necessary sub-bands with 
requisite gains are generated. The proposed system also 
processes the sub-bands in a pipelined manner to have the 
magnitude response for optimum audiogram matching. The 
system achieves good audiogram matching with low matching 
error comparable to other filterbank designs.  
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Abstract— In this paper, microstrip patch antenna is 

designed with different geometries on the ground plane to achieve 

low cross polarization level. Linear shaped Defected ground 

structure (DGS) and fractal defected ground structure (FDGS) 

have been used to suppress the cross polarization. A microstrip 

patch antenna with FDGS is designed with lossy substrate FR-4 

at 2.2GHz using Ansoft HFSS simulator. Moreover, it is observed 

that FDGS shows low XP level of -72dB with good return loss and 

gain. 

 

Keywords—Square Patch antenna, Cross Polarization(XP), 

Defected Ground Structure (DGS), Fractal Defected Ground 
Structure (FDGS). 

 

 
I. INTRODUCTION 

In many applications, antennas should propagate in similar 

polarization to achieve an optimal performance. A purely 

polarized antenna will have low cross polarization level. 

Definitions and applications of XP level are explained in [8]. 

Formerly, there are number of investigations related with 

appliance of DGS in reducing the cross-polarization radiation 

of microstrip patch antennas.Microstrip antenna technology 

and performance of patch antennas are described in[10][12]. 

DGS is applied by integrating slots or defects on the ground 

plane of the microstrip patch antenna. There are various shapes 

of DGS. Circular patch antenna which has been etched with 

two circular slots on ground to suppress XP level (5-8dB) has 

been studied [7] with bandwidth of 160MHz. L shaped 

asymmetric DGS has been implemented for probe-fed circular 

microstrip antenna [2]  with XP level suppressed up to -15dB. 

DGS has been used for effective suppression in XP radiation 

up to -30dB [1] in prob- fed microstrip antenna. In probe fed 

circular microstrip patch antenna the XP level has been 

suppressed by (10-12dB) [3]. Circularly polarized patch 

antenna with arc shaped DGS has suppressed XP level from 

(18-30dB) [4]. In [6] they have explored circularly polarized 

microstrip antenna with two different DGS geometries, namely 

circular ring with suppression (5-7dB) and two arc shaped 

DGS with suppression (7-12dB).  XP suppression l e v e l  o f   

 

(7-12dB) has been achieved in [5] with Circular microstrip 

patch antenna having arc shaped DGS.Since a simple and 

compact microstrip patch antenna has not yet been designed 

with low XP level. So, in this paper, a microstrip patch 

antenna with FDGS has been proposed with low XP level to 

ensure high isolation between desired and undesired signal. 

 
II. ANTENNA GEOMETRY AND 

                      WORKING PRINCIPLE 

The proposed antenna is designed to operate at 2.2 GHz. 

Frequency with FR-4 substrate of dielectric constant 4.4 and 

thickness 1.6mm. The antenna geometry is chosen as per the 

equations given below. The ground and patch dimensions are 

optimized using parametric analysis in HFSS.This antenna is 

fed using co-axial feed line. 

 
A. Mathematical design 

The dimensions of proposed antenna: 

 Patch width: 

W=  

Where c=speed of light 

=resonant frequency 

 
 Patch length(L): 

L=  
 

 

 
 Substrate height(h): 

>1 

Where 
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 Effective dielectric constant ( : 

= + 

 Ground plane dimension: 
 

 
 

 

B. Simple microstrip patch antenna 

A basic microstrip square patch antenna without DGS 

has been designed for comparative analysis with the proposed 

antenna with different DGS geometries. Microstrip patch 

antenna without DGS has been implemented in High- 

Frequency Structure Simulator (HFSS). It is shown in the Fig. 

2. 

 

C. Microstrip patch antenna with DGS 

       The DGS is implemented by placing a slot on the ground 

plane and adjusted in such a way that it will provide efficient 

coupling and suppresses the higher order modes. TM02 mode is 

the higher order mode in a rectangular or square microstrip 

patch antenna. A vertically polarized strong field located near 

the patch edges ensures the excitation of TM02 mode. So, in the 

design we need to check where the vertically polarized strong 

fields are located and DGS should be employed on that field 

ensuring that it should suppress that fields. 
 

 
Fig. 1. Square patch antenna with linear shaped DGS 

 
 

In the design the vertically polarized strong fields appeared at 

the edges of the patch. So the DGS should be placed on either 

one of the patch edges. Once the position at which DGS has to 

be placed is fixed, we need to select the shape of the DGS that 

we implement. There are different shapes of DGS such as 

circular, spiral, square, rectangle, L- shaped, Dumbbell, V 

shaped, U shaped and so on. 

D. Microstrip patch antenna with linear shaped FDGS 

The Linear slot DGS is used as the reference for the FDGS as 

a self-iterative structure. And as for the positioning it is similar 

to the design of the DGS.Ansoft High Frequency Structure 

simulation (HFSS) is used to analyze the performance of 

antenna. The optimized parameter values of this antenna are: 

Ground and patch dimensions: 

WP=32mm, Lp=32mm, Ws=50mm, Ls=50mm 

FDGS dimensions: 

L1=10mm, L2=5mm, W1=2.5mm, W2=1.5mm 
 

 

Fig. 2. Microstrip patch antenna 

 
 
 

 

a) b) 

Fig. 3 a) FDGS with parameters b) MSP with FDGS 

 
 

III. SIMULATED RESULTS 

XP level plot of the microstrip antenna has been analyzed and 

the value is 51.2dB. Here XP level has been measured as the 

distance between the actual polarization and polarization 

which is 90˚ to that. In the plot two graphs have been plotted 

with same frequency for ϕ=   and ϕ=   and the difference 

between them came to be 51.2dB. For the betterment of XP 

level suppression, different slot shapes have been attempted. 
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In this design of microstrip patch antenna with Linear shaped 

DGS XP level has been suppressed up to -67 dB is shown in  

Fig. 4. 

 

Fig. 4. XP level plot for linear shaped DGS. 

E. Microstrip patch antenna with FDGS 

In the appliance of linear shaped fractal DGS, the XP 

level is -72dB.The change in FDGS dimensions will not 

affect the resonant mode original design. The XP graph with 

each iterative FDGS geometry is presented for comparison. 

At the fourth iterative it shows an incremental result 

obtaining XP level -72dB (Fig. 5.). 

 

 

 
 

 

a) 

 

 
b) 

 

 

c) 
 

 
d) 

 

 
Fig. 5. a) XP plot for 1st iterative. b) XP plot for 2nd iterative 

c)XP plot for 3rd iterative. d)XP plot for 4th iterative 

 

 
 

TABLE 1: XP Suppressions for the different geometries on the ground plane 

of microstrip patch antenna. 

 
Patch 

 
Design 

 
Geometry 

 
XP suppression 

 
Square 

 
Without DGS 

 
Without DGS 

 
-51dB 

 
Square 

 
With DGS 

 
Linear shaped 

 
-67dB 

 
Square 

 
With FDGS 

 
Linear shaped 

 
-72dB 
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IV. CONCLUSION 

Basic microstrip patch antenna with two different geometrics 

of DGS have been designed and analysed. With comparative 

results, it was observed that microstrip path antenna design 

with FDGS has attained the maximum XP suppression which 

probably increases the antenna performance. The comparative 

results are shown in table 1. The proposed design has 

improved the suppression of XP upto -72dB. Thus, the 

propounded concept has been implemented to achieve low 

cross polarization level ensuring the good performance of 

antenna. 
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Abstract— Nowadays most of the data transmission is done 
through digital communication and hence security and efficient 
data transmission is always a desirable property for any data 
communication. At present, Advance encryption standard 
(AES) is most widely used cryptographic technique. This AES 
uses static s box for encryption and decryption which remains 
constant irrespective of the key. Numerous analysts have 
experimented and revealed that there are some weak points [1] 
in the static s-box as it is static and known to all. Therefore, 
in our proposed algorithm we modify AES such that it uses 
dynamic sbox which is key dependent and compare the 
avalanche effect of basic AES with our proposed algorithm. 

 
Keywords—Advance encryption standard(AES),Avalanche 

effect, Strict avalanche criterion(SAC),Dynamic S-box. 
 

I. INTRODUCTION 

Information has been an utmost priority of concern for any 
country’s security. Therefore, there was a strict need for 
building a highly secure encryption algorithm. In 1997, 
National institute of standards and technology (NIST)[2] 
adapted AES as a new cryptographic algorithm to replace 
age long DES. Vincent Rijmen and Joan Daemen[3] named 
this algorithm as Rijndael and submitted to NIST where their 
algorithm was selected among 15 participants. 

Since most of the block ciphers uses static s box which is 
the only non-linear part in AES. So, there was a strict need to 
make this nonlinear part dynamic that is making it key 
dependent [4]. Many authors have tried to change s box in the 
case of- 

Krishnamurthy[5]in this paper they created dynamic 
behavior in sbox by rotating the sbox and this rotation value 
was key dependent and compared avalanche  effect[6] of 
basic AES with their proposed AES but this scheme has a 
more complicated decryption algorithm. 

Abdullah al mamun[7]in this paper they used random byte 
to modify s box by performing ex-or on all bytes of s box and 
hence discussing parameters like time security, avalanche 
effect and strict avalanche criterion. But this algorithm didn’t 
have key dependent sbox. 

Harshali zodpe[8]this paper enhances the security features 
of AES.in this they have generated a new algorithm for 
constructing s box and key scheduling algorithm using a PN 
sequence generator i.e. they have designed PN sequence 
generator using a 8 bit LFSR and compared avalanche effect 
of both algorithms and found satisfactory results, but this 
algorithm violates the basic construction of AES. 

Jurumi[9] in this paper theyadded an extrablock in encryption 
named s-box rotation which uses an offset, generated by 

 
performing ex-or on all bytes of round key and the resulting 
bytes were used to rotate the sbox. Also, they compared 
avalanche effect on different samples for both schemes and 
found satisfactory results. 

 
This paper is organized in such a manner that section II 
consist the explanation of basic AES. In Section III we have 
described our proposed algorithm which makes sbox key 
dependent by modifying basic sbox and simulated using Isim 
simulator from Xilinx ISE. The simulated results are shown 
in section IV and conclusion in section V. 

II. BASIC AES 
Advance encryption system is symmetric cipher which 

uses the same key for encryption as well as decryption. AES 
is a block cipher which performs operations on blocks of data. 
AES uses 128-bit plaintext and uses variable keys viz 128,192 
and 256. Depending on the size of the key it performs different 
rounds of operations i.e.10 rounds for 128 bit key, 12 rounds 
for 192 bit key and 14 rounds for 256 bit key. At present, the 
most used key size is 128 bit[10]. 

At internal level of AES, cipher key is expanded to 11, 13 
and 15 keys for 10, 12 and 14 rounds respectively. Then the 
plaintext is copied into an array named state array. State array 
is 4x4 matrix where each array contains byte of plaintext 
arranged horizontally [11]. 

 
 

 
Fig. 1. AES algorithm 
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A. Key expansion 
AES involves a key scheduling algorithm which generates 

a 128 bit unique key for each set of rounds. This algorithm 
performs operations on words each of word length of 32 bits. 
Therefore, a key consists of 4 words. 

The operations performed in each round to generate a new 
key are- 

is shifted 1 time, third row is shifted 2 times and third row is 
shifted three times cyclically to the left. 

• The last word of previous round is rotated 8 bits 
to the left 

• The resultingfour bytes are substituted with sbox 

 
Fig. 3. Shift row operation 

 

• The resulting four bytes are XORed with the first E.  Mix column 
word of the previous round. 

• The first byte of result four byte is XORed with 
round constant (Rcon) that varies for each round. 

B. Add round key 
• It is the initial step of encryption process and also a 

important step in each round.in this step, 128 bit 
plaintext array is xor-ed with 128 bit key which is also 
formed as a state array generating a 128 bit output. 

C. Sub Bytes 
Sub bytes stands for substitution of byte, in this step each 

byte is substituted with a byte from a 16x16 look up table 
which contains 256 distinct values. The 16x16 look up table 
is named as substitution box or S-box. 

To substitute a byte from state array, the input left most 4 
bits denotes row and right most 4 bits denotes column of s box. 
Suppose the input byte is a4.so, we inspect rows for a(inhex) 
and column 4(in hex) and their intersection gives the resultant 
output. 

This step takes a column from state array and provides matrix 
multiplication with affixed matrix and produces a output 
column. 

 

 
 

Fig. 4. Mix column operation 
 
 

III. PROPOSEDALGORITHM 

This proposed algorithm consists the same set of rounds as 
performed on normal AES. Here the key dependent sbox is 
generated by performing operations on basic sbox and hence 
we don’t violate basic construction of AES and rather 
enhance the security of basic AES. 

We perform following steps to generate key dependent s 
box- 

Encryption 

• Select an initial key for encryption. 

• Key[z] is selected from lower byte of round key. 

• Generate s box, as generated in standard AES as 
SBOX[i]. 

• Computing dynamicSBOX[i] =SBOX[i] ⊕key[z]. 

 
 
 
 
 
 
 
 
 
 
 

D. Shift rows 

 
 
 
 
 
 
 
 
 
 

Fig. 2. AES sbox 

• Substitute each byte from dynamicSBOX[i] and 
continue for each round 

Decryption 

• Select key[z] from lower byte of round key. 

• Generate inverse s box, as generated in standard AES 
as invSBOX[i]. 

• Computing invdynamicSBOX[i] =invSBOX[i] ⊕ 
key[z]. 

• Retrieving each text by substituting each byte from 
invdynamicSBOX[i]. 

• Continue performing above steps for each round. 
This step performs left shift cyclically on different rows. 
Such as first row of state array is left unchanged, second row 
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A. AVALANCHE EFEECT 
Avalanche effect is a very important property for a block 
cipher. It gives the idea that how does output varies by 
changing one bit in the plaintext. The degree of randomness is 
calculated through avalanche effect. If the avalanche effect is 
not of higher degree than cryptanalyst can guess the plaintext 
by monitoring the cipher text. The avalanche effect is 
calculated as- 

number of times cipher bit changes 

IV. Experimental results 

We have simulated AES encryption and proposed AES 
encryption on Xilinx ISE 14.7. To study avalanche effect, we 
have considered plaintext 
‘a56dc6d5230d9529d96c95c019604d10’and   key 

‘31d851641c5044465d8012fa5ce640b6' and generated cipher 
text for both algorithms. 

 

Avalanche effect =   Total number of bits in plaintext Then first bit of plaintext is flipped and its variations is compared 
with the previous cipher text. This is repeated 18 times by 
flipping various bits of plaintext as shown by bit 

Strict avalanche criterion 
To measure diffusion and confusion for an algorithm SAC 
property is used.it was introduced first by Webster and 
Tavares in 1985[13]. For a function to satisfy SAC it should 
change the output bits at least by 50% probability when input 
bits are flipped. 

variance index and at last changing 128th bit of plaintext and 
compare its cipher text with the cipher text of the original 
plaintext. 

 
 
 

 
 

Fig. 3. Simulation of basic AES for bit variance index at 1 
 

 
 
 

Fig 4 Simulation of proposed AES for bit variance index at 1 
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 0 1 2 3 4 5 6 7 8 9 a b c d e f 
0 d5 ca c1 cd 44 dd d9 73 86 b7 d1 9d 48 61 1d c0 
1 7c 34 7f cb 4c ef f1 46 1b 62 14 19 2a 12 c4 76 
2 01 4b 25 90 80 89 41 7a 82 13 53 47 c7 6e 87 a3 
3 b2 71 95 75 ae 20 b3 2c b1 a4 36 54 5d 91 04 c3 
4 bf 35 9a ac ad d8 ec 16 e4 8d 60 05 9f 55 99 32 
5 e5 67 b6 5b 96 4a 07 ed dc 7d 08 8f fc fa ee 79 
6 66 59 1c 4d f5 fb 85 33 f3 4f b4 c9 e6 8a 29 1e 
7 e7 15 f6 39 24 2b 8e 43 0a 00 6e 97 a6 49 45 64 
8 7b ba a5 5a e9 21 f2 a1 72 11 cd 8b d2 eb af c5 
9 b6 37 f9 6a 94 9c 26 3e f0 58 0e a2 68 e8 bd 6d 
a 56 84 8c bc ff b0 92 ea 74 65 1a d4 27 23 52 cf 
b 51 7e 81 db 3b 63 f8 1f da e0 42 5c d3 cc 18 be 
c 0c ce 93 98 aa 10 02 70 5e 6b c2 a9 fd 0b 3d 3c 
d c6 88 03 d0 fe b5 40 b8 d7 83 e1 0f 30 77 ab 28 
e 57 4e 2e a7 df 6f 38 22 2d a8 31 5f 78 e3 9e 69 
f 3a 17 3f bb 09 50 f4 de f7 2f 9b b9 06 e2 0d a0 

 
Table 1 Dynamic s box of proposed algorithm for round 1 

 
 
 

In the above table we have generated dynamic sbox for the first round by using last bytes of round key. Similarly, we can have 
different s box for different rounds. Therefore, multiple sbox can be generated and hence static behavior of sbox from AES can be 
avoided  hence improving its security. In the below table we have shown avalanche effect variations of basic and proposed AES. 

 
 
 
 

Bit 
variation 
index 

 
Plaintext 

 
Cipher text of normal AES 

 
Bit 

variations 
0 a56dc6d5230d9529d96c95c019604d10 4358eda15e52bda915d2768deb9cdb8d  
1 a56dc6d5230d9529d96c95c019604d11 01ba097f1c1d9c095b5b3c397b4fe9e8 55 
2 a56dc6d5230d9529d96c95c019604d12 401e3a130088a91fa83d3b78a6eb3d4b 74 
8 a56dc6d5230d9529d96c95c019604d90 1438b961ea5f5b54865d0d5a0d8273b0 69 
16 a56dc6d5230d9529d96c95c01960cd10 75411c85076732769bfa672f1e83babd 61 
24 a56dc6d5230d9529d96c95c019e04d10 e12642ece0e7b0dc999b9404a354100f 63 
32 a56dc6d5230d9529d96c95c099604d10 8b07ffff83569f53c63c6bc6bd6008cc 67 
40 a56dc6d5230d9529d96c954019604d10 246e14cffcf3ddad7919d7a3ff4abec8 59 
48 a56dc6d5230d9529d96c15c019604d10 3132e67ff43162d42269710831cd5675 72 
56 a56dc6d5230d9529d9ec95c019604d10 43a6714a0acc64a135218abd33db24ec 65 
64 a56dc6d5230d9529596c95c019604d10 537f72876d82ad0831cd1f40d24b34f 60 
72 a56dc6d5230d95a9d96c95c019604d10 ba9696956c76dc57db7d1156533b32682 71 
80 a56dc6d5230d1529d96c95c019604d10 8a2b0af2210e9af57d98da35a45e1d6f 67 
88 a56dc6d5238d9529d96c95c019604d10 ca95a4c2661c1c106e84a9c413739b79 68 
96 a56dc6d5a30d9529d96c95c019604d10 3761e1f6bf5efeace7151bf542e55215 60 
104 a56dc655230d9529d96c95c019604d10 cc53413a6e877c1ebd7a702803492013 66 
112 a56d46d5230d9529d96c95c019604d10 3a585a95e2cd18a6a38206acd220d484 60 
120 a5edc6d5230d9529d96c95c019604d10 33dfb26cad3d2e768dd66b81eb67bd15 65 
127 e56dc6d5230d9529d96c95c019604d10 2347e42973aa1a352df803aed4d97946 60 
128 256dc6d5230d9529d96c95c019604d10 a0628818c21975ad208e09ee1b5533bd 63 

 
Table 2 Avalanche effect on basic AES 
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Bit 
variation 
index 

 
Plaintext 

 
Cipher text of modified AES 

Bit 
variations 

0 a56dc6d5230d9529d96c95c019604d10 5632cbfbcf3fe675289d7194d88fd9d9  
1 a56dc6d5230d9529d96c95c019604d11 748110bb0a2e21cecbda4ebob4377fb5 64 
2 a56dc6d5230d9529d96c95c019604d12 06e55d4beddca6ac6ae71ed6a9583613 64 
8 a56dc6d5230d9529d96c95c019604d90 2715fea975082e3b3b61a8ea605dd501 66 
16 a56dc6d5230d9529d96c95c01960cd10 11f22a5de31fc1ad20c872a91c75aefe 57 
24 a56dc6d5230d9529d96c95c019e04d10 623e4279b34b2f39fb3a888929613d14 66 
32 a56dc6d5230d9529d96c95c099604d10 5a2d73077b2b282dbe7351442efdb063 64 
40 a56dc6d5230d9529d96c954019604d10 Fc70d16a46555d62dbec6975b99744c7 60 
48 a56dc6d5230d9529d96c15c019604d10 4741c032940634c471756272fbc5ac31 63 
56 a56dc6d5230d9529d9ec95c019604d10 6bb21ec7e957935c743a828977f470c2 68 
64 a56dc6d5230d9529596c95c019604d10 9ffa23949abf537ee645d4f0959e4c6c 61 
72 a56dc6d5230d95a9d96c95c019604d10 9dd5cf86c05b9adc567982da5f9d2fe5 70 
80 a56dc6d5230d1529d96c95c019604d10 C37cae28484a1f625e81485c1222b6da 68 
88 a56dc6d5238d9529d96c95c019604d10 678e3b0f9678d66e783722bc58322fb8 59 
96 a56dc6d5a30d9529d96c95c019604d10 E6da79548c8e79fbc32b077e35988a18 72 
104 a56dc655230d9529d96c95c019604d10 7ac947bcc1270cc7a7ab4ac089d24fc8 62 
112 a56d46d5230d9529d96c95c019604d10 Cea83bd6205217e5c253d86c73da983f 69 
120 a5edc6d5230d9529d96c95c019604d10 238a33617c26be87ce7f3a75b3a4d297 67 
127 e56dc6d5230d9529d96c95c019604d10 12bb26dcdbf0e35d90ee74ddf13bd730 56 
128 256dc6d5230d9529d96c95c019604d10 B28773ab0946c2ba5381dab9af3fdb4d 64 

 
 

Table 3 avalanche effect of dynamic AES 
 
 
 
 
 

 
 
 
 

Fig. 5. Variations of basic AES and dynamic AES w.r.t bit variation Index 
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From the above graph we can infer that proposed algorithm 
shows better avalanche effect in most cases as compare to 
the basic AES algorithm and proposed algorithm satisfies 
strict avalanche criterion greater number of times as 
compared to basic AES algorithm. In this paper, we don’t 
contradict security of AES rather we take AES as our basic 
block and doesn’t change its mathematical calculations and 
make SBOX key dependent. Therefore, basic AES 
algorithm is not violated in this paper. 

V. CONCLUSION 

In this paper, we have successfully generated key 
dependent sbox whose avalanche effect is found to be 
greater than the basic AES. 

We have studied that basic AES algorithm uses static 
sbox which can be attacked in future while in our proposed 
algorithm it generates multiple sboxes for different rounds 
that  is  sbox  changes  with  respect  to  key  and  hence 
increasing the security of cipher. However, it will take extra 
hardware to ex-or key with sbox as compare to normal AES. 
So, this algorithm can be used where Security is the utmost 
priority. Therefore, its application includes military, banking 
sectors where security is the fore most criteria. 

 
In the future work, this algorithm can be extended to AES-192 
and AES-256 implementations and can be verified for larger 
number of samples. 
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Abstract-Full-Duplex Optical wireless system for 

simultaneous transmission and receiving of MIMO 

signal in both upstream and downstream. The system 

representation and simulation is done with higher 

carrier frequency. The current system is a LOS setup 

and system also uses 16 QAM modulation techniques. 

The efficiency of the system is done on the basis of bit-

error rate, eye opening, and quality factor and so on. 

Keywords-Wavelength division multiplexing, multiple 

input/multiple output, optical wireless system, Quadrature 
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I. INTRODUCTION  

Next generation communication networks such as 5
th 

Generation or beyond it requires a significant plunge 

in the data rates. With the increase in capacity, the 

data rates of the optical downstream system could be 

alarm by employing digitized transferable method 

[1].Optical wireless system can be very useful for 

pliable access networks and resilient for mobile 

downlink system [2]. Many researchers work on the 

MIMO OWC system for transmitting the signal 

efficiently [2]. But in the proposed system, Full 

duplex is used for sending the signal downstream as 

well upstream simultaneously. As in the mobile 

downstream, radio over radio fiber system has been 

presented for supple, less delay and low data rate 

transmission. Signal transmitted through MIMO 

system is 25 GHz of the frequency. MIMO enables to 

improve the quality of OWC system. Apart from this 

Full-Duplex fiber optical wireless system is 

indispensible for the continuous transmission of 

downstream and upstream of the data without any 

delay. In addition to it, MIMO [3] signals were 

transmitted separately in the downstream and 

upstream direction. Moreover, Quadrature Amplitude 

Modulation (QAM) is used for lower error rate as the 

distance is more [4]. OWC caters more coverage area 

whereas multiple input and multiple outputs provides 

diversity advantages. The transmission of the optical 

signal from central station to the base station via 

optical fiber with the distance of 20 km and further 

the signal is transmitted to mobile users  [5] through 

OWC. Owing to less error rate providing capacity 

QAM is generally used. In this, 16-QAM is 

implemented over a distance of 20 km [6]. As the 

order of QAM rise the data rates. In 16 QAM 4 bits 

are used to represent the symbol. The baud rate is 

¼.The signal transmitted through  local oscillator 

(LO) from Central station to Base station, it assist to 

reduce the maintenance cost, complexity and power 

consumption also[7],[8]. The implementation is done 

by using LOS conditions by using 16 QAM. As LOS 

conditions are provided between receiver and 

transmitter to get high SNR[3], [9], [10]. Even 

MIMO can give gain under LOS conditions which 

provides little channel difference.  In this paper we 

proposed the Full- Duplex fiber optical wireless 

system for MIMO signals at higher carrier 

frequencies. The current system uses Wavelength 

division multiplexing (WDM) as intermediate 

frequency over fiber in the optical link [11]. We 
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transmit the 16-QAM MIMO OFDM signal over 75 

GHz of frequency in bidirectional [12], [13]. 

Fig.1. 2 X 2 MIMO system 

This paper is organized as follows, the section I is 

introduction part which explains the literature work 

of existing paper. Section II demonstrates the 

experimental setup and III section tells about the 

results of the work done in the section II and the last 

IV section is of conclusion. 

II. EXPERIMENTAL SETUP 

The experimental setup of Performance analysis of 

Full-Duplex MIMO fiber-OWC system is modeled 

on Opti-system version 14.0 in Opti-wave. For the 

analysis of Full Duplex transmission, the OFDM 

signals send over distinct directions constantly. In 

downstream, two optical signals  transfer from CW 

laser with a frequency difference of 50 GHz which 

further modulated by MIMO OFDM. The modulated 

signals are combined by optical coupler. Circulator is 

used to separate downstream and upstream signals. 

The signal transmitted from central station to base 

station via 20 km bidirectional fiber. Bidirectional 

fiber are commonly used which has high range of 

transmission in both the directions. From the base 

station the signal is further transmitted through 

optical wireless channel to users. The received signal 

is amplified by EDFA and filtered by optical Bessel 

filter. The signal received is optical signal which is 

converted to electrical signal by suitable photo diode. 

The desired signal is up converted to 80GHz of the 

frequency over a distance of 2.5 km. The desired 

signal amplified and down converted to original 

signal and outputs captured by an oscilloscope and 

demodulated and calculated on Eye diagram 

analyzer. In upstream, the signal is up-converted up 

to 80 GHz by using mixer. The local oscillator signal 

for up- conversion could be taken from downlink 

signals. The signals of up conversions are first 

amplified and then transmitted through 2.5km of 

optical wireless channel at remote area unit. The 

signals amplified before being coupled by photo 

diode for down converting the original MIMO 

transmitted signals. The received signals are 

amplified by low Bessel filter prior to modulating 

optical signals from CW laser diode using 

wavelength different from those in downstream. The 

received signals are transmitted to Central station via 

20 km of fiber. Then signals amplified via EDFA and 

recovered by Bessel filter and photodiodes. The 

received signal is connected to oscilloscope to 

receive the output of the signals. 

 

 

Fig. 2 Experiment Setup of Full Duplex MIMO Fiber-OWC System
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III. RESULTS: 

The signal is transmitted by CW laser to Dual-

Machzender by 16 QAM having 4 bits used to 

represent the symbol where baud is ¼ of the bit-rate 

where the signal is up-converted  to 11.5GHz of the 

frequency and the signal is further transmitted to the 

fiber in single direction and RAU and receiver 

channel by using following parameters. 

Table1.Simulation Parameters used for the proposed Full Duplex 

MIMO Fiber-OWC System. 

Parameters and Components Used Values 

CW Laser (Downstream) 193.1THz 

CW Laser(Upstream) 192.1THz 

Single fiber length 20Km 

Bidirectional Fiber 20Km 

OFDM Bandwidth  2 GHz 

Local oscillator(upstream) 11.5GHz 

EDFA length 5 m 

OWC distance 2.5km 

OWC wavelength 1550nm 

Bit rates (Gbps) 40 

Simulation Results:  

The simulation of 2x2 MIMO 16 QAM OFDM 

modulations over 20km of the signal through optical 

fiber as well as bidirectional fiber in both upstream 

and downstream direction. Fig.3 shows the 

transmitted signal from central station over the 

frequency of 80 GHz. 

  

Fig.3 Transmitted Signal of Central Station 

 

Fig.4 Received signal of MIMO Fiber-OWC System 

The received signal of MIMO Fiber-OWC System at 

the output of the RF spectrum Analyzer_1 is as 

shown in the Fig.4.The signal analyzed after the 

transmission of the signal at the output by optical 

fiber over a distance of 20 km as  shown in Fig.5 And 

signal received and transferred by bidirectional fiber 
over 20 km is show in fig 6. 

 

Fig.5 Signal of Fiber 
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Fig.6 Signal of Bidirectional fiber 

 

Fig.7 Constellation Diagram of 16 QAM 

The above figure shows the result of 16 QAM at the 

receiver side. The resulted signal of the Full Duplex 

16 QAM OFDM MIMO fiber Optical wireless 

communication system has been achieved by eye 

diagram analyzers. The signal of the upstream is 

shown in Fig.8 and downlink signal in Fig.9and 

results of the eye –diagrams are written in table 2.  

  

Fig 8. Eye diagram Analyzer 

  

Fig 9. Eye diagram Analyzer_1 

The table below tells about the output received by the 

eye diagram analyzers and tells the bit error rate, eye 

height and quality factor of both upstream and 

downstream of the system. 
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Table 2. Results of simulation   

Parameters Q -factor BER Eye-Height 

Eye diagram 

Analyzer 

20.9887 3.72486e-

098 

1.7488e-005 

Eye diagram 

Analyzer_1 

25.1211 1.36735e-

139 

1.40363e-005 

Conclusion: 

In this paper, the signal from Full-Duplex MIMO 

OFDM fiber OWC is send in downstream and 

upstream by using higher carrier frequencies  which 

lies in W-band. This system is scalable to large-scale 

MIMO and spectral- efficient owing to the use of 

WDM system in optical link. The performance of the 

signal is analyzed by BER and eye diagram. This 

system is helpful in transmitting large signals for 

future networking in better way such as tele-

medicines, multimedia, telecommuting and many 

more. The system have full potential to provide the 

triple play services for upcoming years by increasing 

its bandwidth so it can be connected to the last miles 

of network. Apart from this we can increase the 

efficiency of the system by using Massive MIMO at 

64 QAM OFDM to meet the needs of the customers 

in better way. 
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Abstract—With the disturbing rate of utilization of 

water assets in these days' universal, water deficiency 

has develop as more noteworthy recognized than any 

time in recent memory. Collecting water is a territory 

frequently track upon yet the idea of shrewd water 

gathering includes handiest come inside the type of 

thoughts, no longer executions. This proposed 

framework also is an idea to modernize water collecting 

anyway the sketches toward its usage is in progress and 

execution is a genuinely spotless test. The well known 

setup albeit adaptable, incorporates an expanded floor 

whereupon a water sensor controlled with the guide of 

Arduino is fixed. A servo engine also is snared to the 

water sensor and is fueled through the Arduino. Upon 

the commonness of water, the water sensor turns on and 

signals are sent to the Arduino. The code on Arduino is 

handled following inside the initiation of servo engine 

with the end goal that a gulf for accumulating water 

opens up. At the same time, an electronic mail is sent to 

the individual's cell to tell him/her on each event the 

gulf endless supply of precipitation and accordingly 

closes once it's finished. Along these lines, our proposed 

framework moves in the direction of the advancement 

of water the board in towns, making it another 
assignment closer to gathering water the shrewd way.  

Keywords—Arduino, servo motor, water sensor, water 

management 

I.  INTRODUCTION  

As per the United Nations World Water 
Development Report, propelled 19 March 2018 all 
through the eighth World Water Forum, and related 
to the World Water Day, the overall interest of water 
has been expanding at a cost of 1% predictable with 
yr amid the last numerous years as a result of people 
increment, financial improvement and another in 
admission design among various components and 
could keep on developing widely in the predictable 
fate. It's fundamental to address the world's water 
requesting circumstances in the meantime as 
simultaneously giving over additional preferences 
vital to all components of economical improvement. 
Supportable improvement has been characterized as 
"progress that meets the desires of the current without  

 

bargaining the limit of things to come ages to satisfy 
their own needs". In expounding the idea of feasible 
improvement, the writing has ceaselessly determined 
that individuals – which incorporate town occupants  
are people in biological systems, and that they might 
be at last chargeable for versatility and sustainability 
of surroundings assets and contributions. Networks in 
this way need to search for techniques to both remain 
adaptively inside the stacking capacity offered to 
them or begin ensuring assets including water. A 
standout amongst the most not irregular 
methodologies to moderate water for across the board 
capacities or for groundwater energize is downpour 
water gathering [1].  

Downpour Water Harvesting is a demonstration 
of getting and putting away water for later use. As we 
perceive water is the most perfect state of water, this 
water can be used for various purposes after 
significant refinement technique as required. Water 
lack isn't bizarre in nowadays' enormous urban areas 
and the regular machine of water reaping is less more 
then likely for use in the present currently developed 
houses. Thus despite the fact that water gathering can 
be incredible in those districts it's presently not 
renowned adequate because of its technique for usage 
which has now not prevalent with time [2].  

(A) History 

The shooting and putting away of water is a way 
that goes again bunches of years while individuals 
started to cultivate the terrains and required ways to 
deal with inundate plants. In warm atmospheres, 
getting precipitation consistently chosen ways of life 
or death toll for a couple of networks. While the 
requirement for keeping water fell away because of 
urbanization inside a definitive a huge number of 
years, we by and by need to return to this well 
established and quintessential piece of greener 
dwelling.  

     Human advancements inside the Indus Valley had 
been far additional unrivaled than we may might 
suspect lately. In some of the authentic urban areas 
that still remain, we will in any case find colossal 
tanks that were sliced into the stone to amass water 
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while there has been heavy precipitation. These have 
been utilized to safeguard the masses and 
neighborhood plants going into more sizzling, dryer 
times and had been nourished by severa stone ravines 
that weaved their way through the city. A portion of 
those stone tanks are as yet utilized these days in 
segments of India.  

     Another methodology that has been utilized for 
many years in India is to develop water reaping 
frameworks on apex of the tops of homes. It's a basic 
age that has unfurl the world over, for the most part 
to nations comprehensive of Brazil and China [3].  

     The period of water gathering is profoundly 
established inside the social material of India with an 
assortment of notable strategies in any case found 
today. These include:  

Talibs: Medium to monstrous measured stores 
that give water system to plants notwithstanding 
expending.  

Johads: Dams which are utilized to catch and hold 
water.  

Baoris: Wells delved into the ground that are as 
often as possible regardless utilized for devouring.  

Jhalaras: Specially developed tanks which can be 
utilized for the neighborhood individuals and 
otherworldly capacities.  

Aside from India, for the term of the season of the 
Roman Empire, water arrangement have moved 
toward becoming something of a craftsmanship and 
innovation, with numerous new urban areas fusing 
kingdom of the fine art time for the time. The 
Romans had been aces at these new patterns and 
impressive advancement was made right up till the 
6th Century AD and the standard of Emperor Caesar 
[4]. One of the greatest surprising water gathering 
structures might be found in Istanbul in the Sunken 
Palace which ended up used to gather water from the 
boulevards above. It's large to the point that you can 
cruise round it in a ship. 

(B) Present Day 

      In China and Brazil, rooftop water reaping is 
polished for giving water to local use, devouring 
water, water for animals, water system purposes and 
reviving ground water. Gansu region in China and 
semi-dry North East Brazil run considered one of the 
biggest tasks for water reaping.  

      In Beijing some lodging gatherings right now are 
including water in its transcendent water sources after 
right cure.  

      In the US, until 2009 in Colorado, water reaping 
ended up controlled however at this point proprietor 
of the inhabitant is permitted to put in a housetop 

downpour accumulation framework as long in light 
of the fact that it meets the predefined criteria.  

      In Ireland, Professor Micheal Mcginley of Dublin 
University College established a dare to structure a 
downpour water reaping model inside the normal 
gadget configuration adventure module [5]. 

(C) Types of Rainwater Harvesting 

Water Harvesting is widely isolated into two 

techniques:  
 

● Surface Runoff Harvesting  

 

● Rooftop Rainwater Harvesting  
 

In this paper, we can be for the most part speakme 
around housetop water gathering as it's far less 
exceptionally estimated and more prominent 
powerful whenever did appropriately can help with 
enlarging the ground water level of the region.The 
gadget uniquely comprises of catchments, 
conveyance and channel out [6].  
Catchments: The surface or bay that 
straightforwardly gets the precipitation is named the 
catchment of a water reaping framework. It might be 
the porch, patio, or cleared or unpaved open floor. 
The porch can be level RCC/stone rooftop or 
inclining rooftop. The inconveniences that 
outstanding here are:  

     i) The tidiness of the rooftop and subsequently the 
water. A delta that might be evacuated and cleaned 
off frequently could suggest less cost required for 
filtration.  

     ii) Houses in urban areas nowadays aren't worked 
with open and level housetops. The build of a 
housetop ordinarily depends upon elements alongside 
climate, esteem, look and usefulness. Contributed 
rooftops are regularly utilized atmospheres with 
heavier downpour and snow fall as they offer quicker 
and less entangled water dropping and seepage of the 
rooftop. For example, progressively contributed 
rooftops might be discovered the northern region of 
the USA where more snow and downpour gather and 
a wonderful arrangement all the more level rooftops 
in the southern region of the USA where 
considerably less snow and water aggregates.  

II. LITERATURE SURVEY 

Recent researches have contributed to the 
improvement in the region of IoT through  this paper 
we can have a short idea of a mission that is to grow 
a shrewd water gathering process making utilizing 
IoT. In our writing overview we've alluded and 
considered uncommon examinations papers in 
regards to the major idea of IoT. Utilizing IoT in 
different fields to associate things, administrations 
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and individuals for reasonable tasks is a pattern now 
a days in vogue innovation.  

The Internet of Things might be utilized for 
getting the correct amount of water on the correct 
goal for the best possible time frame and most 
straightforward when needed. This can be the errand 
of extraordinary soil sensors and climate sensors as 
an approach to talk their readings to a particular 
server. Web of Things age furthermore permits in 
booking the upkeep just as the shutdown of siphons 
on a customary establishment. There are streamlining 
methodologies which could progress of time convey 
to the inhabitants of a city with respect to the 
inaccessibility of water for the term of any exact 
factor in time. This empowers the water guideline 
government not most straightforward in gathering the 
alright water needs in a city; rather it additionally 
helps inside the preservation of benefits and quality 
[8].  

The forces of IoT were utilized significantly by 
method for a couple of organizations who've taken a 
stab at keen water control. The accompanying 
posting obliges of a portion of their endeavors toward 
the worldwide endeavors of keeping water the 
utilization of IoT:  

● Smart Monitoring-To dissect water cure 
framework and control it from wherever each time  

● Smart Watering Techniques to vegetation-
Water the vegetation as steady with their prerequisite  

● Smart Water Meters Status-Calculates the 
use of water and as reliable with the ordinary 
programming just that tons amount of water is 
outfitted.  

● Potable Water Monitoring-Monitors the top 
notch of faucet water  

● Chemical Leakage Detection in streams 
Detects the measure of spillages or wastage tossed in 
waterway  

● Swimming pool far away estimation 
Controls the pool conditions and necessity of water  

● Pollution levels in the ocean Controls the 
seawater to get defiled  

● Water Leakages-Detect the spillage and help 
to find the deficiencies  

● River Floods-Monitors water level varieties 
in water bodies  

III. PROPOSED MODEL 

 
     The proposed system that we have developed 
draws inspiration from a combination of various 
existing smart water management systems that 

already exist. It is therefore not a direct emulation of 
said systems but rather a hybrid of the most efficient 
kind. Firstly, it takes inspiration from the IWCM that 
has come up with an elaborate water harvesting 
scheme suitable for both rural and urban areas. The 
system that it has proposed works in a similar 
fashion, except that the is collected in different 
containers that are spread over the entire locality. It 
also consists of water level indicators fixed to the 
inside of the containers in addition to vents that open 
up to catch rainwater. Second inspiration is drawn 
from Project ph 5.6 that deals with the act of 
rainwater harvesting but in a smart way [16].      

     To obtain the most sustainable, economical & 
efficient water management system, certain 
architectural requirements are to be fulfilled. Only 
upon the fulfilment of these requirements can the 
system produce successful results in the long run, 
thus enforcing more of its production in the market & 
enabling various companies & communities to study 
from it and go on to improvise upon already existing 
features so as to procure an even better model for 
smart water management. The body of Integrated 
Water Resources Management (IWRM) has laid 
down the following requirements that the architecture 
of a water management system using IoT devices will 
need to comprise of:  

Requirement no. 1: The following water 
management functions should be covered by the 
system:   

1) Remote management of physical elements and 
operation of basic units  

2) Identification of resources in the water network  

3) Definition of operations and conditions over 
the network.   

Requirement no. 2: It should support 
interoperability with other applications such as 
geographic information systems and also databases 
containing information regarding soils, weather 
forecast, environment, farming, etc.   

Requirement no. 3: It should provide a flexible 
and extensible architecture for the integration of 
various systems. To do that, it must define open 
interfaces among communication and process control 
layers, and also integrate IoT systems for a direct 
access to individual water management devices.   

Requirement no. 4: It should support integration 
with legacy systems, controlling current equipment. 
Water management infrastructures currently 
deployed in the countryside consist of many 
interconnected and simple devices that must be 
managed using legacy systems. They integrate 
communication functions, data models, and protocols 
dependent on an specific technology of the 
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manufacturer. Overriding these systems with new 
ones is not always a feasible solution [10]. Figure 1 
gives the block diagram of the proposed model. 

 

Fig. 1:Block Diagram 

The set-up, despite the fact that worked to solid 
little scale attempts can likewise deal with colossal 
scale provided the fundamental substance of the 
gadget is consolidated.Right off the bat, the 
downpour water falls upon the outside of the water 
sensor that is fixed onto the surface with the end goal 
that it faces the skies. After detecting the downpour 
beads, the water sensor turns on and begins to send 
alarms to the joined servo engine. A servomotor is a 
revolving actuator or direct actuator that lets in for 
explicit oversee of rakish or straight capacity, speed 
and increasing speed. It comprises of a proper engine 
coupled to a sensor for capacity remarks. This sensor 
is in developed to turned out to be associated with the 
sliding entryway on the floor of the floor that slides 
open to uncover a social affair compartment for 
reason of finding approaching precipitation. As the 
water gathers into this field, alarms are effectively 
sent to the harnesser to signify water levels. On the 
exercises of flood of water into the container, the 
entryway naturally closes in the wake of alarming 
specialists that the crate has been full to the overflow. 
This water accumulated is eventually utilized for 
different human and mechanical games. It can 
similarly additionally be sent for filtration if in any 
regard it gets dirtied upon end starting from the 
earliest stage [14]. Figure 2 depicts the working flow 
of the proposed model and Figure 3 and 4  shows the 
result of the model. 

Proposed Algorithm 

 

 

Fig. 2:Proposed model 

 

 
Fig 3: Closed Inlet 

 
 

 
Fig.  4: Opened Inlet 

IV. CONCLUSION 

       The Smart Rainwater Harvesting has to be used 

in an powerful and possible thing such that it is able 

to mitigate the effects of depleting groundwater 

degrees and fluctuating climate conditions. This is 

extraordinarily a present day research field and it's 

miles anticipated to grow in future. There is lot of 
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labor to be achieved in this rising area. Here we get 

primary expertise on how the water harvesting may 

be advanced based on the outcomes achieved from 

this device. 
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Abstract— The demand of highly functioning storage 
systems has led to the evolution of the filesystems which are 
capable of successfully and effectively carrying out the data 
management, configure new storage hardware, have proper 
backup and recovery it as well. The research paper aims to 
find out which filesystem can serve better in backup storage 
(e.g. NAS storage) and compute-intensive systems (e.g. 
database consolidation in cloud computing). We compare such 
two most potential opensource filesystem ZFS and BTRFS 
based on their file I/O performance on a storage pool of flash 
drives made available over iSCSI (internet) for different 
record sizes. This paper found that ZFS performed better than 
BTRFS in this arrangement. 

Keywords—bandwidth, block device, BTRFS, file I/O 
performance, filesystem, iSCSI, storage pool, subvolume, ZFS 

I. INTRODUCTION  
Back in 1920s, even storing a byte required expensive 

magnetic tapes and today just a simple image file shared over 
internet is in MBs. From magnetic disks to optical ones and 
from hard disks to flash drives, the hardware evolution for 
storage has immensely decreased in its physical size and 
enormously increased in storage capacity, access speed, 
portability and ease of use. The hard disks have moving 
mechanical parts to perform operations and the SSDs have 
none, which makes them less prone to failure due to the 
physical damage occurring within. Thus, the use of SSDs is a 
better choice in storage environments. The new NVMe 
technology is even faster than SSDs but it puts a lot of load 
on PCI, hence the limited use-cases-- advanced analytical 
apps, DevOps, etc. 

Today storage demand has become so massive that it is a 
challenge to maintain the data, expensive hardware, its 
backup & recovery and other infrastructure involved. To 
address the issues, the industry has evolved to adopt the use 
of storage controller, storage hypervisors, etc. When the need 
of more storage strikes, it requires businesses and 
organizations to expand their storage, mostly to scale it up. 
To achieve higher, proficient performance and lesser 
downtimes, the storage has to execute many other CPU 
intensive tasks such as compression, data deduplication, 
checksum calculations, snapshots, cloning data, etc. Addition 
of new hardware and configuring it into the system stresses 
out the central controlling and processing system. To avoid 
this, there is a scaling-out storage approach, which adds 
compute resource along with the storage.  

As filesystem are the basis of storage, they need to 
handle such extreme degree tasks and meet the need. Two 
such promising and flexible opensource filesystems are ZFS 
and BTRFS. They are not just filesystems, but include 

volume managers too, which makes them a faster and 
complete stack above storage (on the other hand, Ext4, XFS 
and other filesystems do not have such mechanism built-in). 
Both ZFS and BTRFS have distinguished features structured 
into them in their own different ways. 

This paper aims to study these two filesystems as per 
their File I/O performance, when the storage is provided over 
internet in RAID 6 configuration with default pool settings. 
We analyzed that ZFS has intelligent ARC cache mechanism 
which boosts its performance in read operations. We used 
asynchronous writes that is why its ZIL (ZFS Intent Log) 
feature was not used (else for synchronous writes this feature 
makes the writes very reliable) but the approach used to 
write the data from buffer to disk in form of transaction 
groups helped. BTRFS on the other was limited by the 
record size and the absence of cache. Hence, this thesis 
recommends ZFS as the designated filesystem in the backup 
storage system (or in NAS storage). 

Next section briefs about different work already done to 
compare these two filesystems. Section III presents the 
experiment of this paper in detail. Then, performance results 
are discussed in Section IV. The results are more analyzed in 
Section V and finally Section VI concludes the outcomes of 
the experiments conducted. 

II. RELATED WORK AND BACKGROUND STUDY 
Our previous work [1] presents a detailed literature 

survey for this experiment. This section includes its brief 
summary, describes important terminologies necessary to 
understand the experiments and reasons why the experiments 
are setup in a certain way. 

A. Brief literature survey summary  
Most of the experiments previously done were on native 

computer system, that is, there was no communication 
between two systems for storage over internet. Several 
authors have examined the performance of these filesystems 
over different storage configurations, like for single disk, 
multiple disk, other RAIDs based on the use of different 
types of disk accessing protocol, record sizes, file sizes, 
mount options, hypervisor, microbenchmark and 
macrobenchmark tests. [2] illustrates the data structure of 
BTRFS and how checksums are calculated in case of disk 
failure for data recovery. The paper [3] presented the 
performance of ZFS and EXT4 on SATA disks over iSCSI 
and found that ZFS worked better with increasing number of 
disks. The paper [4] which asserted the effectiveness of the 
in-built defragmentation tool of BTRFS is a special mention. 
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Apart from the performance comparisons, [5] study of 
end-to-end data integrity about ZFS bought attention to the 
big security issues of memory corruption for ZFS. Thus, 
filesystems bring security challenges of access control, 
encryption & data integrity along with them. 

B. Background Study 
 Filesystem is the data structure that governs how data is 
written to and fetched from storage media. So, when working 
for storage, first the disks are to be formatted with a suitable 
filesystem. Next comes mounting it to the system and one 
can choose to configure the disks as a storage pool using 
different RAID combinations instead of using single disks.  
It is actually faster in performance, proper data management 
and most important, backup and recovery in case for failure 
or disaster. Volume managers are required to achieve such 
configurations. ZFS and BTRFS both have their own volume 
managers, so they directly communicate with the block 
devices, which makes them faster than that of using the 
volume manger provided by the host OS, in our case, by 
Linux. ZFS has an advantage that when a storage pool is 
created, it is by default mounted with proper settings as well. 
Whereas, for BTRFS one has to mount the disks via the 
native mount command provided by Linux. Both of these 
filesystems provide great features like compression, data 
deduplication, checksum, creating snapshot, subvolume and 
clone of data, etc. Checksums prevent the silent data 
corruption and help in data recovery. When mounted in 
default mode, the compression and data deduplication are set 
off for both filesystems and checksum calculations are kept 
on.   

 There are different ways to test the working and 
efficiency of the filesystems. Either to test their functionality 
one at time or test them under real life working scenarios. 
The former tests are microbenchmark tests and latter ones 
termed to be the macrobenchmark tests. This experiment 
tests the File I/O performance (which majorly focuses on 
how the filesystem executes its read and write file 
operations) of the filesystems for various record sizes. The 
record size is the unit of data that will be handled at a time 
while performing the read and write operations. The 
operations are to be performed asynchronously, it means, 
that they are first written to journal of the filesystem and then 
performed to the actual storage media. 

 For the experiment setup, Linux OS was the best choice 
as it is easier for debugging and has compatible options for 
storage subsystems [5]. iSCSI that is an IP storage protocol 
for mapping the block-oriented storage data over internet [6], 
is emerging strong because it can be implemented over larger 
distances & provides security with IPsec [7]. For iSCSI to 
work, some target technology is required to configure the 
LUNS at the target system. The paper [8] studied various 
Linux iSCSI targets like STGT, LIO, SCST, IET and 
deduced that SCST has many advantages over others such as 
it has better support for back-storage handlers in both kernel 
& user space, has easy session management & target 
configuration, etc. Flash drives are chosen as the storage 
which work alike SSDs. The next section covers the detailed 
approach of the experiment.  

III. APPROACH AND METHODOLOGY 
The approach to this experiment is to create a scenario 

where an initiator system could use the storage provided by 

the target system over iSCSI as block device. The target 
system already would have the storage pool configured with 
the respective filesystems. The initiator should be able to 
write and read files to that available storage with the help of 
open-iSCSI. The tests examined the storage for I/O having 
variable record sizes of 32 KB to 32 MB and 512 B and 
results were recorded. 

A. Environment Setup 
The configuration for this experiment involved three 

computer systems. Out of which two behave as target, each 
for ZFS & BTRFS and the third as an initiator. The 
hardware specification of all these three computer systems 
are same, the details can be found in Table I and software 
information in Table II. Table III shows system specific 
software information. 

TABLE I.  SYSTEM HARDWARE 

System Hardware Specifications 
Processor Intel(R) Core(TM) i7-3770 CPU @3.40GHz 
Memory 3GB 
Motherboard Hewlett-Packard 339A 

 
Each of the target systems creates the RAID 6 storage 

pool (with default mount and pool settings) out of four 8GB 
SanDisk Cruzer Blade USB Flash Drives and subvolumes 
were created to be given as storage block device to hand 
over the storage over iSCSI to initiator. At a time only one 
target communicates with the initiator.  

TABLE II.  SYSTEM SOFTWARE 

Software Specifications 
OS Ubuntu 18.04.1 LTS 
Kernel Ubuntu 4.15.0-44-generic 

 

TABLE III.  SYSTEM SPECIFIC SOFTWARE 

System  Specifications 
ZFS Target ZFS version 0.7.5-1 ubuntu15 
BTRFS Target btrfs-progs version v4.15.1 
Initiator FIO version 3.1 

B. Testing Tool 
The Flexible I/O Tester Benchmark is used for the 

experiments in this thesis (refer Appendix E for 
installation). Microbenchmark operations such as sequential 
write, sequential read, random write, and random read help 
to analyze filesystems better. Each test ran for 600 seconds 
with a varying record size of 512 B and from 32 KB to 32 
MB. After completion of each test, both target and initiator 
were rebooted. After the completion of all the tests for a 
particular record size once, the RAID 6 was reconfigured at 
target system. For more accurate results a set of tests was 
repeated for a total of five times. The output file has all the 
metadata of the execution. Here, the output file is of JSON 
format, hence easy to read and navigate. 

C. Capturing IO Statistics 
ZFS was benefitted by its built-in iostat tool to acquire 

the I/O. As BTRFS has no such tool of its own, I/O was 
acquired using the functional Linux utility sysstat iostat. 
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IV. PERFORMANCE RESULTS 
This section presents the final performance results of the 

experiments organized by the type of experiment. The 
captured IO results of the five repeated tests were averaged 
for all of the record sizes.  

A. Sequential Write 
Fig 1 shows the write performance of ZFS and BTRFS 

over RAID 6 for sequential write operation. ZFS performs 
consistently better for increasing record sizes with write 
bandwidth of 3.3MBps to 4.3 MBps, whereas BTRFS 
fluctuates more. For record size 512 B and 8 MB there is 
approximately equal performance difference. 

 

Fig. 1. Write Bandwidth for Sequential Write test. 

B. Sequential Read 
Fig 2 indicates the read performance of ZFS and BTRFS 

over RAID 6 for sequential read operation. Clearly, ZFS 
outperformed BTRFS with read bandwidth of 9.5 MBps to 
10.5 MBps. Very vast performance difference can be noticed 
between these two filesystems. 

 
Fig. 2. Read Bandwidth for Sequential Read test. 

C. Random Write 
Fig 3 depicts the write performance of ZFS and BTRFS 

over RAID 6 for random write operation. BTRFS performed 
better than ZFS with write bandwidth of 3MBps to 4.5 
MBps. ZFS here again had a consistent run. A big 
performance difference was seen for 1 MB record size. 

D. Random Read 
Fig 4 shows the read performance of ZFS and BTRFS 

over RAID 6 for random read operation. ZFS read better 
than BTRFS and as record size increased from 256 KB, its 
read bandwidth hiked. Massive performance difference was 
observed between these two filesystems.  

 

Fig. 3. Write Bandwidth for Random Write test. 

V. ANALYSIS 
The outstanding difference in ZFS’ performance for both 

sequential and random read operations is the use of primary 
cache. ZFS by default has the primary cache enabled. This 
cache is part of RAM and is resizable from 64 MB to 75% of 
the system’s RAM. This cache is governed by the ARC 
(advanced replacement cache) mechanism which is a 
combination of MRU (most recently used) and MFU (most 
frequently used) replacement policies. ZFS keeps data as 
records and such records are composed of blocks.  

 

Fig. 4. Read Bandwidth for Random Read test. 

For sequential read, as block size increases, the data 
being transferred increases too. After a certain block size 
(e.g. 64 KB in) the bandwidth becomes steady due to 
following reasons: first, as the ARC cache is intelligent to 
predict the next demand in data, it is pre-fetched, which 
improves performance. This is helpful in the situation where 
the block sizes are increasing and there is frequent transfer of 
data from storage pool to cache. Second, ZFS has to validate 
data before bringing it into cache which consumes time. 
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These both factors sort of balance each other and give near to 
steady performance for varying block sizes. 

For random read, similar reasoning is valid. Although, as 
the data here is accessed randomly, the data pre-fetching 
does not work as such. But ZFS succeeds in dealing with this 
by maintaining the ghost MRU and ghost MFU lists in the 
ARC cache. The data, which is replaced from the cache, gets 
its metadata linked to these ghost lists, making them faster to 
access on next demand (also there is no need to validate the 
data again, thus saving time in checksum validation). 
Another factor that influenced the performance here is that 
the random write operation experienced some frequent pool 
damages (e.g. for block size 128 KB) which led to 
performance degrade for the next random read operation. 
Similar dip in performance occurred for block size of 32 
MB. There are other block sizes for which the damage 
occurred, but they were not as frequent as the above-
mentioned block sizes. These damages might have taken 
place due to iSCSI or network connection errors. 

Coming to ZFS ability to carry out asynchronous 
sequential and random write, the ZIL (ZFS Intent Log) 
feature is not functional by default. ZIL is a logging feature 
for synchronous writes only. In our case with sync property 
of pool set as standard, writes are buffered in the cache and 
after an interval are written to storage disks as transaction 
groups. So ZIL is not at all functional. But the intelligent 
mechanism of how blocks are picked up for writing comes 
into play. The devices in storage pool are divided into 
metaslabs which contain the blocks. These might blocks vary 
in size to a maximum of record size. Data blocks are written 
in localized metaslabs (termed as active metaslab) of the 
devices and adjacent to same sized blocks. Metaslab has a 
data structure which keeps track of free space in that 
particular metaslab. This speed up the process of finding 
location to save the data. With ZIL enabled, the synchronous 
write. 

Whereas, with ZIL enabled, the synchronous write 
addresses the data integrity but creates overhead of 2 writes 
(one to RAM and other to ZIL itself) and another 4 write 
penalties for the RAIDZ configuration of pool. In such case 
using a fast device as a SLOG will be beneficial. 

BTRFS struggled as its default block size is the page size 
of the underlying OS, in our case 4 KB. Other limitation was 
that BTRFS does not use cache which degraded the 
performance. Also, we know in the case of ZFS that it 
suffered from some pool damage, but in case of BTRFS we 
are not sure that no such damage occurred or BTRFS was not 
able to detect it. 

There are several scenarios where ZFS can be included in 
the storage system solutions. But to avoid monocultures, this 
paper emphasizes that sequential reads and writes should be 
considered and that too for backup and data warehouses. 

VI. CONCLUSION   
 Storage as we know, serves various types of businesses 

ex. different kinds of servers, computational technologies, 
data driven support systems, database consolidations, 
supporting virtualization, backup, etc. The analysis 
conducted using the filesystem and disk I/O benchmark 
standard, Flexible I/O Tester on Linux highlighted the 

behavior of ZFS and BTRFS filesystems for write, read, 
random write, and random read operations over a storage 
pool of flash drives in RAID 6 configuration. We 
recommend ZFS as the designated filesystem in the backup 
storage system (or in NAS storage). This recommendation is 
supported by the features of ZFS that amplified its working 
with variable record sizes. ZFS has intelligent and scalable 
ARC cache which boosts its performance in read operations. 
We used asynchronous writes in which the data from buffer 
to disk was written in form of transaction groups and blocks 
are picked in a smart manner, which is very functional in 
random write operation.  

Database consolidation and VM snapshot management 
workload can be designed to test these filesystems further. 
The setup for such workloads will be heavily intensive on 
memory, storage and CPU. Although this type of workload 
should be asynchronous, but if chosen otherwise, use SSDs 
as storage in RAID 10 configuration and NVMe disk as a 
SLOG device with ZIL enabled. 
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    Abstract:  The data-sharing in cloud computing will enable 

many users to share the data. This helps in accessing the 

information easily and to share the data efficiently.  The 

healthcare data will have to be shared amongst different 

healthcare centers and the medical practitioners. This involves 

security issues while sharing the healthcare data within a group. 

We provide the group model for sharing of data that is based on 

block based design where the group members will perform the 

key agreement to get the common group key that helps to shares 

the data securely. The fault tolerant property is provided by this 

design which can detect the malicious attackers during the 

group data sharing. The proposed group data-sharing is 

compared with the existing data sharing models w.r.t. the time 

cost of computation for group key generation and sharing of 

data.  

    Keywords— Cloud computing, group data sharing, block based 

design, key agreement. 

I. INTRODUCTION 

    The Personal health has been brought the great concern in 

modern residents. The population development and aging, 

the influence of health-care dictate and demands require for 

novel and the advanced solutions. At greater integration scale 

and lower cost, the availability of the computing re-sources 

has profited healthcare practices. With the help of 

development and success of the internet that plays an eminent 

role in maximizing the quality and access so the process is 

interrelated to the healthcare, which is determine the ICTs 

(Information of Communication Technologies) [1]. The E-

health is defined as the ICTs application to the healthcare, 

which has come in normal use. While, these ICTs models can 

be considering many significance in the domain of 

healthcare, on top of the specific number of ICTs which is 

based on the emerged paradigm of health-care. There is a 

widespread use of electronic health record (EHR) [2]. Cloud 

computing is one of the popular health-IT infrastructures for 

facilitating EHR sharing. Healthcare providers and all the 

insurance companies store the electronic medical records in 

centralized databases .This includes maintaining health 

records, monitoring of patients etc.  

The E-health can be widely defined as the ICTs application 

to the healthcare that has come in normal use. The co-

operation between specialists in terms of the health experts, 

who can be working together efficiently, and generated their 

management in sharing and activities their  information about 

the victim easier and in normal manner, and thus they can 

give cure to the patients. The systems of health are enable for 

citizen to have control their own health. However, there are 

security and privacy issues related to the health-care data. 

The security and privacy protection of cross-institutional 

electronic patient records is of major importance. The major 

concern is security in EHR networked systems and for 

communicating patient data. Here the physical security, 

network security, application security, internal systems 

security, secure data-backup strategy, secure internal policies 

and procedures, third-party certification are considered. 

In this paper, our aim is to confirm the security of information 

sharing within a group in health care cloud security network. 

Here multiple data owners can freely share the outsourced 

data with high security. The entity authentication services are 

provided. The fault detection and fault tolerance is performed 

to identify the malicious user. We present the block design 

based key agreement protocol by extending the structure of 

the symmetric block design to support multiple participants. 

It enables multiple data owners to freely share the outsourced 

data. Here the adaptive symmetric block design is constructed 

as the group data-sharing model to support group data sharing 

in cloud computing. Here each group member performs the 

key agreement to derive a common group key to ensure the 

security of the outsourced group data. The help of group 

members can produce the normal group key. The semi-

trusted and attackers of cloud server has no access to create 

the key. Cloud Security Service Third Party Verifier takes 

responsibility for the cloud storage auditing and key updates.  

   This paper is organized in such a way in section-II 

Literature survey, section- III described our proposed 

method, in section- IV, evaluation and medical outcome that 

is represented and in section- V conclusion. 
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II. LITERATURE SURVEY 

The research on various security and privacy issues related to 

health-care data is being addressed and many solutions have 

been proposed. In [3], the security and privacy issues of HER 

is given. The paper [4] provides the risk-management 

methods proposed for health-care environment. It focusses on 

managing the healthcare by using the fuzzy-logic. In paper 

[5] [6], it discusses the need in increase of standardized 

protection levels in the health-care network. In the paper [7], 

the security of personal-health record is proposed. It 

addresses the reduction of complexity in key management for 

the multiple record owners, which is used in the encryption 

of data being shared by patients to doctors. 

In paper [8], it focusses on protected sharing of data in cloud 

by maintaining the information confidentiality and also the 

information integrity. The Protected secure data sharing 

methodology is used which will encrypt the files using only 

one encryption key. Two key shares technique is used 

wherein one key is given to user and other key is maintained 

by the verified third party. This helps in identifying the 

insider-threat and thereby the stealing of medical files being 

shared. The response for varying key size is demonstrated in 

it. 

In paper [9], the secure method of resource sharing between 

more than one people whom from the group, is the main goal. 

The security and confidentiality is provided which helps in 

sharing the documents among multiple users of cloud. This 

paper provides advanced encryption scheme to encrypt the 

documents to be shared. The documents that are shared can 

be accessed once the verification of the accessing user is done 

and is valid. The aim of this paper [10] is provide the dynamic 

group-data sharing which will is useful for the health-care 

organizations to share their data that would involve other 

health organizations. In this paper they use the ternary-based 

tree approach which can have more health-care organizations 

and the computation of key used in sharing of messages 

would increase with the increase in number of member in 

group. 

   In [11], introduced the system of E-Healthcare, which is 

main role in civilization. This type of system aims at storing 

and collecting the details of patients and also sharing the 

information, which is related to the health. It has also higher 

concerns about the privacy of patient’s and the security of 

information. It maximizes the systems of healthcare to 

isolated and remote locations, that has limited access to the 

remote healthcare and medical technologies, which can be 

provided via the telecommunications. They also gather the 

issues of health and personal information of real-time from 

the patients and send them to the provider of healthcare for 

authorized experts to decide on the corresponding cure. They 

transmit PHI in terms of image and text to Cloud and also 

personal problem which is interrelated to the medical history.  

A method for removing the authorized experts to decide on 

the corresponding cure, and has been broadly utilized in the 

storage f cloud to minimize the upload bandwidth and storage 

space.  

In [12], MeDshare is addressed which provides a way to share 

the medical data which can avoid the privacy issues. This 

system can monitor which entities can access the data for any 

malicious activities. This can track the data that is being 

accessed. All activities are recorded and performed in proof 

way. The model of data sharing is utilized between the cloud-

service providers, which is designing by block-chain. This 

design uses the smart-contracts and certain other mechanisms 

for accessing the data and to track the nature and behavior of 

information and have an access to the violated access done 

by malicious attacks etc. Auditing of data is achieved by this 

design. In paper [13], proposes the protocol of key exchange 

protocol that can be based on cipher text –encryption and 

policy that is attribute based. This establishes secure 

communication amongst all the participants who exchange 

messages among them. The attribute based encryption will 

make to achieve the user level privacy and data access 

control. Overall it achieves the secure way of communication 

among the fog-nodes. 

III. PROPOSED MODEL 

A) System Model 

Fig1 shows the system model of sharing of data among 

different group according to our Proposed-SM (System 

Model). The model of system contains 3 entities such as 

Cloud, CSSTPV (Cloud security service Third party Verifier) 

and group members.  

1) Cloud : the cloud gives the user with unlimited storage 

services.  It gives convenient and efficient storage services 

for the users. The cloud here semi-trusted party providing 

data storage and data download services. The users who 

requires similar information and its related documents or 

files, will form a group and upload their respective data to 

cloud. These files can now be shared to other members of 

group. 

 
2)CCSTPV :  The client encrypts the information and upload 

it to cloud  using key which is downloaded from the Cloud 

Security Service Third Party Verifier (CCSTPV) and is 

responsible for the storage of cloud auditing and give updates 

to key. 

 

3) Group members: The group participants who wish to share 

the data to intended user first by identifying the group key, 

which helps in data sharing. With the fault tolerance 

capability, the member can identify the changes in the group 

key if any.  
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Fig 1: System model of information sharing according to the 

PSM 

B) Construction of the model of Group data-sharing: 

The group of information-sharing method applying the 

symmetric incomplete block based design i.e. (n, i+1, 1) 

design. It is a decentralized model. By this model, each user 

can identify the intended sender or receiver of message based 

on this model. Here n is the total users/participants as well as 

the number of blocks where blocks decide which user must 

belong to which block. This is decided by n= i2+i+1. Each 

block will have i+1participants. Every single 2 participants 

appears simultaneously in the blocks of n. This in turn will 

decide to which block and in turn which participant the 

message must be delivered to. The generation of the (n, i+1, 

1) design is explained in flowchart [Fig2]. 

 The flow chart will give step by step details about the block 

based design. The user pos is the user position which 

specifies the column number and the block, the user will be 

belonging to. A sector is said to be group of blocks. For the 

generation of group key, each blocki must have useri. 

Therefore similar to above flowchart the steps are followed 

to generate another structure S which satisfies the block based 

design technique having property of each block Si having 

useri. 

The Block diagram [Fig3] shows the block-based technique 

of group key agreement protocol and it is explained as 

follows: 

There are 3 phases in the method of key agreement. 

1. Initial phase: In this phase, the CCSPTV generates 

the parameters of system and distributes the private 

key to respective user and the public key to all the 

users. Mapping of private and public keys are done. 

2. Key generation phase: Involves 2 rounds to 

generate the common group key. Users will receive 

the secret messages and then the common group key 

is generated. This helps in sending the messages to 

the intended user. 

3. Authentication phase: This involves identifying 

the malicious users in the group, verification of 

authenticity is done. 

 

 
 

Fig 2: Flow chart of Block based design 
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Fig 3: Steps of the key agreement protocol 

 

IV. SIMULATION RESULT AND ANALYSIS 

     The experimental evaluation PSM is done using the C 

programming language. The PSM evaluation uses are the 

GNU and PBC (Pairing based Cryptography) more than one 

Precision of Arithmetic Library in VM-ware workstation (12) 

machine on the Cent-OS (6.7).  

     Our proposed system PSM is the proposed system model 

is compared with the IBFTA protocol. IBFTA protocol [14] 

is an identity based fault tolerant approach which is a key 

agreement of protocol which is used in exchanging messages 

among different users. The time cost comparison is done in 

order to identify which scheme is faster according to the 

design for exchange of messages, with the increase in the 

number of participants, both the protocols will have increase 

in cost for computation. The computation cost for multiple 

participants and for different phases is found and our protocol 

efficiency has been compared. 

    Considering the time cost, the comparison is done first 

according to the phases of key agreement protocol. Consider 

initial phase [Fig4], when the number of participants n=7, the 

time cost for computation in our protocol is 15.7% more 

efficient than IBFTA protocol [14]. When n=31, our protocol 

is 65% more efficient. The efficiency of our protocol is more 

when the number of users increase. When n=993, our 

protocol is said to be 99% efficient when compared to the 

IBFTA protocol. 

      In key agreement phase [Fig5], even when there are less 

number of users or more the efficiency when compared to 

IBFTA protocol [14] is high. When there are 7 users, total 

computation cost is less which is 90% efficient than IBFTA 

scheme [14]. When n=133 and n=993, the common group 

key generation is faster and this is 98% efficient to that of 

IBFTA protocol [14]. 

      In authentication phase [Fig6], time cost when there are 

less users involved, n=7 our protocol is 8% efficient than 

IBFTA. In other cases, Yi protocol’s time cost is more 

efficient than our protocol only in this phase. With increasing 

number of consumers, the time cost of our protocol in this 

phase increases. IBFTA protocol is 93% efficient than our 

protocol when n=993.The main reason is that in our case the 

modular exponentiation is done during this phase which takes 

more time and this is not the case in IBFTA protocol[14]. 

 

 

Fig4: Initial Phase 

 

Fig5: Key Agreement Phase 
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Fig6: Authentication phase 

 

Fig7: Efficiency comparison for multiple participants 

Comparing the efficiencies for multiple participants [Fig7], 

the total computational cost for the participants is considered. 

The computation cost for IBFTA protocol [14] continuously 

increases with increase in number of users (n). In our protocol 

this computation increases based on prime number i, which 

decides n. For 7 users, our protocol is 34% efficient. For 133 

users our protocol is 82% efficient, for 871 and 993 users ours 

is 94% efficient all in comparison to the IBFTA scheme. 

Overall, our protocol is supreme compared to IBFTA scheme 

[14]. 

V. CONCLUSION 

In this paper, the healthcare of data sharing is achieved by a 

block based design data-sharing model where, the data can be 

shared between different groups by generating the common 

group key. This proposed method involves different phases 

in group key generation and thereby the data-sharing is 

obtained. This method is much more efficient when 

compared with IDFTA w.r.t the computational costs. About 

94% efficiency is obtained for the multiple participants for 

computation cost when compared to the IDFTA protocol. 

Therefore, our protocol is much more  efficient in sharing the 

data in a faster way. 
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Abstract— now day’s many industries are using autonomous 

robot due to their high performance and reliability and which is 

a great help for human beings. Autonomous cars, one of the most 

trending topics all over the web a car with no steering wheels, 

pedal, and with the most advanced technology autopilot.  An 

autonomous vehicle is able to recognize there surrounding and 

finding the path there itself. Autonomous robot senses their 

surrounding with the help of different sensors such as Lidar, 

radar, ultrasonic sensor, infrared sensor; GPS etc. the control 

system used in autonomous vehicle read the information from the 

surrounding and find the appropriate path as well as the various 

obstacles are present on the path. Most of the autonomous 

vehicles are used for the obstacle detection purpose. In this 

project, the obstacle detection system is developed and the IR 

sensor usually used for the distance measurement. The sensor-

based four-wheeled autonomous electric robot used to move the 

vehicle in the predefined path and avoid the obstacle during 

motion using the data logged from the IR sensor. Suppose during 

motion the robot doesn’t have enough space to pass through the 

obstacle it must be stopped there itself or otherwise it moves by 

avoiding the obstacle. The system can be designed in Simulink 

environment. 

Keywords— Autonomous vehicle, Obstacle detection, Arduino 

mega 2560, Sharp distance IR sensors (Long and Short range IR 

sensor), Dual shaft DC geared motor, l298n dual h bridge  steeper  

motor  controller. 

 

I. INTRODUCTION 
The autonomous electric vehicle has received a lot of attention 

during the past decade and prototype versions of the 

autonomous vehicle have been developed by different vendors. 

Now, the research is going on autonomous vehicles all over the 

world, based on theories of innovation and leading design. 

According to this research produces various new technologies 

used in the autonomous vehicle and electric vehicle. Because of 

this autonomous vehicle there are lots of technology are used for 

the transportation purpose. Such as where we live, how created 

a new industry which build our cities and infrastructure. 

 there are various names of  Autonomous such as self- driving 

vehicle , robot or the car without driver etc. Is a vehicle that is 

able to sense it’s surrounding and moves were safe and 

desirable. There is no human supervision is required for an 

autonomous electric vehicle, everyone in an autonomous vehicle 

is a passenger or it can travel with no occupant at all. The 

primary components of the autonomous electric vehicles are 

sensors, actuators, and controller unit Autonomous cars consist 

of multiple combinations of sensors. The real-time data that can 

be generated from the actuator such as servo motor that must be 

processed and analyzed to perceive their surroundings. The 

Autonomous electric vehicles emit less pollutant in the 

atmosphere rather than the conventional fuel engine-based 

vehicles. 

There are various technologies are required for developing an 

autonomous vehicle such as radar sensor is used for detection of 

obstacle and after detecting object it measure the distance and 

angle of  object. Lidar sensor is used for measurement of 

distance in the form of variable ranges. Ultrasonic sensor is also 

used for measurement of distance during the object is detected. 

Video is used for reading the road signals, direction sign, and 

nearby vehicles.  A central computer collects and analyses all 

this data to help it steer, accelerate, and brake, as needed. The 

Potential benefits of an autonomous electric vehicle include 

increased safety, increased mobility, reduced costs, reduced 

crime, and increased customer satisfaction. And some other 

advantages are reduces the cost and fuel consumption capacity 

is also reduces and the size of autonomous vehicle is also 

reduces because of reducing the size of vehicle the space 

required for the vehicle of parking purpose is also reduces. The 

Autonomous electric vehicle has some disadvantages like 

liability for damage, software reliability, loss of driving-related 

jobs, loss of privacy; it is very difficult for autonomous vehicle 

to operate in heavy rain fall and snow and also in heavy disaster. 

The autonomous electric vehicles must also have the 

functionality of vehicle collision avoidance systems. In the 

present vehicles, the vehicle collision occurs due to the 

distraction of the drivers while driving. In the case of driverless 

vehicles, the collision of the vehicle will not occur, since the 

controller unit that controls the vehicle by continuously 

observing the road conditions.  
Most of the Companies are uses autonomous car for developing 

and testing purpose such as Google, Volkswagen, BMW, etc. In 

1920 the experiment of the autonomous vehicle started. In 1980 

the first autonomous car is developed. Google has done 

remarkable work in this field for the past few years. The 

combination of an autonomous and battery-powered the vehicle 

has proven to be a breakthrough in the automobile industry. The 
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autonomous electric vehicle consists of both hardware and 

software developers such as those involved in sensors, artificial 

intelligence, mapping, & network connected services for 

transportation, advanced driver assistance system. The electric 

car uses battery for storing electric energy and by using this 

electric energy the car produces the motion in different 

direction. The electric vehicle does not produce any form of 

pollution during motion.  Because of this the electric vehicle 

provide pollution free environment as compared to other types 

of vehicle. The electric vehicle does not uses any form of fuel 

for driving purpose it uses electric energy instead of fuel. 

Sometime the battery inside the electric vehicle is discharge so 

upon charging the vehicle can be moved. 

For design automated driving functionality Automotive 

companies use MATLAB and Simulink software which include 

computer vision algorithm development, control development, 

and sensor fusion, etc. Most of the companies’ select MATLAB 

and Simulink software for development purpose because the 

design of model in Simulink environment is easy as compared 

to other software and the cost required during design process is 

very less and size of design is also very compact. Simulink uses 

block for design the system instead of code used in MATLAB. 

The Simulink is easy as compared to MATLAB because it 

provide a simple environment for development of system. 

 

II. LITRATURE  REVIEW 

 

Geetinder, Sourabh, Jaspreet and Samreet (2014) give 

information about the Google driverless car. The car won’t 

have steering wheels the steering can be done while looking 

out the obstacles, Accelerators or brake pedal can be used for 

correction of the speed limit and in any traffic condition it can 

go or stop there itself. All the work of the Google driverless 

car can be carried out by sensors and software. The Google 

driverless car consists of three parts such as Google maps that 

are generally used for navigation. Google maps provide 

information about the road, traffic signs, etc. the second part is 

the different types of hardware sensors such as Lidar, video 

camera, position estimator, distance sensor, aerial and 

computer these sensors are used for obstacle detection and the 

third the part is artificial intelligence the data coming from 

Google maps and hardware sensors are given to artificial 

intelligence for determining the acceleration. The main part of 

artificial intelligence to drive the passenger safely and legally 

to his destination.  

 

 Mustapha, Zayegh and Begg (2013) explain about the 

different sensor used for obstacle detection and distance 

measurement. There are various sensor used for obstacle 

detection and distance measurement few of them are IR sensor 

and ultrasonic sensor. The system uses different type of 

material for obstacle detection such as paper, plastic, books, 

plastic etc. The characteristics defined by both the sensors are 

different the linear characteristics are given by ultrasonic 

sensor and nonlinear are given by IR sensor. The IR sensor 

resolution is high as compared to ultrasonic sensor. 

 

Mohammad (2009) gives the information about two distance 

measurement sensor. The amplitude response of the IR sensor 

depends on the reflectance properties of the target. The 

ultrasonic sensor has slightly higher resolution than the IR 

sensor. The care should be taken while placing the object from 

the sensor because a slight change in the angle produces a 

slight difference in the actual distance. The amplitude from the 

US sensor is dependent on the orientation of the obstacle 

relative to the sensor and distance, The amplitude of the IR 

sensor does not have much effect where the small orientation 

of the reflecting surface. There is no effect of Surface color 

and smoothness on the output signal of the ultrasonic sensor. 

The reflectivity of an obstacle is depending on the amplitude 

of the IR sensor. 

 

       Varghese and Boone (2015) explain about the various 

technologies used to enable autonomous vehicles and 

advantages, disadvantages associated with each autonomous 

vehicle sensor. This paper also explained about the internal 

vehicle systems, external world sensing, sensors, systems, and 

various factors that play into autonomous vehicle design. 

Although the single sensor does not provide full information 

about the autonomous vehicle so that the fusion of sensor is 

used to drive the autonomous vehicle fully. 

 

Vairavan, Ajith, Shabin and Godwin (2018) they develop one 

vehicle which is nothing but the robot. This robot is used of 

obstacle detection and avoidance. The obstacle that are 

generally detected with help of ultrasonic sensor and 

avoidance that can be done using arduino microcontroller. In 

order to detect the obstacle the ultrasonic sensor is placed at 

the front side of robot. With the help of ultrasonic sensor place 

on front side of robot the data can be sensed. After  data 

sensing the ultrasonic sensor sense whether the obstacle is 

present or not if the obstacle is present it detect the obstacle 

and change the path in which there is no any obstacle are 

present. After that the data sensed by ultrasonic sensor is given 

to the controller for the motion of the vehicle and direction of 

vehicle.  

 

David (2012) explains about the simulation tool used to drive 

electric vehicle. A simulation is the important tool that provide 

large amount of benefit for design the model because while 

designing the cost of the development is reduces. By 

embedding the entire simulation model during design process 

can decrease the design time and cost of the design so that 

most of the companies can complete and test the design with 

in time.  The path changing for an autonomous vehicle is 

important for the system and to generate a new way to pass the 

front vehicle without having any collision. 
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III. METHODOLOGY 

The process of measuring the distance to an obstacle can be 

performed by managing the input and output signals which are 

coming from the Sharp distance IR sensors. In that input and 

output signal management there consist of signal processing, 

conditioning, parameterization, and integration, etc. 

 

  

 

 

 

A. Signal Processing 

Signal processing is a subfield of information, mathematics, 

and electrical engineering that is generally used for analysis, 

synthesis, and modification of the signals. This signal 

processing that can be done by logging the data coming from 

both Long range and Short range infrared sensor this logging 

data are taken from Analog input pin of Arduino i.e. pin A1 

for short range IR sensor and A2 for Long Range IR sensor 

this pin gives the value of ADC count. After using the specific 

the formula which is based on ADC count i.e. Short-range IR 

sensor distance can be calculated by using a formula such as  

          Distance (cm) = 4800/ (Sensor Value - 20)                (1) 

And another formula used for calculating distance using Long 

range IR sensor which is nothing but  

            Distance(cm)= 9462/(sensor Value -16.92)               (2) 

B. Conditioning  

When data is logged from the IR sensor according to logging 

values the condition is applied in the State flow. There are two 

State flow are included in single State flow one for servo 

motor rotation from 0 degrees to 180 degrees. According to 

condition given in State flow servo motor rotated from 0 

degrees to 180 degrees after rotation angle of the servo motor 

is calculated. And another State flow is used to calculate the 

obstacle angle from start to end point of the obstacle when the 

obstacle is detected for both the sensor. This two State flow 

can be run parallelly because both IR sensors are mounted on 

the servo motor. According to servo rotate, the IR sensor 

detects the obstacle. 
C. Parameterization  

Parameterization that is generally used for measurement of a 
different parameter from the different sensor both the IR sensor 
detects the obstacle within the specified limit. After detecting 
the obstacle IR sensor measure the distance of obstacle and this 
distance can be represented on display. It will also measure 
voltage, velocity, etc. 

 

 

Fig.1. Flow Diagram of Obstacle Detection Using Sharp Distance 

IR Sensors 

Fig.2. Photograph of Experiment Setup 
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D. Integration 

Integration of all the components is the final part of my project 

which is nothing but the process of bringing all the 

components together with the components such as sub-system 

into a single system and ensuring that the subsystem works the 

same as the system and integrating part can be done by 

embedding all the modules together and tested and assuring 

their condition to work towards the goal. The integration can 

be done by combining both the system such as calculate the 

distance of obstacle using both the IR sensor and the output of 

IR sensor i.e. distance is given to motor controller model in 

the form of input according to the distance and speed 

condition the time can be calculated from that time the 

condition is given in State flow so that the motor rotates in 

forward, right, forward and right direction. The benefit of 

integration is lower development cost, increase reliability and 

security. Integration is necessary to enable the flow of data 

through the system as well as provide the necessary data for 

system functions. If the system that is not integrated results in 

a significant increase in cost and resource consumption. 

 

IV. RESULTS AND DISCUSSION 

The results were discussed by comparing the output of both 

the IR sensor with respect to distance. Chart 1 shows the 

distance measurement of both the IR sensor. When the 

obstacle detected both the IR sensor shows the variations in 

the distance while when an obstacle is not present it will show 

the constant distance measurement. By comparing the distance 

of both long range and short range IR sensor the long range IR 

sensor gives the accurate result as compared to the short range 

IR sensor because the range of long-range IR sensor is more as 

compared  to short range IR sensor. The operating voltage for 

both the IR sensor is kept constant i.e. of (5v).    

 
 

 

 

 

 

 

 

V.      CONCLUSION 

The goal of my project is to develop a sensor based four-

wheeled autonomous robots which detect the obstacle in his 

path with the help of data logged from the Sharp distance IR 

sensor and move the robot in the predefined path. During 

motion if the car doesn’t find enough space to pass through the 

obstacles it must stop there itself otherwise moves in a 

predefined path by an avoiding obstacle. This project is been 

designed and implemented with ATmega 2560 Arduino 

microcontroller in Simulink domain. The work which is 

performing experimentally has been carried out carefully. 

Sensor output will be given to the controller. According to 

signals given to the controller, it will run the wheels in 

different direction i.e. forward, right, forward, right and speed 

based on the input signals. 

 

VI.        FUTURE SCOPE 

The Future scope of my project is  to design the same sensor 

based four-wheeled autonomous electric robot using LIDAR 

sensor instead of using sharp distance IR sensor because the 

LIDAR sensor also used for detection of obstacle and 

measurement of distance but the distance can be easily 

estimated using LIDAR. The range of LIDAR is very high i.e. 

1000feet to 4000 feet. LIDAR provides 360 degrees of 

resolution. And also develop the GPS system for moving the 

vehicle from one point to another point. 
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Abstract— The above paper gives the detail design of Solar 
PV system along with its synchronization with grid connected 
systems. In this paper detailed design of system along with the 
design of boost converter, design of inverter system for 180 
degree conduction mode along with its SPWM technique and 
grid synchronization using Phase locked loop technique has 
been discussed. The PV panel’s DC output is amplified by 
using boost converter up to desired value. which is further 
converter into A.C. supply by using 3-phase inverter which is 
working under 180 degree conduction mode which can be 
controlled by Sinewave pulse width modulation techniques. 
The reference signal for the system is derived by the grid using 
phase locked loop so the output of the inverter is in 
synchronism with grid with respect to phase as well as 
frequency. 

Keywords—PV panel, Inverter, Boost Converter, SPWM, 
PLL, Grid Synchronization. 

I. INTRODUCTION  

In the current scenario of world energy sector, 
renewable sources are growing their importance every day. 
This is due to limitation of the conventional resource and 
adverse environmental impacts of the conventional energy. 
Among the all Renewable energy sources available, solar 
energy seems to be a major competitor [1] as it is widely 
and almost everywhere available in nature and its 
conversion to electricity through photovoltaic process does 
not cause harm to environment. The electrical energy which 
is generated through solar PV system can be used to operate 
the different types of applications and loads. Solar energy is 
generated by means of solar photo-voltaic systems, which 
use arrays of PV panels that convert solar irradiation into 
electricity. It is reliable and cheap as compared with 
others.[3] 

 The Solar generation PV system consist of two 
types first one is Isolated or standalone system where 
batteries are used for storing electrical energy and then it is 
directly fed to load. This system is mostly popular in remote 
areas, where there is complete absence of grid transmission 
system or it is impractical to provide power system for light 
loads. Standalone system is also popular among charging 
low power appliances. Similar to grid tied system, 
standalone system also requires similar components for 
power generation like boost converter, inverter etc. but the 
addition to that it also requires battery i.e. energy storage 
system. The size of battery system is directly proportional to 
the energy requirement of load so it makes system much 
more costly and bulky for higher power applications.  That’s 
why this standalone system is mostly used for low power 
applications. [12] 

 The grid tied PV systems also known as ON grid 
photovoltaic system or grid connected solar photovoltaic  
system is solar PV system which, instead of storing the 
energy in the batteries, prefers to transmit the generated 
energy into the grid, which decreases the cost of battery 
system but increases the complexity as it need it needs grid 
synchronization in order to archives stability in the 
system.[6] 

II. LITERATURE SURVEY  

A. Photovoltaic System 

Photovoltaics is the type of technology and research 
which directly convert sunlight into electrical energy. The 
solar cell is the elementary building block of the 
photovoltaic technology. Solar cells are made of 
semiconductor materials, such as silicon. [2] 

 The photovoltaic cells are made up of two or more 
thin layers of silicon which is common semi-conducting 
material. When the semiconductor is exposed to light, 
electrical charges are generated and this can be conducted 
away by metal contacts as direct current (DC). As the power  
output from a cell is small inadequate , so more than one 
cells are combined which forms a 'string'. This increases the 
output voltage os the system considerably. Classification of 
Solar pv panels is shown in fig 1.1 
 
Monocrystalline silicon PV panels 
 
Such Monocrystalline panels can be made using cells made 
up of only one cylindrical crystal of silicon. This system is 
very effective and has high efficiency as it can transform 
around 15% of the sun's energy into electrical energy. But 
the process of production of monocrystalline silicon is very 
difficult and complicated which increases the cost of them. 

 
Figure 1: Classification of PV panels 

 
Polycrystalline silicon PV panels 
Polycrystalline photovoltaic is also called as multi-
crystalline cells. This multi silicon cells are made-up of cells 
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which are cut from an Ingot of a melted and re-crystallized 
silicon. They are cut to form thin wafers and again molded 
into complete cells. This type of panels requires low cost  to 
produce than monocrystalline cells, Though it is low cost 
and less complicated to manufacture as compare to 
monocrystalline it has less efficiency i.e. up to 12%. 
 
Thin-film silicon PV panels 
Thin film type of panel is a type of multi-crystalline, In this 
silicon is finely grained .Thin film PV panels are normally 
enclosed in a transparent and insulating polymer with a 
tempered glass cover and then fitted into a metal framed 
module. 

Amorphous silicon PV panels 
Instead of making rigid crystalline structure, amorphous 
silicon panels are produced by composing silicon in a thin 
homogenous layer. These panels can absorbs good amount 
of solar energy than crystalline type of panels. These panels 
are very thin that’s why it is also called as thin film panels. 
This type of panels has less efficiency than crystal panels, it 
can convert only 6% of energy into electrical energy.  
 

B. Off Grid Vs Grid Configuration  

As shown in fig. 2 Solar configuration can be of two types 
i.e. On-Grid & OFF-Grid, depending upon various 
geographical factor, type of application and availability of 
resources. On grid system is connected to grid while off grid 
isolated system.[9] 

 
Figure 2:Types of PV panels Configuration 

Standalone system requires battery to store the 
energy, which again increases the cost of the whole system. 
The drawback of battery requirement will be overcome by 
grid connected system where instead of storing generated 
energy it is injected in the grid which omits the energy 
storage system. Again grid connected system has its own 
challenges like Synchronization of voltage with the grid, 
which increases the complexity of the system.[4] 

C. Structure of Grid Connected System  

The figure no 3 shows the structure of grid tied photovoltaic 
system. Any energy storage system like battery is absent in 
grid connected system but feedback control is used from 
grid to inverter for synchronization. The PV panel generated 
the D.C. electrical energy in from solar radiation. The 
generated D.C. Voltage is amplified to desired voltage level 
by the boost converter. This system is either open loop or 
close loop system where controller can be used to maintain 
the output of boost converter. The output power of boost 
converter is of DC type, which is then fed to inverter to 
convert it to desired AC voltage which is then either 

supplied to load or supplied to grid. As discussed earlier 
there are certain challenges associated which supplying 
power to grid i.e. synchronization of voltage which is then 
obtain with help of PLL i.e. Phase Locked Loop system. 
PLL generated the reference signal which is then fed to the 
SPWM system of inverter, which generates respective 
switching signals for inverter and phase & frequency 
synchronization can be obtain. 

 
Figure 3: Grid Connected structure of PV System 

  

III.   DESIGN & SIMULATION OF SYSTEM  

The figure 4 shows the block diagram of MATLAB 
simulation of the grid connected photo voltaic system. It 
consists of PV panel block which is the simulation of PV 
panel, next to it is a boost converter which can be implement 
to amplify the DC Voltage to desired value. Three phase 
Inverter circuit is used to convert the DC voltage to three 
phase AC, SPWM i.e. sine wave pulse width modulation is 
used to generate switching signal for the three-phase 
photovoltaic inverter whose output is given to load and 
Grid. For synchronization of the output voltage PLL i.e. 
Phase lock loop system is used which measures the 
frequency along with its phase angle of the grid and 
according reference is provided to SPWM system.  
 

 
 

Figure 4: Simulation of Grid Connected PV system 
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A. PV Panel 

 
Figure 5: PV panel simulation 

The MATLAB simulation of P.V. panel is shown in Fig. 5, 
input for the panel are temperature & irradiance. DC link 
capacitor is used to keep the output voltage constant. The VI 
& PV characteristics of the solar panel is shown in figure 6. 

 
Figure 6: V-I & P-V Characteristics 

B. Boost Converter 

The function of boost converter is to "step-up" an input 
voltage to some desired higher voltage level, which is 
essential for a load. This unique capability is achieved by 
storing energy in an inductor and releasing it to the load 
at a higher voltage. This brief note highlights some of the 
more common pitfalls when using boost regulators. 
These include maximum achievable output current and 
voltage, short circuit behaviour and basic layout issues. 
Figure 7 shows the simulation of Boost converter. Design 
of boost converter includes design of deciding 
modulation index along with calculation of switching 
frequency, inductor & capacitor of the circuit. 

i. Selection of Duty Cycle :  Duty ratio is the 
parameter which decides output voltage magnitude. The 
relation between output voltage is proportional to duty 
cycle. [8] 

…………………….(1) 
Where η is estimated efficiency of the boost 
converter. 

. 
ii. Selection of Inductor :  As increases in the inductor 
value, output current also increases because of the reduction 
in ripple current. As the inductor value decreases, current 
limit also decreases. But it is need to take care of the 
inductor must always have a higher current rating than that 
of the current. 
 

………………………..(2) 

 = input voltage 
 = required output voltage 

 = switching frequency (minimum) 
 = desired ripple current of inductor, 

Where should be 20% to 40% of output current. 
 
iii.     Selection of Capacitor : It is always recommended  to 
implement low ESR capacitors to decrease the  voltage 
ripple. It is recommended to use data sheet while doing the 
calculation of capacitor and inductor. The following 
equation is implemented to find the capacitor values of 
boost converter to attain desired voltage level. 
 

……………………(3) 
Where ∆VO is the desired o/p voltage ripple.[8] 

 

Figure 7: Simulation of Boost Converter 

C. Three Phase Inverter 

Three single-phase bridge inverters can be connected as 
shown in Figure 8 to form a configuration of 3-Ø 
inverter.[10] The individual phase voltages of the 3-Ø 
bridge circuit are identical to the square voltages output by 
1-Ø bridge circuits. The voltages of the 3-Ø inverter are 
displaced in time by 1200. 

 

 
Figure 8: Simulation of Three phase Inverter 
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D. Sinewave Pulse Width Modullation (SPWM) 

 

Figure 9: SPWM Simulation 

The most common and popular technique for generating 
sinusoidal wave is SPWM i.e. known as Pulse Width 
Modulation. Simulation of SPWM is shown in figure 9. This 
PWM technique includes generating a digital waveform, for 
which the duty cycle can be modulated in such a way so that 
the average voltage waveform corresponds to a pure sine 
wave. The method of producing SPWM signal is comparing 
sine wave with triangular wave or saw-tooth wave. This 
Sinewave PWM signal is implemented for controlling 
power semiconductor switches like IGBT, MOSFET etc. 
The output produced by inverter is such that it resembles 
with sine wave. Filter consists of inductor and capacitor 
which is known as LC-Filter can be implemented to make a 
smooth sinusoidal waveform out of square wave ac output. 
With the help of this SPWM method production of much 
more similar AC waveform than that of others is possible. 
 

E. Phase Locked Loop System (PLL) 

 
Figure 10: Block Diagram of PLL system 

 
The most important factor of the phase locked loop 

(PLL), is the phase difference between two given signals. 
Phase locked loop system also has the ability to detect the 
phase difference between the two different signals. The 
difference between reference signals phase and actual 
signals phase is called as “error signal”. This error signal is 
used to control phase angle as well as the frequency of two 
signals. [5] 

The basic block diagram of phase locked loop is shown 
in figure 10 where there are three main elements of the PLL 
have shown. These elements are respectively phase detector, 
voltage controlled oscillator i.e. VCO and the filter [13]. At 
phase detection, the reference signal and the feedback signal 
which can be generated from VCO are being compared and 
error signal is generated. This error is then passed to filter 

for which can be further transmitted to VCO. The Voltage 
Controlled Oscillator produces an oscillatory signal. This 
oscillatory signal is again fed to phase detector to get 
compared with the input reference signal. This identify the 
phase difference between the two signals, i.e. the error 
signal. The error signal is then again passing through loop 
filter. This is the low pass filter which attenuate the high 
frequency signals and only allows the low frequency signal. 
Then this error signal is supplied to the control terminal of 
the VCO.[9] The error of any change in this voltage is 
considered that it tries to reduce the phase difference and 
difference in frequency between the given signals. As initial 
stage the loop is out of lock but as the error reduces the 
system gets locked and phase angle and frequency gets 
synchronized with each other . 
 

IV.  SIMULATION RESULTS AND ANALYSIS  

 
Figure 11: Output of PV panel 

 
Figure 12 : Voltage & Current of Boost Converter 

 
Figure 13: SPWM signal for 3 phase inverter 
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Figure 14: Three Phase Inverter output voltage of three 

phases 

 
Figure 15: Grid Synchronization 

The figure 11 shows the output of the PV panel generated 
due to solar radiation which is around 132V. This voltage is 
then fed to Boost converter to amplify the voltage up to 500 
V which is shown in figure 12. This DC voltage is applied 
to 3-Ø inverter which working at 180-degree conduction 
mode, whose SPWM control signals are shown in figure 13. 
This inverter converts the DC voltage into 3 phase a.c. 
voltage which is shown on Figure 14. Inverter gives 440V 
phase to phase voltage which is same as of grid. This 
voltage is synchronized with grid voltage which is shown on 
figure 14. The output of inverter fig no 14 & 15 shows delay 
of one cycle i.e. delay of 20mlsec, this delay is required PLL 
loop to measure phase angle of the grid and respectively 
adjusting & synchronizing output voltage of three phase 
inverter. 

V.  CONCLUSION  

This paper gives an overview of the grid tied 
photovoltaic system which includes the selection of PV 
panels, designing of boost converter depending upon the 
input and required output, design of three phase voltage 
source inverter along with Sinewave pulse width modulation 
system with Phase locked loop system. To synchronize the 
output of voltage source inverter the reference voltage of 
grid is fed to phase locked loop system where frequency 
along with the phase angle of the grid is measured and 
accordingly reference signal is generated and feed back to 

SPWM system so that the synchronization can be obtain 
between inverter output and grid. DGPVs are expected to 
play important part in future electrical power sector, with 
consideration of unbalanced grid conditions, islanding and 
better solutions to power quality issues under high 
penetration level of DGPV. 
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Abstract—Induction motors (IM) are utilized in many indus-
tries because of their advantages such as high efficiency, high
starting torque, low maintenance and economical. Traditional
PI controller is sensitive to parametric variations of motor.
Additionally, use of PI controller introduces high flux and torque
ripples in field oriented control (FOC), this affects performance
of motor. This paper discusses use of offline fuzzy tuned PID
controller for a space vector pulse width modulation (SVPWM)
fed indirect field oriented control (IFOC) of IM drive. The
system uses fuzzy Mamdani type I controller to improve transient
response. The paper proposes sensorless speed estimation of
IM using Luenberger observer. Effectiveness of sensorless speed
control of IM is demonstrated in MATLAB/Simulink.

Index Terms—Induction motor, Space vector PWM (SVPWM),
IFOC, Fuzzy logic controller (FLC), fuzzy tuned PID, Luen-
berger observer, Simulink.

I. INTRODUCTION

Nowadays, requirement of controlling of electrical drives
is increased. New electronics devices like microprocessors
and DSP processors can provide good speed control accuracy.
Motors used in an electric vehicle are induction motors, BLDC
motors & DC motors. IM is commonly used in the industries
because of their special features like, variable speed, rugged
operation, self-starting. BLDC motors are utilized in many
industrial applications. Induction motors are advantageous
over brushed dc motor drives and BLDC. The advantages
of IM included ease of operation, high starting torque, high
dynamic response [1],[2].

These motors are available for 1 φ & 3 φ variants. Therefore
it is necessary to improve the performance of motor to obtain
desired result. Scalar control and vector control are two main
types of AC machine control. Due to ease of execution,
scalar control is widely used. In scalar control method, direct
torque control is utilized to enhance performance of motor.
The vector control method is widely used for speed control.
Scalar control method has further divided into V/F technique.
In V/F technique, the constant Voltage to frequency ratio
gives constant motor torque throughout the speed range. The
vector control method further divided into two types: direct
torque control (DTC) and field oriented control (FOC). DTC
is used to control torque of three phase ac motors. DTC
further classified as: direct self-control (DSC) & space vector
modulation (SVM).

FLC improves the speed response of the system which
cannot be improved by the conventional PID controller. Com-
plicated nonlinear systems with uncertainty can be handle by
the FLC [4]. The FLC will give a poor response for speed
variations and load variation. To reduce this drawback an
offline tuning method is introduced with FLC. In this method
the PID controller parameters are tuned offline for obtaining
better response to load changes. Fuzzy tuned PID controller
has all benefits of a FLC and conventional PID controller like
simplicity in control [7],[10].

Luenberger observer (LO) gives the best performance under
steady state and low speed operation, but dynamic perfor-
mance is not good. Extended Luenberger observer (ELO) is
complicated to design and implement in DSP. Under load
condition performance of ELO at low speed is poor [3].

Organization of paper is: Section-II gives introduction about
indirect field oriented control system for IM. Section-III de-
scribes space vector PWM technique. In Section-IV, Fuzzy
tune PID controller is designed. Luenberger observer is de-
signed in section V. Obtained results are shown in section VI.
Finally, in section VII conclusion is given.

II. INDIRECT FIELD ORIENTED CONTROL (IFOC)
OF IM

Fig. 1. Schematic of sensorless speed control using FT-PID controller
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In FOC, control of IM is complex, because control of decou-
pled torque & flux generating components of stator currents
is complex. To overcome these drawbacks, high performance
indirect FOC is used. Proposed work shows high performance
of fuzzy tuned PID controller to control speed of AC machine.
In this proposed work, performance of PID controller is
enhanced by fuzzy logic control and speed estimated by speed
estimator. Speed estimators are used instead of speed sensors
to reduce the control circuit complexity.

Schematic of proposed work is shown in figure 1, which
consist of IM, inverter, FLC with PID tuning, FOC and speed
estimator. Here speed is estimated by Luenberger observer and
calculated speed is compared with reference speed, error is
given to FLC. FLC reduces error and gives signal to space
vector PWM and generated SVPWM signals are given to
inverter. Feedback signals are taken by sensing the voltage and
current.In proposed system speed of IM is controlled through
fuzzy tuned PID controller using luenberger observer. For
sensor less speed control technique, current senses from motor
and converted into d-q format. From that speed is calculated
using luenberger observer. An error signal is generated from
difference between reference speed & calculated speed. This
error given to fuzzy tuned PID controller, from which it gives
correct output to achieve reference speed [5],[6].

III. SPACE VECTOR PWM (SVPWM)

PWM technique is employed to inverter to get variable
voltage and frequency for variable speed drives. Inverter
output in the form of space vectors represents principle of
the SVPWM. For execution of SVPWM, reference voltage is
calculated using nearest two active vectors & zero vectors. In
this control method, simulink model is designed for IFOC.
Space vector transformation is as shown in figure 2.

Fig. 2. Space vector transformation

3-phase system Va(t), Vb(t)&Vc(t) can be written as;
V = 2

3 (Va(t) + Vb(t)e
j 2π

3 + Vc(t)e
−j 2π

3 )
The possible space vectors are shown in figure 3,

Fig. 3. Eight possible space vectors

TABLE I
SWITCHING STATES AND MAGNITUDE

Space vector Switching state Magnitude

V0 000 0
V1 100 2

3
Vdce

j0

V2 110 2
3
Vdce

j π
3

V3 010 2
3
Vdce

j 2π
3

V4 011 2
3
Vdce

j 3π
3

V5 001 2
3
Vdce

j 4π
3

V6 101 2
3
Vdce

j 5π
3

V7 111 0

The magnitude of six active vectors is equal to (2/3) Vdc.
The vectors V1-V6 are known as active state vectors and V7 &
V8 are known as zero state vectors. SVPWM waveforms are
shown in fig. 4. SVPWM is a technique utilized in final step
of FOC to find PWM signals for inverter switches to generate
desired three phase voltages to IM.

Fig. 4. SVPPWM waveforms

IV. FUZZY TUNED PID CONTROLLER DESIGNING

Fuzzy Logic allows values in between one/zero, high/low
true/false, etc. FLC is simple to execute. It consists of fuzzi-
fication, fuzzy rules & defuzzification. Fuzzy rules describe
relationship between input, output. They are written using IF-
THEN statements. Input is taken as error between reference
speed & estimated speed [11].

In offline fuzzy tuned PID controller, rules are designed
using properties of PID controller & characteristics of IM.
Parameters of Kp,Ki,Kd are tuned as load changes. FLC has
two inputs: error (e) & change in error (de) and three outputs:
Kp,Ki,Kd as shown in figure 6. Equations for offline tuning
is acknowledged as below [9],[12].

U(t) = Kpnewe(t) +Kinew(t) +Kdnewde(t)/dt (1)

Kpnew = Kpfα
Kinew = Kifα
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Fig. 5. Schematic of FLC

Fig. 6. Block diagram Fuzzy tuned PID controller

Kdnew = Kdfα

Where,
α = scaling factor, Kp, Ki, Kd are obtained from FLC.

TABLE II
FUZZY RULES FOR KP

e / edt NL NM NS Z PS PM PL

NL NL NL NL NL NM NS Z

NM NL NL NL NM NS Z PS

NS NL NL NM NS Z PS PM

Z NL NM NS Z PS PM PL

PS NM NS Z PS PM PL PL

PM NS Z PS PM PL PL PL

PL Z PS PM PL PL PL PL

Fuzzy rules are designed according to error as well as
change in error. If value of error is negative large, transient
response is high. To reduce high transient response derivative
gain of controller is high. Rise time is large. To minimize rise
time, proportional gain of controller is increased. To achieve
zero steady-state error, value of integral gain is increased. The
transient response output from model is improved compared
with FLC controller & steady state error is eliminated.

Schematic of FLC is shown in above figure 5. Input vari-
able of fuzzy system is speed error E. Speed error can be
represented as:

E = ωref − ωact

TABLE III
FUZZY RULES FOR Ki&Kd

e / edt NL NM NS Z PS PM PL

NL NL NL NLM NM NMS NS Z

NM NL NLM NM NMS NS Z PS

NS NLM NM NMS NS Z PS PMS

Z NM NMS NS Z PS PMS PM

PS NMS NS Z PS PMS PM PLM

PM NS Z PS PMS PM PLM PL

PL Z PS PMS PM PLM PL PL

TABLE IV
FUZZY RULES FOR ALPHA

e / edt NL NM NS Z PS PM PL

NL Z Z Z Z Z Z Z

NM Z Z Z Z Z Z PS

NS Z Z Z Z Z PS PMS

Z Z Z Z Z PS PMS PM

PS Z Z Z PS PMS PM PLM

PM Z Z PS PMS PM PLM PL

PL Z PS PMS PM PLM PL PL

The torque reference is controller output variable of IFOC.
Controller observes speed error signal and accordingly
changes its output. Therefore actual speed wact reaches the
reference speed (wref ). Here, for designing FLC, Mamdani
method is used. It has fuzzy input and fuzzy output. Choice
of fuzzy sets & membership functions are necessary for
designing FLC.

Fuzzy sets (linguistic definition) proposed here are defined
as follow:
PM = Positive Medium,
PL = Positive Large,
PS = Positive Small,
PLM = Positive Large Medium,
ZE= Zero,
NS = Negative Small,
NM = Negative Medium,
NL = Negative Large,
NLM = Negative Large Medium,
VSE= Very Small Error,
VBE= Very Big Error.
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V. DESIGNING LUENBERGER OBSERVER

To determine the Synchronous speed and electrical angle
following equations are used to implement flux observer [8].
The simulation diagram is as shown in fig 14
From, indirect vector control,

Θe =

∫
ωe =

∫
(ωr + ωsl)dt (2)

The rotor circuit equation is given by,

Rri
e
dr − (ωe − ωr)Ψe

dr +
dΨe

dr

dt
= 0 (3)

Rri
e
qr + (ωe − ωr)Ψe

dr +
dΨe

qr

dt
= 0 (4)

Rotor flux linkage is given by,

Ψe
dr = Lri

e
dr + Lmi

e
ds (5)

Ψe
qr = Lri

e
qr + Lmi

e
dsi

e
qs (6)

From above equations we can write,

iedr =
1

Lr
Ψe

dr −
Lm

Lr
ieds (7)

ieqr =
1

Lr
Ψe

qr −
Lm

Lr
ieqs (8)

Fig. 7. stator current, Stator flux & Rotor flux vectors on ds-qs plane

If we substitute above values in equations 3 and 4, we
obtained,

dΨe
qr

dt
+
Rr

Lr
Ψe

qr −
Lm

Lr
Rrids + ωslΨ

e
dr = 0 (9)

dΨe
dr

dt
+
Rr

Lr
Ψe

dr −
Lm

Lr
Rrids − ωslΨ

e
qr = 0 (10)

For decoupled control,

Ψe
qr = 0 (11)

dΨe
qr

dt
= 0 (12)

Now, substituting the above values in equation 9 and 10,
we obtain,

Lr

Rr

dΨ̂r

dt
+ Ψ̂r = Lmi

e
ds (13)

ωsl =
Lm

Ψ̂r

Rr

Lr
ieqs (14)

If we consider Ψ̂r as constant ,then from equation 13 we
obtain,

Ψ̂r = Lmi
e
ds (15)

Therefore, by using equation number (1), (12) and (13) flux
observer is designed.

Fig. 8. Block diagram of Luenberger Observer

Where,
ωe = Estimated speed,
ωr = Rotor speed,
ωsl = Slip speed,
Rr = Rotor resistance,
Lr = Rotor inductance,
Lm = Magnetizing inductance,
ieqs = qe axis stator current,
ieds = de axis stator current,
ieqr = qe axis rotor current,
iedr = de axis rotor current,
Ψe

qr = qe axis rotor flux linkage,
Ψe

dr = de axis rotor flux linkage,

VI. SIMULATION MODEL & RESULTS

The structure of FOC is given in figure 9. Input to speed
controller is reference speed & actual speed of motor. Output
of speed controller is given to FOC. Actual speed of motor
& stator current of motor are also given to FOC. According
to the switching pulses, controlled AC voltage produced by
the inverter is applied to IM. 3-phase diode rectifier is utilized
to convert ac into dc . For sensorless speed control, speed
estimator namely Luenberger observer is used. Three stator
currents Ia, Ib, Ic, are given to the observer to estimate speed.
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Fig. 9. Simulink diagram of IFOC for speed control of IM

Estimated speed is given to speed controller. In speed con-
troller, 49 rules based on IF-THEN statements as shown in
table II, III & IV FLC is implemented to reduce error. For
various speed & torque values results are obtained as shown
in fig. 10, 11 & 12. Fig. 13 shows output stator current and
DC bus voltage for the speed 500 rpm & torque 2 n-m.

Fig. 10. Output speed at 1500 rpm & torque 2 n-m

Fig. 11. Output speed at 900 rpm & torque 10 n-m

Fig. 12. Output speed at 500 rpm & torque 2 n-m

Fig. 13. Output stator current & Dc bus voltage speed at 500 rpm & torque
2 n-m

TABLE V
PARAMETERS OF 3HP IM

Sr. no. Parameters 3 HP IM

1 Power 2238 W
2 Supply Voltage 430 V
3 Frequency 50 Hz
4 Stator Resistance 0.435 Ω

5 Stator Inductance 0.002 H
6 Rotor Resistance 0.816 Ω

7 Rotor Inductance 0.002 H
8 Mutual Inductance 0.06931 H
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VII. CONCLUSION

The Luenberger Observer based FT-PID (Fuzzy tuned PID)
is designed in this paper to estimate rotor speed. FT-PID
reduces torque ripples and gives better response. From results,
it is seen that FT-PID controller is suitable for all speed ranges
with vector control technique. FT-PID has better response as
compare to FLC. The actual speed is exactly tracking the
reference speed for different speeds as seen in the results. The
sensorless speed control using FLC is suitable for applications
like electric vehicles, industrial purpose, robotics, etc. Speed
controller works accurately with least error between actual
speed & reference speed. Moreover, the speed controller
improves overall transient response of system.
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Abstract—The curing section of rubber manufacturing      
plant requires a lot of manual intervention for checking         
pump status. The energy of each pump is viewed on the           
energy meter manually. In case of power failures, pumps         
in the entire curing section are manually switched on using          
star-delta configuration. This brings time loss and quality        
defects. Thus the company incurs huge loss. In order to          
minimize the manual intervention that is required to check         
the pump status, the proposed system aims at monitoring         
the energy consumption of the pump in the curing section          
of the rubber processing plant. This paper presents a         
real-time energy monitoring system which has the       
capability to acquire data from a three-phase supply        
network connected to the pumps, store the acquired data         
and display the data on the screen. This data is then used            
to check the real time status of the pumps and indicate the            
presence of faults, thus automating the process of        
monitoring the pumps using PLC and SCADA. 

Keywords— Energy Monitoring; PLC; SCADA; HMI 

I. INTRODUCTION 

Over the past two decades, the electric power industry’s         
involvement in power distribution automation has been       
principally focused on remote monitoring and control of the         
distribution systems and their equipments. Advancement in       
metering and communications have meant that electric power        
utilities worldwide are increasingly adopting the technology of        
energy monitoring system to provide better and more efficient         
services to electric consumers. Development of an online        
energy monitoring system via PLCs in the industries are         
accomplished by the use of 
• Data Acquisition 
• Communication Protocol 
• Processing within Energy Meter and host central station [1] 

In the Rubber Processing Plant, each of the pumps are          
controlled by a VFD (Variable Frequency Drive) by        
comparing the voltage from the header line, transmitted by         
pressure transmitter, to the set value in the drive [2]. The           
comparison leads to a change in the frequency of the motor,           
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thus making an effect on it's pumping. The energy values are           
tapped from the VFD into an energy meter. 

The curing process includes 11 critical stages. Each stage is an           
important part of the overall curing of tyres. Every stage is a            
process in itself that must run for a specific time interval to            
maintain standardised results.  

Parameters of concern throughout the curing process are        
curing time, heating temperature and energy consumed by the         
pumps. The effect of process parameters on tire vulcanization         
have been studied [3]. If these parameters are not maintained          
in all the 11 curing stages, the tyres produced will be scrapped            
off due to various quality defects. Most importantly, every         
stage in the curing process is irreversible. This means, if any           
error occurs due to manual intervention or machine faults,         
then the output tyre will be scrapped off.  

Energy monitoring techniques provides the company with       
feedback on operating practices, it also provides early warning         
of unpredicted excess consumption caused by equipment       
malfunctions, operator error and lack of effective       
maintenance. Energy monitoring systems helps to envision       
energy consumption trends (daily, weekly, seasonal,      
operational) and identify specific areas of wasted energy,        
observe how it changes to relevant driving factors impact         
energy efficiency, develop performance targets for EM       
programs and manage energy consumption, rather than accept        
it as a permanent cost. The aim is to reduce energy costs            
through improved energy efficiency and energy management       
control. Other benefits generally include increased resource       
efficiency and  improved production budgeting [4]. 

A real-time energy monitoring system is discussed in this         
paper correctly fetches data from the energy meter of         
individual pumps through Modbus TCP communication.      
SCADA systems have been developed which allows the        
operator to view the logged data in a graphical form.          
Necessary measures can be undertaken by analysing the data         
in order to save power and minimize its wastage [5]. 

The paper is organised as follows: Section II explains the          
methodology which includes the proposed system. Section III        
demonstrates the results obtained by using HMI and SCADA         
which consists of the display of power values of each pump           
and the set point for the header line pressure. Section IV           
consists of the conclusion based on the observed results. 

II.      METHODOLOGY 

The proposed system aims at minimizing the efforts of         
manually checking power consumption of the pump. 

The first stage of the project involved using a Human Machine           
Interface (HMI) panel [6], wherein two pump parameters        
(power and energy) of a few pumps were displayed in real           
time. The objective was to temporarily monitor both of these          
parameters. In order to do so, the following steps were taken: 

1. Data of one pump were acquired from its energy         
meter[7] by using a PLC unit through an Ethernet         
gateway [8]. 

2. This data was processed to obtain power and energy         
values of the pump which were then displayed on the          
HMI panel. 

The second stage of the project involves the following steps: 

1. To transfer data from the energy meter into a PLC          
(Programmable Logic Controller) unit, an Ethernet      
gateway is used. The gateway device helps in        
segregating bulk data into single streams.  

2. The PLC unit (Micrologix 1400) [9] is used to         
acquire the power and energy consumed by the pump         
from the energy meter (EMS network). PLC unit        
(ControlLogix 5572) [10] is used to fetch the pressure         
of the header line, which is part of the curing          
network. Both these networks are then combined into        
a single network using a network translation device        
(1783-NATR).  

3. The 1783-NATR [11] helps in configuring multiple       
machines on a single line to have identical network         
settings. The output of the NATR is connected to the          
SCADA system. This data comprises of parameters       
like run-time, power, energy consumed and also       
displays the mode in which the pump is working. 

4. The data on the SCADA screen [12] is analysed         
depending on the needs of the company. 

5. Therefore by using PLC and SCADA we achieve real         
time energy monitoring of the curing pumps. 
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        Figure 1. Proposed system block diagram 

The inputs to the NATR is given from the EMS network and            
curing network. The EMS network gives the power        
consumption of the pumps while curing network gives the         
pressure from the header line. Fig. 1. shows the block diagram           
of the proposed system to be implemented. EMS network         
consists of an Ethernet gateway and PLC. The Ethernet         
gateway acts as a gateway for data transfer between energy          
meter and PLC by using Modbus TCP protocol. The energy          
meter acts as a server and the PLC acts as a client. The input              
values at the PLC are processed using Micrologix 1400 and          
then given to the NATR which converts the private port to           
public port. The second input to NATR is given from the           
curing network. The Supervisory Control and Data       
Acquisition (SCADA) system is a communication and control        
system used for monitoring, operation and maintenance of        
energy and power. 

 

            Figure 2. Flowchart 

Fig. 2. is the flowchart of the automation process. The          
flowchart designed can be categorized into three major        

segments.The first segment shows how the speed of the pump          
is controlled. A pressure transmitter installed on the header         
line transmits a signal to the VFD (Variable Frequency Drive).          
The main supply is also given at the drive. The two voltage            
levels are processed and accordingly the VFD changes the         
frequency of the pump thereby varying the speed of the pump.           
The change in the speed of the pumps results in the change in             
the pressure in the header line. The next segment identifies the           
mode in which the pump is working. An energy meter is used            
to tap values from the current transformer which is present in           
the VFD panel. The energy meter displays the instantaneous         
energy, power and operating frequency of the pumps. An         
ethernet gateway is used to ensure communication between        
the energy meter and the PLC unit (MicroLogix 1400 PLC).          
Once the data is received on the PLC unit, with the help of             
PLC programming the data is processed and thus we         
determine the mode in which each pump is working. There are           
four modes in which the pump works depending upon the          
power consumed by the pump, namely, Max mode, Idle mode,          
Fail mode and Off mode. The last segment allows a general           
view of the data monitoring panel on a SCADA software          
which is displayed on a computer screen. A timer is used to            
record the time for which the pump is working in a particular            
mode. A curing network exist which consist of the pressure          
values of all the pumps in the curing section. These pressure           
values are processed using a Logix 5572 PLC. The data from           
this PLC, the timer data, the energy values of the pumps and            
the data which specifies the mode are all sent onto a SCADA            
software which is displayed on a computer screen.  

 III.     RESULTS AND DISCUSSION 

A HMI panel was used to view the pump performance          
parameters for a certain period. Fig. 3. shows the main screen           
on the HMI panel. Selecting any one of the first three buttons,            
we get the screen which displays the pump parameters (ie.          
power and energy) as shown in Fig. 4. 

 
Figure 3. Main Screen of HMI Panel 
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Figure 4. Power and Energy readings of Pump 1 on HMI screen 

 
Figure 5.  Pump power status of Pump 1 viewed on HMI Screen 

Various pump power status values viewed on the HMI screen          
(Fig. 5.) include: 

● MAX state is used to indicate that the pump is under           
load and the power is varying between 36-45 kW. 

● IDLE state indicates that the pump is in healthy         
working condition when power drawn is above 20        
kW. 

● FAIL state is used to indicate that the pump is poorly           
functioning when the power drawn by the pumps is         
less than 20 kW. 

● OFF state is to indicate that the pump is off.  

 

       Figure 6. SCADA Screen showing power values of CW SYSTEM#1 and 
hydraulic pumps 

 
Figure 7. SCADA Screen showing power values of CW SYSTEM#2 pumps 

Further on, the monitoring system was implemented on        
SCADA software to be displayed at the operator’s        
workstation.The general view of the data-monitoring panel is        
shown in Fig. 6. and Fig. 7. which displays the power values            
(in kW) for each of the cold water (CW) and hydraulic pumps.            
The pumps are categorised as CW SYSTEM#1 pumps,        
hydraulic pumps, and CW SYSTEM#2 pumps. The CW        
SYSTEM#1 pumps are part of Trenches 1 & 2, whereas the           
CW SYSTEM#2 pumps are part of Trench 3 up to Trench 9.  
The set point value indicates the pressure at the respective          
header line. This value can be changed by the user as and            
when required. The kW values are updated each time the          
pressure at the header line goes below the pressure set point           
value. 

 
 

Figure 8. Trend showing power consumed v/s time of CW pump. 

 
Figure 9. Trend showing power consumed v/s time of CW SYSTEM#2 pump. 

Trend determines the gradual change in a process over a          
certain period of time. Fig. 8., Fig. 9., and Fig. 10. depict the             
plot of the real time power values. The plotted power values           
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are continuously updated and displayed depending upon the        
set time. 

 
Figure 10. Trend showing power consumed v/s time of hydraulic pump. 

 
 

Figure 11. Trend showing power consumed v/s time of  CW SYSTEM#1 
pump when FAIL state is detected. 

In Fig. 11 the onset of failure of the pump inefficiency is            
detected by the red indication that can be viewed in the power            
states section. This pump should be frequently monitored. If it          
remains in the FAIL state for a period of 48 hours, proper            
troubleshooting procedures should be employed by the       
operator. 

 
Figure 12. Trend showing power consumed v/s time of CW SYSTEM#1 

pump when IDLE state is detected. 

Fig. 12. depicts the healthy working condition of a pump 
(IDLE state). This state indicates that power consumed by the 
pump is above 20 kW. 

IV. CONCLUSION 

The proposed system helps to monitor real-time energy        
consumption and power values of the cold water pumps and          
hydraulic pumps used in the curing section of the rubber          
processing plant. The power values are used to determine the          
status of each pump. The system logs the measured and          
calculated electrical data in a database, creating a record of the           
data for analysis. The data logged can be viewed and analyzed           
to take measures to save power and minimize its wastage. The           
implemented trends depicts the power consumed by the        
respective pump over a period of time. The energy monitoring          
system therefore minimizes the manual intervention of the        
operator. Thus human error is minimized resulting in        
improved reliability. 
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Abstract— Cloud computing is one of the emerging area in the 

business world that help to access resources at low expense with 

high privacy. Security is a standout amongst the most imperative 

difficulties in cloud network for cloud providers and their 

customers. In order to ensure security in cloud, we proposed a 
framework using different encryption algorithm namely Extended 

hill cipher and homomorphic encryption. Firstly user 

data/information is isolated into two parts which is static and 

dynamic data (critical data).   Extended hill cipher encryption is 

applied over more important dynamic part where we are encrypting 
the string using matrix multiplication. While homomorphic 

encryption is applied over static data in which it accepts n number 

of strings as information, encode each string independently and 

lastly combine all the strings. The test results clearly manifests that 

the proposed model provides better information security. 

Keywords— Cloud Computing, Extended Hill Cipher, 

Homomorphic Encryption,  Data Storage, Security. 

I.  INTRODUCTION  

Cloud computing is utilized to get to the assets effectively 
from the outsider specialist so as to grow the business with low 

capitalization cost. Due to vast unstructured data over the 
cloud, information security is the prime concern. Thus, in order 

to ensure security of the distributed storage, we proposed a 

framework based on two distinctive encryption algorithms. In 
this model, user data/information are isolated into two parts 

such that the secured information is considered as  dynamic 
data while the rest data as static part followed by applying two 

diverse encryption techniques namely extended hill cipher over 
the powerful information i.e. dynamic part and homomorphic 

encryption over static part of the data. The resultant encrypted 
data is stored in the cloud, thereby making the both common 

and critical data more secured compared to the previous 

security techniques that too at the low cost. 

Given plaintext 𝑥, extended hill cipher converts 𝑥 into 

cipher text 𝑦=A∙𝑥 (mod 𝑛) where A is the matrix key where |A| 

! =0 and n represent by 256 [1]. If cryptanalyst knows 𝑚 pairs 

(𝑥,𝑦) of successive plaintext and cipher text, he/she can 

calculate the key matrix A by computing A=𝑌∙𝑋-1
 mod 𝑛 , 

where 𝑋 and 𝑌 are 𝑚×𝑚 matrices of plaintext and cipher text. 

In extended hill cipher, strings are divided into group of 

three and every group is associated with its ASCII values [2]. 
Extended hill cipher gives better  security in comparison to 

simple hill cipher because hill cipher encrypt only homogenous 

data and apply modulo 25, while extended hill cipher encrypt 

heterogeneous data type and apply modulo256. 

Further, homomorphic encryption permits executing 

computations on the scrambled information [3]. It is one of the 
progressed cryptographic procedures that support arbitrary 

number of   both operations addition as well as multiplication 
on cipher text. To retrieve user data 𝑥=A

-1
∙𝑦 (mod 𝑛) where A 

is original inverse matrix, y is encrypted matrix and n represent 

modulo 256. 

The structure of this paper is as follows: Section II 

describes the related research work. Section III explains the 

proposed technique in detail. Evaluation of the scheme by 
different experiments is done in Section IV and finally Section 

V concludes the paper. 

II. RELATED WORK 

      The significance of security in cloud has pulled the great 

attention nowadays. Safe cloud storage architectures are of 

prime concern. Cong Wang et al. [4], have suggested the 

protection issues related in distributed storage. Whenever a 

data vulnerability is scrutinize during the storage process, the 

accuracy identification across the distributed servers are 

ensured by simultaneous identification of misbehaved nodes 

through analysis in term of privacy functioning. It is proved 

that their technique is dominant to handle certain failures, 

malevolent data modification attack and even server attacks. 

J. Shen et al. [5], considered cloud as semi-trusted and 

proposed a model for urban information sharing by using 

attribute based cryptography. The procedure they presented is 

sheltered and can challenge potential assaults. G. Feng et al. 

[6], point out that when the server load increases the chances  

of information leakage are there at the time of transmission in 

cloud servers. They proposed an adequate system encoding in 

closed cloud environment. Wang et al. [7], proposed a plan 

that allows clients to review the distributed storage for 

correctness of the data inside the server. Their plan likewise 

underpins protected and powerful unique information altering 

activities. They have accomplished the information 

uprightness just as information accessibility in distributed 

storage. J. Hou et al. [8], considered that at peak load, client's  
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information is put away through CSP (cloud server supplier), 

regardless of whether CSP is trusty, programmer still gather 

client information from server in the event that they deal with 

the distributed storage. 
Above mentioned authors attempt to improve the security 

in cloud service in various terms. Lightly of them used various 
encryption approaches at different positions, while others 

attempt to tackle the protection issue with the help of 

inspecting or building their own security frameworks. 
Moreover, there is a typical issue in these research works. 

When the CSP itself is untrusted then these approaches are not 
effective ones and cannot avoid internal attacks or prevent the 

CSP from selling user’s data to earn illegal profit. Therefore, 
we introduced a new secure cloud storage technique in this 

paper. We are dividing file into two parts and applying two 

cryptographic techniques. We can achieve high degree privacy 
protection of data. In our scheme encryption helps to protect 

fine-grained security of the data. 

III. PROPOSED FRAMEWORK 

The proposed secure cloud storage framework is shown in 
Fig.1 which consists of seven components namely user, static 

files, dynamic files over which homomorphic encryption and 
extended hill cipher encryption algorithms are applied, merged 

file and cloud server provider. This structure is utilized to store 
and recover information in a safe way from the cloud server. At 

server there are numerous customers utilizing the distributed 

storage services. The cloud server administrator knows the 
proprietor of the information and deals with the solicitation of 

the customer. The cloud server director chooses what 
information ought to be sent by customer's solicitation. Now 

suppose if CSP itself is untrusted there is a chance of data 
leakage, thus to avoid this problem, we proposed user level 

encryption techniques. 

In fig.1 initially user data is divided into two separate parts 

which are static and dynamic. After splitting the data, apply the 

different encryption techniques on both the data. Static files fall 
under homomorphic encryption technique while dynamic files 

representing crucial data fall under more efficient extended hill 
cipher encryption technique. To retrieve the user data from 

CSP, user sends the request to the cloud server and CSP grant 
the user request and sent the user data which is encrypted file. 

After receiving the file from CSP, both the files fall under 

reverse decryption technique. Finally merge both files to get 
original data safely. 

A. Extended Hill Cipher Algorithm 

     Extended hill cipher is a technique based on linear algebra. 

In extended hill cipher encryption algorithm, each string is 
grouped into multiple of three and initialized with its ASCII 

values in matrix form and then multiplied by 3 × 3 matrix 
whose determinant is not zero. Resultant matrix undergoes 

modulo 256 and stores the value in another matrix. Then 
convert resultant valued matrix back to its character form 

representing the encrypted cipher text. To encrypt the message, 

each section is multi played by the inverse of the original 
matrix. In hill cipher we can only encrypt homogeneous data 

and apply modulo 25. While in extended hill cipher encryption 
is applied to heterogeneous strings with modulo 256. Thus, the 

extended hill cipher provides better security to the customer's 

information. 

 

 
Fig.1 Secure Cloud Storage Framework 

 

 Select invertible matrix A 

 Calculate y=A∙ x (mod n). 

Alice sends (y, A) to Bob. 

Where A is key matrix, y represent cipher text and x 
represent resultant plain text. 

 

a. Encryption Process  

 Select a plaintext message to encrypt containing 

all characters as well as special symbol and 
digits. 

Let’s take an example, Nit_kkr9@gmail.com is 
our plaintext message and we will convert 

plaintext to cipher text. 

 Initialize a 3x3 square matrix with nonnegative 
integer each less than 256. 

A =   

 Check its determinant does NOT equal to zero, |A 
| ≠0 
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          =6(16*15 – 17*10) – 13(24*15 –  

        17*1) + 20(24*10 – 16*1) = 441 

 Group the string into group of three as follows 
Nit_kkr9@gmail.com 

Example:-[Nit][ _kk][r9@][gma][il.][com] 

If the string length does not have mod 3 == 0, 

repeat the last letter. 

 Convert the character into its ASCII value 

                         

                          

 Multiply the converted matrix into given matrix 

 

         

       

 Convert each entry in the matrix back to its 

ASCII string  representing the cipher text. 

 

Fig.2 Encrypted String (Cipher Text) 

b. Decrypting a String 

In order to decrypt the cipher test into plain text, you must 

know the encrypted matrix. Get a cipher message to decode it 
in plain text or Standard English string. 

 Calculate A
-1

. 

 Calculate x=A
-1

∙y (mod n). 

Where A
-1 

is invers matrix, y represent cipher text 

and x represent resultant plain text. 

 In the given example decrypt the message 

       
        Fig.3 Decoded String  

        Given extended hill cipher with original matrix 

      A=  

 Group all encrypted string into multiple of three 

and replace each of them into its ASCII values  

 

 Get the inverse of the original matrix. i.e. Inverse 

of matrix A
-1

 = Adj (A) / |A|, 

(Adj)A= =

= 
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A
- 1  

= 441 = 

 

 Multiply the enciphering matrix with inverse 
matrix and modulo 256. 

 

 

 

 

 

          

 Convert each integer in the plaintext into its 

corresponding ASCII values. 

               

        

 The decrypted string is now as original plain text: 
Nit_kkr9@gmail.com 

B. Homomorphic Algorithm 

A homomorphic encryption technique allows user to 

operate on encrypted text directly. Thus , making use of 
homomorphic encryption assures customer’s data secure in all 

states: storage, transmission and processing. Shi Zhongpan et 
al. [9], presents a homomorphic calculations  focusing on 

database and fulfill homomorphic expansion and augmentation. 

Boneh D et al.[10] clarify the homomorphic encryption ideas; 
this system is connected to the cloud condition to secure the 

information. The homomorphic encryption procedure permits 
executing calculations on the encoded information. 

Basic concept of homomorphic encryption is shown in 
figure-2. Suppose a user want to add two numbers 5 and 10, 

which are stored on cloud data server in encrypted form 

(assume 5 instead of 10 and 10 instead of 20 respectively). 
Each digit are multiply by 2 and to reverse divide by 2. 

 
Fig.4 Homomorphic encryption 

    Homomorphic encryption can be either partial 
homomorphic or fully homomorphic encryption. Partial 

homomorphic encryption scheme supports either addition 
operation (known as additive homomorphic encryption 

scheme) or multiplication operation (known as multiplicative 

homomorphic encryption scheme). Such a scheme can perform 
limited number of operations. On other hand, fully  

homomorphic encryption (FHE) underpins random number of 
the two operations. 

1. Encryption Process 

At first we group the message and group length is 

to be decided as per the user’s interest for 

protection. Now, each group is encoded by the 
homomorphic calculation. 

 Select two random numbers and select two big 
prime numbers X and Y (more the number of 

digits are, safer the data is). 
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 Calculate N=X× Y, and get a random Z; 

 Divide the plain text W into sections of length (I) 
whose count of digits is less than X, W = 

w1,w2,w3,…wt. 

 Use the encryption algorithm Ci = (W i + I*X) 

mod N, and compute the cipher text C = 
c1,c2,c3…etc. 

 Send the decoded text C to the receiver. 

2. Decryption Process 

 The receiver gets the cipher text C, and groups 
C=c1,c2,c3…ct; 

 Use the key X and the decryption algorithm W i 

=Ci mod X to compute wi. 

 At the last, we can get the plaintext W. 

IV. EXPERIMENTAL AND RESULT ANALYSIS 

      The motivation behind this paper is apply encryption over 

the cloud data in order to provide information safety and to 

increment consumer satisfaction by not allowing the third 

party attack.  For evaluating the proposed technique, security 

attack and time complexity are tested with the other important 

algorithms. 

 
TABLE I. AVERAGE TIME COMPLEXITY ANALYSIS IN (SEC) 

 

 
 

A. Security Attacks 

      Security is the safety of the information that is put away on 

the distributed storage unit. There are numerous cryptographic 

techniques for limiting third party attacks. There are many 

types of attacks on any cryptosystem such as Cipher text Only 

Attack (COA), Known Plaintext Attack (KPA), Chosen 

Plaintext Attack (CPA), Dictionary Attack, Brute Force Attack 

(BFA), and Fault Analysis Attacks (FAA) out of which the 

extended hill cipher technique is more suitable for data 

security due to matrix multiplications in comparison to simple 

hill cipher encryption, caser cipher, xor-cipher, vigenere 

cipher and homomorphic algorithm [11]. 

      However, mentioned algorithms consume less time but 

also provide low security. When we transmit 01-10 MB of 

data, extended hill cipher provides high security at the expense 

of more time complexity than any other algorithm. 

B. Time Complexity 

      Time complexity of the framework is determined 

considering the execution time. So when are transmitting (01-

10)...(40-50) MB of information, the extended hill cipher 

encryption takes more time to all others encryption 

calculations O (m
2.373)

 (Table-1). But when we compare 

security level, extended hill cipher gives more security than all 

others. Extended hill cipher basically focuses on the high level 

security. 

 
Fig.5 Execution time comparison 

 

      When data (in term of megabytes 01MB – 10MB) are 
encrypted, all the encryption algorithms take approximately 

same time. However, when we increase the data size, time 
complexity of all the algorithms increase drastically. In order to 

represent it in a graph in effective manner, we divided original 
time (sec) by 1000. 

V. CONCLUSION 

      Cloud Storage is simply storing data and providing 

backups of data on virtual cloud server. In cloud storage 

server, security is a major issue. Encryption is a main 

technique to solve the data leakage problem. At the point 

when security level in cloud turns out to be high then integrity 

and privacy will be high for clients and specialist co-ops. So, 

we proposed a secure technique to avoid data leakage problem 

from server side as well as user side. Proposed algorithm 

which is efficient, secure and unassisted provides security as 

well as static confidentiality to the data. The technique 

guarantees the transmission information between the cloud 

and the customer side safely. 

According to [12], the time complexity of matrix 

multiplication is O (m
2.373

), where m is the degree of the 

matrix. Also, the time complexity of adding two matrices is O 

(m
2
) , Moreover, the time complexity of  XOR two matrices is 

O(m
2
)  . Thus, the total time complexity of EHC is O (m

2.373
) 

+ 2 × O (m
2
)� ∼= O (m

2.373
); i.e. the complexity of EHC is O 

(m
2.373)

 which is little bit more then to the complexity of the 

hill cipher. Time complexity may be improved in future. 
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Abstract—In this paper Inertial delay control(IDC) based
sliding mode control(SMC) for 4 wheel steering(4WS) vehicle
which focuses on the maneuvering flexibility and steering stability
of the vehicle. To achieve above a new method for variable
steering ratio(VSR) is introduced. A nonlinear vehicle model is
considered along with the uncertainties in cornering stiffness,
mass and vehicle speed. To compensate the effect of nonlinearities
and uncertainties and also controlling lateral dynamics an IDC
based SMC is proposed to achieve required side-slip angle and
yaw rate of vehicle based on VSR. Further a simulation is
executed to analyze the performance of proposed controller for
4WS by tracking the system dynamics to follow the desired model
regardless of the nonlinearities and uncertainties. The proposed
controller is also validated with Carsim software.

Index Terms—Variable steering ratio, four wheel steering,
sliding mode control, inertial delay control, Carsim

I. INTRODUCTION

As automobile industry is developing very fast and most of
the people rely on vehicle, stability of vehicle is a big factor.
Earlier for yaw stability of vehicle, reseachers used Active
front wheel steering(AFS) but it was limited to stability in
low to medium speed region of the vehicle due to saturation
of lateral forces. As the advancement to get the stability in
the high speed region active front steering was combined
with braking(DYC), or with ARS i.e 4WS. [1] During turning
vehicle performance can be enhanced by actively steering
rear wheels as well as front wheels (4WS). The 4WS system
can control both yaw rate and lateral velocity of the vehicle.
In [2], LPV controller was implemented for velocity varying
4WS vehicle model having uncertainties in mass, cornering
stiffness and external disturbances. A second order dynamics
decoupling controller was designed in [3] for 4WS vehicle by
decoupling the lateral speed and yaw rate. An optimal control
theory based controller was designed for model matching in

low and high speed of 4WAS is done [4]. An active 4WS non
smooth sliding mode controller with finite time convergence
was designed for an electric vehicle in [5] to track the desired
model. In [6] sliding mode controller having an intergral
sliding surface was proposed to eliminate steady state errors.
In [7] DOB control strategy for 4WAS was presented, to
deal with ignored nonlinear vehicle model and cross wind
disturbance.

The steering ratio (SR) is ratio of handwheel and front
wheel angle, which has impact on the maneuvering flexibility
and vehcile stability [8]. This SR should be varying with
vehicle speed because 1) at low speed to get the maneuvering
flexibility the SR should be small so that for small handwheel
angle it will produce large front wheel angle and 2) at high
speed to prevent steering sensitivity a large SR should be
given to satisfy the steering stability [9]. Different methods
were designed and derived to get the Variable Steering Ratio
(VSR) such as constant yaw rate gain , constant lateral acc.
gain,combination of both [10] and Fuzzy neural network
approach [9]. In summary most of the present researchers
focuses on yaw stability, while focus on maneuvering
flexibility and steering stability are focused less and very
fewer have done the combination of robust yaw stability of
4WS based on VSR strategy.

In this paper the focus is on maneuver flexibility and
steering stability and a robust Inertial delay based SMC is
applied to achieve yaw stability i.e to follow the desired
model of lateral dynamics. The validation is done in Carsim
software.
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Fig. 1. 4 wheel steering dynamic model

This paper key features are as follow :
• Nonlinear 4WS vehicle model is derived also uncertain-

ties in cornering stiffness, mass, vehicle speed are taken.
• The new function for variable steering ratio is proposed

using this strategy the desired model of vehicle lateral
dynamics is obtained.

• To track the desired vehicle lateral dynamics regardless
of nonlineartities and uncertainties a robust Inertial Delay
Control based sliding mode controller is designed.

• Validation of proposed controller in Carsim software.
Organization of this paper is as follow, Section I gives

brief introduction of latest work. Section II derives the 4WS
nonlinear vehicle model along with desired model of lateral
dynamics. An IDC based sliding mode controller is imple-
mented in Section III. Section IV shows the effectiveness of
proposed controller and Section V convey robustness through
Carsim validation. Section VI is conclusion.

II. PROBLEM SETUP

A. Modelling of nonlinear 4WS vehicle

A double track model of 4 wheel steering vehicle is seen
in Fig.1 . [11], [12] The 2 DOF vehicle model captures the
lateral dynamics obtained as

mVx(β̇ + r) = Fy1cosδf + Fy2cosδf + Fy3cosδr + Fy4cosδr

+Fx1sinδf + Fx2sinδf + Fx3sinδr + Fx4sinδr
(1)

Izz ṙ = a(Fy1cosδf + Fy2cosδf + Fx1sinδf + Fx2sinδf )

−b(Fy3cosδr + Fy4cosδr + Fx3sinδr + Fx4sinδr)

+
tw

2
(Fy1sinδf − Fy2sinδf + Fy3sinδr − Fy4sinδr

+Fx2cosδf − Fx1cosδf + Fx4cosδr − Fx3cosδr)
(2)

where δf and δr are front and rear wheel angle, ay = vx(β̇+
r) is the lateral acceleration at C.G of vehicle. Fxi and Fyi

are longitudinal and lateral forces simultaneously produced by
front and rear tires. i is the sequence of tires .The slip angle
of front and rear tires are obtained as

α1,2 = −δf + β +
ar

vx

α3,4 = −δr + β − br

vx
(3)

we have considered a linear tire model i.e. assuming that slip
angles are small thus, the lateral forces are given by

Fy1,2 = −µc1,2α1,2

Fy3,4 = −µc3,4α3,4 (4)

where µ is co-efficient of friction between road & tyre.c1,2
and c3,4 are the cornering stiffness of front and rear wheels
respectively
The vehicle weight is evenly distributed i.e no logitudinal load
transfer occurs.Thus the vertical loads are obtained as

Fz1,2 =
mgb

2L

Fz3,4 =
mga

2L
(5)

where g is the accceleration due to gravity. Now the longitu-
dinal tire forces are given by

Fxi = µFzi (6)

by re-arranging (1–2) equations, vehicle lateral dynamics are
derived as

β̇ =
1

mVx
(Fy1cosδf + Fy2cosδf + Fy3cosδr + Fy4cosδr

+Fx1sinδf + Fx2sinδf + Fx3sinδr + Fx4sinδr)− r
(7)

ṙ =
1

Izz
[(Fy1cosδf + Fy2cosδf + Fx1sinδf + Fx2sinδf )a

−b(Fy3cosδr + Fy4cosδr + Fx3sinδr + Fx4sinδr)]

+
tw
2Izz

(Fy1sinδf − Fy2sinδf + Fy3sinδr − Fy4sinδr

+Fx2cosδf − Fx1cosδf + Fx4cosδr − Fx3cosδr) (8)

As there are uncertainties in cornering stiffness , mass, vehicle
speed and lateral and longitudinal forces are multiplied with
nonlinear terms all these are lumped together in disturbances
and again re-arranging the system equations we get,

β̇ = B11δf +B12δr + d1 (9)

where B11 =
2c1,2
mVx

, B12 =
2c3,4
mVx

and

d1 =
1

mVx
(Fy1cosδf + Fy2cosδf + Fy3cosδr + Fy4cosδr

+Fx1sinδf + Fx2sinδf + Fx3sinδr + Fx4sinδr)− r

−B11δf −B12δr
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ṙ = B21δf +B22δr + d2 (10)

where B21 =
2ac1,2
Izz

, B22 =
−2bc3,4

Izz
and

d2 =
1

Izz
(Fy1cosδf + Fy2cosδf + Fx1sinδf + Fx2sinδf )a

−b(Fy3cosδr + Fy4cosδr + Fx3sinδr + Fx4sinδr)

+
tw

2
(Fy1sinδf − Fy2sinδf + Fy3sinδr − Fy4sinδr

+Fx2cosδf − Fx1cosδf + Fx4cosδr − Fx3cosδr)

−B21δf −B22δr

B. Reference model of lateral dynamics

The desired steering response is obtained from 2 DOF bicy-
cle model of FWS vehicle which requires a desired front wheel
angle (δfd).The VSR strategy is used to get δfd according to
vehicle speed.
By studying conditions for VSR strategy from [8] we have
proposed new function of VSR ,

The newly proposed VSR is given by

i = i0 + a(1− e−αV 3
x ) (11)

δfd =
θhw
i

(12)

where i is the VSR , θhw is Handwheel angle, i0 is initial value
,i0+a is the final value and α decides rate of exponential term.

The desired lateral dynamics model for 4WS will be same
as derived for FWS so that the perception of driver does not
change.Thus the desired lateral dynamics are given by

βd =
kβ

τβs+ 1
δfd (13)

rd =
kr

τrs+ 1
δfd (14)

where kβ and kr are proportional gain : kβ = 0
, kr = Vx

(L+KV 2
x ) , K is the understeer gradient

K = m
L ( b

c1c2
− a

c3c4
), τβ and τr are time constant for

desired side-slip angle and yaw rate respectively,

The state space equation of desired model is obtained as

ẋd = Adxd +Bdud (15)

where , state vector xd =

[
βd

rd

]
,state matrix Ad =[

− 1
τβ

0

0 − 1
τr

]
, input matrix Bd =

[
kβ

τβ
kr

τr

]
and desired input

ud = δfd.

III. CONTROL STRATEGY FOR YAW STABILITY

Aim of this controller is to enhance maneuvering flexibility
and steering stability.
Sliding surfaces used for side-slip angle and yaw rate tracking
are stated as follow

σβ = β − βd (16)
σr = r − rd (17)

For control strategy the system can be represented in the form
of

β̇ = uβ + dβ (18)

where uβ = B11δf +B12δr

ṙ = ur + dr (19)

where ur = B21δf +B22δr
by differentiating both sliding surfaces

σ̇β = uβ + dβ − β̇d (20)

σ̇r = ur + dr − ṙd (21)

the required control is obtained as

uβ = −d̂β + β̇d −Kβσβ (22)

ur = −d̂r + ṙd −Krσr (23)

Estimation of uncertainty using inertial delay control method,
the estimation of dβ&dr are calculated by

d̂β,r =
1

τ1,2
(

∫
σβ,rdt+ σβ,r) (24)

the dynamics of uncertainties estimator thus becomes [13] [14]

d̂β,r =
dβ,r

τ1,2s+ 1
(25)

˙̂
dβ,r =

d̃β,r
τ1,2

(26)

d̃β,r = dβ,r − d̂β,r (27)

then by differentiating and substituting :

˙̃
dβ,r = ḋβ,r −

d̃β,r
τ1,2

(28)

Thus by applying Lyapunov stability, d̃β,r is bounded by
| ḋβ,r | τ1,2.
Putting uβ and ur in (20) and (21) we get

σ̇β,r = −Kβ,rσβ,r + d̃β,r (29)

now the sliding condition i.e σσ̇ becomes

σβ,rσ̇β,r ≤ −σβ,r(Kβ,r | σβ,r | − | d̃β,r |) (30)

This states that σβ,r will go to zero asymptotically.Thus
ensuring side-slip angle and yaw rate will track the desired
trajectories.
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TABLE I
SPECIFICATIONS OF 4WS VEHICLE

Model specifications Values
Mass of vehicle (m) 1270 kg
Yaw moment of inertia (Izz) 1536 kgm2

Front axle to C.G distance (a) 1.01 m
Rear axle to C.G distance (b) 1.9 m
Wheel base length (L) 2.91 m
Track width (tw) 1.55 m
Cornering stiffness of front tires (c1,2) 45386 N/rad
Cornering stiffness of rear tires (c3,4) 45386 N/rad

IV. SIMULATION RESULTS

To validate, the simulation of the proposed controller is
performed on MATLAB/Simulink. In order to verify the
robustness of the proposed controller for 4WS we have
compared it with passive vehicle and applied same controller
to FWS. Observing the limitations of FWS over 4WS by
comapring with desired value of yaw rate and sideslip angle.A
J-turn maneuver i.e constant handwheel input(θhw) of 1.74
rad is given by driver and vehicle has been simulated for
two logitudinal speed(Vx) i.e for low speed–13.88 m/s (50
Kmph) and high speed–33.33 m/s (120 Kmph).As all the
paramters such cornering stiffness,mass , vehicle speed have
uncertainties and are lumped together in disturbances.To
compensate this disturbances the IDC is used to make the
real time estimate of disturbances.Further controller uses
this estimate to attenuate effect of lumped disturbances.Take
values of vehicle parameters from Table I and for controller
parameters refer Table II for simulation purpose.

The Fig. 2b depicts that yaw rate error for passive is more
than AFS and 4WAS.AFS and 4WAS shows almost same
response for yaw rate. But the main difference can be seen
in Fig. 2a due to the limitation of AFS of controlling only
one state the sideslip angle is very poor as compared to
4WAS response.Still it is considerable for low speed region as
vehicle stability is mostly depend on yaw rate .Now, for high
speed region as sideslip angle increases the vehicle stability
not only depends on yaw rate but also sideslip angle.Thus
controlling both yaw rate and sideslip angle is important at
high speed.The simulation results for high speed from Fig. 3
shows that tracking response of 4WAS for both dynamics are
superior than AFS and passive responses.

V. CARSIM VALIDATION

The robustness of the designed controller is observed in
simulation section.However ,some assumptions were made
at the time of deriving the mathematical model.So,to verify
the practicability of IDC based SMC 4WAS Carsim-Matlab
co-simulation is performed.Carsim is popular tool used in
automobile industry to validate different control strategy.In this
Carsim a C-class hatchback car model is considered. In Fig.
4, the CarSim results are obtained for higher speed, from Fig.
4a the side slip angle of passive steering and AFS are not
tracking the desired tracjectory but the proposed 4WAS tracks
it closely.In Fig. 4b tracking error of yaw rate of passive is

TABLE II
CONTROLLER PARAMETERS

Controller Parameters Values
Kβ , Kr 5
τ1, τ2 0.005

not comparable with AFS and 4WAS, the yaw rate tracking
error of 4WAS is less than that AFS. For strictly reducing yaw
rate error the required steering input by 4WAS is more than
that of AFS and passive as shown in Fig. 4c. In Fig. 4d the
rear wheel angle is shown which is an additional actuator of
4WAS.

VI. CONCLUSION

In this paper an IDC based SMC strategy was implemented
on 4WS vehicle.Firstly, a nonlinear vehicle model was derived
considering the uncertainties in cornerning stiffness,mass and
vehicle speed. Then new VSR strategy was formulated to
obatin the desired lateral dynamics.The nonlinearities, uncer-
tainties are estimated by inertial delay control method. To
compensate this effect and control the lateral dynamics i.e
both yaw rate and sidelip angle to track the desired model of
lateral dynamics a robust SMC was designed. The simulation
results shows that limitation in FWS was overcome by 4WS.
Lastly,the robustness of proposed controller was validated
through Carsim for J-turn maneuver. Future scope for this
work could be done by reducing the use of additional actuator
i.e rear wheel by analysing the β − β̇ phase plane method.
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Fig. 2. Response of the proposed control for 4WS with vehicle speed 50kmph
and constant handwheel steering: desired trajectory (dotted green) and passive
steering (red) AFS (dotted black) 4WAS(blue) (a) side slip angle (b) yaw rate
error (c) controlled front and (d) rear wheels angle
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Fig. 3. Response of the proposed control for 4WS with vehicle speed
120kmph and constant handwheel steering : desired trajectory (dotted green)
and passive steering (red) AFS (dotted black) 4WAS(blue) (a) side slip angle
(b) yaw rate error (c) controlled front and (d) rear wheels angle
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Abstract—Due to the scarcity of skilled labourers, areca
growers are finding it difficult to harvest their crop. Arecanut
tree climbing is a risky job which requires skilled labourers. If a
person slips while climbing, it will be irreparable damage to him
and as well as to his family. In recent years, getting labourers
who climb the arecanut tree is a major challenge. Arecanut trees
grow to a height of about 60 to 70 feet. It is required to climb the
arecanut tree around four to five times in a year for harvesting.
Only skilled labourers can carry out these operations. In this
paper, a Smart Arecanut Plucking Robot is designed through
which some of the above difficulties are addressed. This robot is
designed to climb the arecanut trees of varying diameter. Here,
the robot can be operated either in manual mode or in automatic
mode. Six pneumatic cylinders are used with an air compressor
for robot movement. Arduino UNO is used for controlling the
pneumatic cylinders. The robot climbs as human climbs the tree
and a camera is mounted on the robot to get the live video
streaming. Raspberry Pi is used for interfacing camera to get
live video streaming of the plucking operation. By watching the
live video, the position of the cutter can be adjusted. The android
application RaspiCAM Remote installed in users android phone
is used to watch the live video stream sent by the Raspberry Pi
present in the robotic unit. A robot is successfully tested on an
arecanut tree of varying trunk diameter (up to 7 inches) and
heights (up to a maximum of 45 feet). The user is successfully
able to guide the robot to cut the ripened arecanut bunch.

Index Terms—Pneumatic Cylinder, Solenoid Valve, Air com-
pressor, Camera, Raspberry Pi.

I. INTRODUCTION

People from the rural part of India mainly depend on
agriculture for their livelihood. Arecanut and Coconut are the
main crops cultivated in Karnataka and Kerala. Regardless
of mass distribution and spread of arecanut trees around
these regions, arecanut reaping is still done without safety
measures resulting in major issues [1]. Farmers are finding
it hard to climb arecanut trees and there is a scarcity of
trained arecanut tree climbers. Skilled workers need to climb
the tree manually for collecting the arecanuts which is risky
and dangerous. To help the farmers in arecanut harvesting,
there are numerous machines in the market. They are not
successful since they require a lot of muscular power of
the labour for its operation. At present, a completely safe
device is not available in the market for harvesting the

arecanuts. To address both productivity and security, there
is a need to invent the machine for arecanut harvesting. In
this paper, a robot is designed to climb the arecanut tree and
cut the arecanuts. Various models (semi-automatic robots)
were created to address the issue but each of them has its
own limitation. Here we have examined to beat the above
constraint by building up a self-governing robot [2]. Fig. 1.
shows the Climber climbing the arecanut tree.

As of now, the shortage of workers has become one of

Fig. 1: Climber climbing the Arecanut tree.

the major challenges in arecanut cultivation. Areca trees
grow to a maximum height of around 60-70 feet [3]. It is
compulsory to climb the trees around four to five times each
year for an effective reap. Only trained workers can do these
activities. They need to climb the trees using muscle power.
In a hectare of land, around 500 arecanut trees can be grown
and a worker needs to climb at least 100 to 150 trees per
day to harvest the yield. As this involves real hard physical
exertion, youths are losing interest in such risky job resulting
in emerging demand for the skilled labourers [4][5].
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II. RELATED WORKS

A. Semi-automatic Robot.

To cut arecanut from trees, Wonder Climber [1] was
invented, which is shown in Fig. 2. Skilled workers are
required to cut the arecanuts by utilizing this hardware.
The greatest advantage of this machine is it can be shifted
to anyplace on one’s shoulders since it weighs about 6.5
kilograms. This machine can be made to climb the tree
and do the hard work related to arecanut tree climbing and
cutting. Wonder climber is operated by the assistance of a
pulley and rope. With the assistance of two U clamps, the
machine can be fitted to any arecanut tree. Once it is fixed,
the rope is pulled to climb up. Once it reaches the tree top,
by pulling the rope in the correct direction the blade edge
can be adjusted to pluck the arecanuts.

Fig. 2: Wonder climber.

B. Automatic Arecanut Plucking Robot.

The tree climber has two rings, two pulleys, rollers, rope,
spring, cutter, collector and the main frame. The power from
the motor is transmitted by rope pulley instrument. The
machine is placed around the tree and clamped to it by
utilizing two rings. Rotation of the motor allows rope to wind
and rewind on to the drum. Cutting will happen along the
movement of the machine. There is no separate mechanism for
cutting operation. Control of the robot is done by a Bluetooth
connected via mobile. The upper and lower rings are used to
mount the machine onto the arecanut tree. These two rings
are fixed to the main frame with the help of pins to arecanut
tree. The ring is provided with holes of different diameters so
as to climb arecanut trees of different diameter. During the
winding operation, the upper ring will be locked to the tree
and lower ring will be free to move thus creating an upward
movement of the lower ring. After the winding operation,
the lower pulley gets locked and upper pulley becomes free.
During the unwinding operation the upper pulley displaces and
creates a displacement. The cutting operation is carried out by
the cutting tool during the unwinding operation. A motor is
used for this operation. This operation gives enough power
for the cutting tool to produce a cutting action. The remote
controlled arecanut plucking machine is shown in Fig. 3.

Fig. 3: Remote controlled arecanut plucking robot

(a) Front view of a Model.

(b) Back view of a Model.

Fig. 4: Design of the Model.

III. MODEL DESIGN

To address the above issue, the model was designed
utilizing the SOLID WORK software as shown in Fig. 4. This
design had the capacity to climb up and climb down the tree
by considering some mechanisms which will be discussed
in the upcoming area. The fundamental material utilized in
this robot includes Pneumatic actuators for development of
the cylinder bars, to move up and down, Cylinder bars to
hold the tree firmly, Grippers to maintain a strategic distance
from the scratches on tree and sharper to cut the matured
arecanuts, wooden sheets for supporting the cylinders and
Pneumatic Poly Urethane (PU) HOSE tube pipe to supply
compressed air to pneumatic cylinders [6].
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A. Working of Robot(Climbing up)

A Smart Arecanut Plucking Robot is designed and
implemented using pneumatic operations. Here, a robot
is designed to climb the tree automatically or by manual
operation.
The automated robot contains five cylinders in which four
cylinders are used for holding the tree and another one
cylinder used to climb the tree up and down. There are four
stages in climbing the tree.

Subdivision in stages.

1) Stage 1: During the first stage, the cylinder 1 and
cylinder 2 holds the tree tightly with the help of piston and
gripper by moving the piston forward using compressed air
pressure as shown in Fig. 5.

Fig. 5: Movement of the Piston of Cylinder 1 & 2.

2) Stage 2: In the second stage, the third cylinder expands
horizontally by the support of cylinder two and three and
using compressed air pressure. The cylinder expands almost
double in its size by elaborating piston as shown in the above
Fig. 6. Hence it is an efficient approach to climb the tree in
a short period of time.

Fig. 6: Movement of the Piston of Cylinder 3 (Climbing Up).

3) Stage 3: In the third stage, cylinder four and five holds
the tree with the help of air pressure and third cylinder as
shown in the above Fig. 7. The compressed air is passed
through the compressor through PU HOSE tube pipe and the
cylinders one and two piston gets compressed.

Fig. 7: Compression of the Piston of Cylinder 4 & 5.

4) Stage 4: During the fourth stage, the third cylinder
gets compressed hence the robot moves upwards this process
continues until the robot reaches the top of the tree were
arecanuts are present. Each stage is repeated sequentially with
the help of the controlling unit. The fourth stage is shown in
Fig. 8.

Fig. 8: Piston Movement of Cylinder 3.

B. Climbing Down

When the robot completes cutting of the arecanut
bunch it moves down utilizing a similar procedure which
is followed during climbing up of the tree but in reverse order.

C. Proposed Arecanut robot

This model is designed to overcome the issue occurred
during manual climbing. The robot can be operated by
farmers from the ground without manual climbing. This robot
is more efficient with different frameworks as far as speed.
Farmers can easily operate this robot by understanding the
movement of the cylinders.
The designed robot can climb up and climb down the
arecanut tree with live video streaming. Depending on the
user instructions, the robot cuts the arecanut bunch.
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IV. SYSTEM DESCRIPTION

The block diagram of the robot is shown in Fig. 9. The
system comprises of two units in particular Mechanical Unit
and User Control Unit. The Automated unit comprises of
Pneumatic cylinder, Air compressor, Solenoid valve, Air
filter, Control unit and cutter. The user control unit comprise
of Raspberry Pi 3, camera, transmitter and receiver.

Fig. 9: Block Diagram of Arecanut Plucking Robot.

A compressor can compress air to the required pressure. It
can convert mechanical energy from motors into the potential
energy in the form of compressed air. At the point when
tank weight achieves its built maximum capacity, the air
compressor closes off. The packed air is connected to the air
channel so as to expel the contaminants from the compacted
air [7]. A solenoid valve is a 5/3 solenoid valve series 4-Way
solenoid operated valves feature single or double 12v DC,
1Watt solenoids, commonly used to control the stream or
heading of air in the framework. The camera associated
with the robot will keep track the development of robot and
can screen the cutting procedure by giving the guidelines
through the control unit to the robot sends the live video
streaming through a camera mounted on it. The video can
be seen in the Android mobile. The system of the working
of the robot is controlled with Pneumatic cylinder. In this
task, 5 Pneumatic cylinders are utilized. They will give the
appropriate movement to the robot for climbing up or down.
Raspberry Pi 3 is the primary useful unit in this undertaking.
The cutter which is mounted on the robot cuts the arecanuts
dependent on the guidance is given by the user [8].

A. Double acting Pneumatic cylinder

The construction features of a double acting cylinder is
shown in Fig 10. The construction of a double acting cylinder
is similar to that of a single cylinder. In the double-acting
cylinder, a pneumatic force can be connected to either side

Fig. 10: Double acting Pneumatic Cylinder.

(supply and exhaust) of the cylinder [9]. The double-acting
cylinders are normally used in the application where greater
stroke length is required.

B. Pneumatic cylinder / Actuator

Pneumatic actuators are the machine used to convert
compressed air into the mechanical energy to perform
valuable work. In other words, these actuators are used to
supply the required power towards the end of the stroke or
used to make displacement of the piston [10]. The pressurized
air from the compressor is supplied to the pneumatic actuator
to move the piston. The pneumatic cylinder is shown in
Fig.11.

Fig. 11: Outer View of Pneumatic Cylinder.

C. Flow Chart

The flowchart of the robot operating in automatic mode is
shown in Fig. 12. The user needs to press switch SW 1 in
order to select the robot to move UP or DOWN. If the user
presses the switch SW 1 as ON, the robot starts to climb UP
the tree automatically. If the user presses the switch SW 6 as
OFF, the robot starts to climbs DOWN the tree automatically.
Whenever user press the switch SW 2 (Exit Button) ON, the
robot enters in to STOP mode. The cylinder 4, cylinder 5
pistons move forward and holds the areca tree. If user press
the switch SW 7 OFF, the robot enters in to IDLE mode.
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Fig. 12: Flow chart of Automatic Mode.

V. SYSTEM SOFTWARE

In this part, programming and working framework utilized
for design the robot are discussed. Python is a programming
language utilized for controlling the automated unit. For
Raspberry Pi 3B, the Raspbian OS is the Linux based working
framework which is dependent on Debian streamlined package
[11]. Python is the language utilized for coding. Arduino
UNO is used for controlling the solenoid valve, Raspberry pi
is used for live video streaming of the robot [12].
The Logitech webcam c270 is connected to USB port 1
of Raspberry-Pi through USB cable. The Android mobile
is connected to Raspberry-Pi by turning on WiFi. The
corresponding IP address of the devices named as Raspberry
is entered in RaspiCAM Remote App after that live video
streaming of the robot can be observed in the Android mobile.

TABLE I: Control operations or Commands.

Control operations of Robot
Operations Digital I/O pins of Arduino

Leg Hold 1 1 0
Back Release 1 0 1
Arm Hold 1 0 0
Leg Release 0 1 1
Back Hold 0 1 0
Arm Release 0 0 1

Table 1 shows different combination of digital inputs
from the pins of Arduino to control the robotic actions. When
I/O pin is made logic 1 the transistor connected to that I/O
pin turns ON and the corresponding valve of the solenoid
opens and pressurized air enters the cylinder through this
valve moving the piston in one direction. If I/O pin is made
logic 0 the transistor connected to that pin turns OFF and
closes the valve and stops the movement of piston.

VI. RESULTS ANALYSIS

A Smart Arecanut Plucking Robot is designed and
implemented using pneumatic operations. In this paper, a
robot is designed to climb the tree automatically or by manual
operation.
The robot is constructed using six Pneumatic cylinders.Out
of six cylinders, two cylinders are used for the upper arm
and 2 cylinders are used for the lower arm to grip the tree.
One cylinder is used for the movement of the robot and one
more cylinder is used to control the movement of the cutter.
The snapshot of the robot with a cutter is shown in Fig. 13.
There are six stages in climbing the tree.

Fig. 13: Snapshot of the Robot with Cutter.

Through these six stages of the operations, the robot moves
one step upwards and this process continues until the robot
reaches the top of the tree. Each stage is repeated sequentially
with the help of the controller. Similarly, to climb down the
tree all the stages mentioned in the above section have to be
performed in reverse order. The sixth cylinder gets expanded
when the user gives the instruction to cut the arecanut. The
cutter with piston mounted on the robot is shown in Fig. 14.
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Fig. 14: Movement of the Piston of Cylinder 6 to Cut the
Arecanut Bunch.

The robot designed is tested in areca plantation farm. It
has successfully climbed up and down the tree and also cut
the arecanut bunch. The Fig. 15. shows a picture of the robot
while climbing an areca tree.

Fig. 15: Robot Climbing the Tree.

VII. CONCLUSION AND FUTURE WORK

The robot designed in this paper successfully climbed up
and climbed down the arecanut tree and cut the arecanuts
automatically with minimum manpower. Hence, it reduces
the demand for skilled labours. The robot is simple in design
and user-friendly. It can climb arecanut trees of varying
sizes. The robot is operated in two modes namely Manual
mode and Automatic mode. The camera which is interfaced
to Raspberry Pi mounted on the robot successfully sent the
live video streaming. The video streaming is observed in
RaspiCAM Remote App installed in the user’s android phone.
By watching the video stream, the user can give instruction
to the robot to cut the arecanuts. The robot takes around 6 to

8 minutes to climb up, cut the arecanuts and climb down a
45 feet arecanut tree of varying trunk diameter (around 5.5 to
8 inches).
For future work the speed of the robot can be increased by
increasing the pressure given to cylinders. The position of the
cutter can be made controllable by the user. Image processing
can be used for automatic identification of the ripened
arecanuts. Wireless connectivity can also be implemented
between user and the robot.
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Abstract—A lattice filter has multiple applications in adaptive 

receivers for communication. The design and implementation 

using high level synthesis has been explored here for trade off 

between use of conventional computational units and distributed 

arithmetic. The aim of our work is to implement a digital lattice 

filter using Schur polynomial. Schur polynomial is an efficient 

method through which orthonormal polynomials used to 

compute the lattice coefficients. We have implemented a digital 

lattice filter in Vivado HLS with regular arithmetic and also with 

distributed arithmetic, which provides a multiplier-less 

architecture. By synthesizing the codes in Vivado HLS,  The 

implementation results in  the architectures that are compared 

for resource utilization  and latency and delay has been 

compared for the conventional and distributed arithmetic 

multiplier less architectures the design based on Schur 
polynomials. 

Keywords—Lattice filter, High level synthesis, Distributed 

algorithm, Schur polynomial. 

I.  INTRODUCTION  

Designers have to integrate software processors and 

application specific hardware that is customized for specific 

tasks. Describing these features using Hardware Description 

Language (HDL) allows the designer to adopt tools for 
Register Transfer Level (RTL) and then use that to burn into 

target hardware. But the problem faced here is that writing in 

HDL requires the designer to write in a low level language 

which is much harder to work with. To overcome this, in 

recent times, many designers are combining FPGA and HLS. 

HLS is much easier to work with as the designing can be done 

using high level languages. Also, the RTL is generated 

automatically. FPGA is usually reconfigurable and 

deployment is easier on FPGAs. However, different HLS tools 

have different specifications. Hence, it isn’t easy for all the 

tools to follow any particular benchmark. High Level 

Synthesis tools are categorized into Domain Specific language 
and General Purpose programming language. Despite offering 

many more functionalities like allowing more input output 

languages and higher memory bank, it is still more robust than 

academic HLS tools [1]. 

In high level synthesis, interconnections are considered to 

be the key feature that affects performance of the integrated 

circuit or design. For example, the interconnections account 

for more than 50 percent of the total dynamic power of an 

Intel microprocessor. When trying to improve efficiency in 

terms of area, to minimize area, the complexity of the 

interconnections has to be minimized as well. In a case where 

fixed binding of functional units and registers are involved, 

there will be allocations between both the components through 

multiplexers. This allocation is called Port Assignment 

Problem. The main demands of a port assignment algorithm 
are producing an optimal solution and estimating 

interconnection complexity as quickly and accurately as 

possible. To achieve this in a more efficient way, an 

improvised matrix based algorithm is formulated. Spanning 

tree and conflict graph methods are used to compute feasible 

solutions. Elementary tree transformation is used to optimize 

the obtained feasible solutions. For this, matrix formulation is 

done using ⊕ and ⊗ which improves efficiency. Simplex 

method is used and pivoting is formed. Properties of pivoting 

are then studied and successive pivoting is proposed. The 

algorithm is then tested on real benchmarks to evaluate 
improvements in power, area and delay efficiency [2]. 

FPGA based digital filters are effective in digital signal 

processing because of the properties contributed by FPGA like 

parallelism and logic increases the speed of computation. 

Distributed arithmetic is based on this concept. FIR filters are 

widely used because their stability nature and linear response. 

Usually FIR filters are implemented sequentially incorporating 

multipliers and accumulators [3] [4]. 

Lattice filters are versatile architectures are suitable for 

VLSI design because of their regular and repeated structure. 

They can be designed for all-pass filter. Usually, filters tend to 
work only within a certain range of frequencies below or 

above which the magnitude level reduces. However, with 

lattice filters, there is no gain reduction and all frequencies can 

pass through, changing the phase relationship with the 

multitude of frequencies. Lattice filters scope is explored more 

in adaptive filter design and hence the applications are signal 

processing and in future communications of 5G wireless 

communication. 

Distributive arithmetic is one of the most efficient ways to 

implement a filter. Lattice filter is implemented in High Level 

Synthesis using Vivado HLS by using Schur Algorithm. The 

filter is first designed using regular arithmetic and report is 
obtained through synthesis in Vivado HLS. This report is then 

compared to the report obtained by designing the filter once 

again using distributive arithmetic. 
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This paper has been divided into five parts. The first three 

parts give brief descriptions about high level synthesis, lattice 

digital filter and distributed arithmetic respectively. The fourth 

part gives a detailed explanation of the results obtained. The 

fifth part gives a conclusion for our findings. 

 
 

II. HIGH LEVEL SYNTHESIS 

RTL level based programming languages demands more 
work and knowledge on physical level registers and their 
states at each clock cycle. FPGA requires programming and 
when they are programmed with RTL level languages, it 
increases the level of complexity in terms of cost and time. 
This is because implementation of any function take into 
account about resources consumed and time taken. There are 
high possibility of errors occurring during developing and 
implementing and during testing. Hence it is required to 
implement at high level of abstraction [5]. 

Technology like HLS evidently provides the required high 
level abstraction by incorporating high level programming 
languages like C or CPP. It has the capability of generating 
RTL simulations automatically. Test bench are used in 
verification and validation. These can be written in high level 
languages in HLS, which can be used validate RTL through 
co-simulation. Hence it decreases design time and increases 
productivity [6]. 

An important application of the high level synthesis is that 
it allows the designer to write the code easily and use more 
transformations before the final RTL is generated for design 
space explorations [13]. Also as mentioned in [14], the 
methodology used there helps to utilize various design 
possibilities using timing constraint from the input given. 

III. LATTICE DIGITAL FILTER 

 
Digital lattice filter is widely used in digital signal 

processing. A lattice filter is an example of an all-pass filter. 
Usually implementation of lattice filters on FPGA involves 
usage of adders, multipliers, and delayers. The most common 
implementation technique is array based implementation. To 
improve the speed and performance lattice structure can be 
pipelined [7]. The filter coefficients can be found by Schur 
algorithm [8]. The coefficients can be found by using 
MATLAB. 

Lattice filter has the advantage of frequency insensitivity 
compared to the other form of digital filters [9]. Lattice filter 
can be scaled to the required order by iterating the basic 
structure containing multipliers, adders and delayers. The 
rounding off of multiplier coefficients can cause error and 
increase sensitivity. To combat that effect higher word length 
is chosen for filter realization [10]. 

IV. DISTRIBUTED ARITHMETIC 

Digital lattice filter can be realized by incorporating the 
concept of distributed arithmetic. Here multiplication can be 
seen as convolution. The idea is to reduce the number of 

resources used. This concept takes care of errors caused by 
rounding off of the multiplication coefficient as well [11]. 

It follows a mechanism wherein it recognizes values of 
a multiply then accumulate that occur multiple times and 
then stores them to a lookup table or a LUT. The values 
stored in LUTs can be accessed faster from the computer 
storage than any other external medium. So because of this, 
the overall cost due to components will reduce by a lot. 
However this multiplier-less architecture can only follow 
where there is a multiply and accumulate operation. This 
makes it perfect for usage in digital lattice filters wherein 
each module requires a multiplier. With the usage of 
distributive arithmetic, the architecture becomes multiplier-
less which brings down the number of components used, 
thereby reducing the overall cost as well. The area used by 
the filter will depend on the number of bits given as input. 

Through multiple analysis and experiments conducted, 
it was found that the implementation using distributive 
arithmetic, about 86.90% of hardware resources and 
67.92% of power consumption was saved [12]. 
Architectures and design space exploration are 
implemented for achieving low power 
implementations[13]. High level synthesis techniques are 
applicable to be used in determining optimal designs [14].   

 

V. METHODOLOGY AND SYSTEM RESULTS 

 
The code was first written in MATLAB to obtain the 

lattice coefficients needed while building the filter. For an FIR 
filter, the Schur Polynomials are derived from the denominator 
so using that, the required lattice coefficients are obtained. 

To implement the filter, the code was written in regular 
arithmetic at first. In Vivado, the code was written using C++. 
The same code was written in MATLAB again, and also 
manual calculation was done to justify the accuracy of the 
written program and the obtained output. 

The filter that we have implemented is of third order. 
Output has been recorded at the end of every module of the 
filter, so the final output is the output obtained at the end of 
the third lattice module. According to the equation being 
modeled here, the input is split into two, where one is same as 
the input and the other one is same as input with a delay. 
Similarly, we have two outputs from the filter, FOUT and 
GOUT. 

After synthesizing the code for a third order filter in 
Vivado, the utilization estimates were obtained. 

LATENCY ESTIMATES OF THIRD ORDER FILTER 
USING CONVENTIONAL ARITHMETIC 

Latency Interval 

Min Max Min Max 

21 21 22 22 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 535



TABLE I.  UTILIZATION ESTIMATES OF THIRD ORDER FILTER 

USING CONVENTIONAL ARITHMETIC 

Name BRAM_18K DSP48E FF LUT 

Expression - - 0 12 

Instance - 5 355 727 

Memory 0 - 128 6 

Multiplexer - - - 53 

Register - - 121 - 

Total 0 5 604 798 

Available 650 600 202800 101400 

Utilization 

(%) 
0 0.83 0.29 0.78 

 

 

Similarly, the code is written in Vivado HLS and synthesized 

for a third order filter using distributive arithmetic to produce 

the following report. 

 

TABLE II.  LATENCY ESTIMATES OF THIRD ORDER FILTER 

USING DISTRIBUTED ARITHMETIC 

Latency Interval 

Min Max Min Max 

118 124 119 125 

 

TABLE III.  UTILIZATION  ESTIMATES OF THIRD ORDER FILTER 

USING DISTRIBUTED ARITHMETIC 

Name BRAM_18K DSP48E FF LUT 

Expression - - 0 324 

Instance - 10 1121 2442 

Memory - - - - 

Multiplexer - - - 406 

Register - - 656 - 

Total 0 10 1777 3172 

Available 650 600 202800 101400 

Utilization 

(%) 
0 1.67 0.87 3.12 

 

VI. CONCLUSION AND FUTURE SCOPE 

 
To summarize the process, we have implemented a digital 

lattice filter using Schur Polynomial on Vivado HLS using 
conventional arithmetic and using distributed arithmetic, to 
synthesize and generate reports accordingly. 

The reports that we have obtained display the estimates of 
resource utilization. From the obtained reports, we can see that 
the claim about distributed arithmetic needing no memory 
holds true. However, the implementation using regular 
arithmetic needs memory resources as well to function. So we 
can see that using distributive arithmetic requires lesser 
resources making it more area efficient depending on the 
number of bits of the input. Also, from the literature survey 
done on lattice adders, we also know that distributive 
arithmetic is power efficient and requires lesser power than 
normal. 

Even though distributive arithmetic uses lesser resources, 
there is a trade off with speed. Since it is bit serial in nature, 
the latency increases and the total speed reduces. With the 
addition of more bits, the area used increases and the speed 
decreases. 

Distributive arithmetic is preferred by many especially for 
filter implementations because the pros weigh out the cons. 
Power consumption has always been a problem but with this 
multiplier-less architecture, the efficiency based on area and 
power has improved. Hence, we can conclude that distributive 
arithmetic proves better when compared to regular arithmetic, 
in the ever improving field of technology today. 

The filter can be improved in terms of speed by carrying 
out research to convert bit serial computing to parallel 
computing. Also further research on multiplier less 
architectures may help in improving area efficiency as well. 
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Abstract—Wireless Sensor Network (WSN) is the 

collection of already deployed motes which sense the 

physical phenomena   and pass the sensed information to 

the sink node . Sink node stores information and send 

that information to users according to the user needs. 

Wireless Sensor Network (WSN) have self directed, tiny, 

low powered devices called sensors. Major issue in 

wireless network is  coverage of area . It checks how  the 

sensing area is monitored by motes. Strategy for coverage  

needs simultaneous activation of multiple sensor nodes as 

every location get covered by at least n sensors. Therefore 

scheduling technique alternatively activate the sensor 

nodes to reduce energy consumption. Due to battery 

limitation, utilization of energy is an extensive challenge 

in sensor network .Only few nodes may determine the 

network-lifetime in existing  approach .The main role of 

sensor is sending and receiving the whole traffic so their 

“energy efficient coverage ” is biggest challenge in sensor 

network.  Sensor localization is used  to find the  x ,y 

coordinates of unknown nodes so that scheduling will get 

easy to cover the area using that particular nodes 

location. Scheduling is main concept in which sequence of 

nodes is important which increases the energy efficiency 

and network lifetime.  

Keywords—  Wireless sensor network (WSN), Sensor 

Localization, Prediction, Scheduling.  

I. INTRODUCTION 

 

A. Wireless Sensor Network  

  

Wireless Sensor Network (WSN) is a distributed network of 

interconnected  devices called motes which are connected 

wirelessly. A mote  have multiple sensor modules, for 

sensing the information of light, information of temperature 

and  report it to the weather forecast. Humidity, pressure and 

sound  each mote have four different components named as 

processing ,memory, battery modules and communication. 

Multiple applications like laptop , PC,mobiles are accessing 

data from internet  then sink node  access that information 

from various  nodes and send that data to the satellite 

. 

 

 Fig 1. Architecture of wireless sensor network 

 

B.  Energy Efficiency  

  

 Wireless Sensor Network(WSN) includes many motes 

with different parameters which have battery power, 

frequency ,range and accordingly they cover the assigned 

area. While covering the area they should consider the energy 

efficiency metric as very important issue as it means that 

sensor should cover the assigned area in less battery power so 

that energy ingestion will be less and it will cover the area 

efficiently. Motes have been used in various fields like 

engineering, structural health monitoring, health and 

environment where energy efficiency is very important. 

There are multiple tasks like data aggregation, receiving and 

sending data ,data processing which utilizes resources 

including CPU power ,memory and most important is energy 

to increase the lifetime of network and productivity.   

  

C. Sensor Localization  

  

Localization is used to find the location of motes which is 

important to do scheduling of that motes for energy efficient 

coverage . Distance Orientation method is used to calculate 

the distance of unknown mote from sink node whose location 

is already known.  This paper is organized such a way that 

first is discussion on localization  literature papers and 

second covers papers on scheduling concept.  
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Finding the coordinates of unknown node(  ,  ): 

Anchor nodes(known)  x, y  co-ordinates, 

 

 (     )=(2,1), (     )=(5,4), (     )=(8,2) with the 

distance between anchors and node of unknown position 

   √    ,     ,     . 

 

2[
  
   

] [
  

  
]  [

  
  

] …………………..(1) 

 

Resulting in   =5,   =2 as the positions of unknown nodes. 

The paper is organized as follows: 

Section 2 is literature survey and section 3 is proposed work 

in which some methodologies like localization and formulas 

are stated. Section 4 presents analysis of simulation results. 

Finally section 5 concludes the paper. 

 

II. LITERATURE SURVEY 

  

Sensor Localization:  In this following literature, multiple 

papers on localization are discussed in which sensor 

localization is important concept which is used to find the 

location of sensor. Using that location ,sensor can 

communicate easily in distributed network and  increase the 

accuracy.   

  

R. Jin, Y. Ma, Y. Li, J. Zhao and F. Zhou,(2018), "High 

accuracy localization scheme based on time-of-flight 

(TOF) and directional antenna in WSNs[1]". In this paper 

,they present “high accuracy estimation method” for node 

localization. Here a sink node contains  an antenna having 

directional information  which  sends beacons periodically 

and it has sink nodes position and the location of unknown 

nodes is find out using antenna orientation . By considering 

the observations, variations in received signal strength 

indicates time of flight values and  values of beacons , an 

unknown node calculate the distance relative to the beacon 

node simultaneously.  

  

I. Strumberger, E. Tuba, N. Bacanin, M. Beko and M. 

Tuba,(2018), "Monarch butterfly optimization algorithm 

for localization in WSNs[2] ”. In this paper they studied 

about “Optimization Algorithm”  which comes in “NP hard ” 

problem. Localization  is about finding coordinates which are 

geograhphically considered for each and every mote which 

have  unidentified position which  are deployed accidentally 

in the observing area. Here the location of anchor node is 

identified by Global Positioning system(GPS).Distance is 

calculated using radio signal strength  between unknown 

nodes and neighbour sink nodes .Trilateration  method used 

to get know the (x,y) coordinates of unknown motes which 

uses the information of motes position.  

  

Lu Dai,Bang Wang, Xianjun Deng ,Laurence 

T.Yang,(2017)," An Improved Immune algorithm for  

Node  Relocation to maximize confident  information 

coverage in Hybrid Sensor Network[3]". This paper studies 

that the movable mote relocation problem to increase area 

assured information  coverage and reducing the movement 

cost where it consist the stationary as well as mobile nodes. 

Stationary nodes can not relocated after initial deployment 

and mobile nodes minimize the movement cost , maintaining 

network connectivity and exploit area coverage through 

moveable node repositioning.  

  

 

 Scheduling: In this following literature papers Scheduling is 

considered which first uses prediction for classification of 

sensors according to residual energy, frequency and range 

which then used by the Scheduling .It is used to give 

sequence to the motes so that they can activate alternatively 

and cover the area which they have already assigned .  

  

Manel Chenait, Bahia Zebbane, Chafika Benzaid, Nadjib 

Badache,(2017),”Energy-Efficient Coverage Protocol 

Based on Stable and Predictive Scheduling In WSNs[4]". 

Main problem in WSNs is reporting. It says that how well 

much area is covered by less sensors ,every position must 

enclosed in at least k motes .Some sensors cover the 

same,That’s why Scheduling alternatively active the sensors 

so that energy consumption should get reduce hence in this 

paper SPEC protocol is used. It reduces scheduling energy 

waste and also prolongs the reporting period.SPEC exactly 

eliminates unusable switches so that it increases the energy 

proficiency and network lifetime.  

  

Jia Yufu,Lia Hongjun,(2015),”Node Scheduling Scheme 

Based on Coverage Preserving for WSN[5]”. In this paper , 

Monte Carlo algorithm scheme is used to test whether the 

nodes deployed are repeated or not. It uses back off 

mechanism for  coverage collision detection. The results 

shows that the motes covers all concerned zone with 

minimum motes.  

  

P. Chaturvedi and A. K. Daniel,(2012), "An Energy 

Efficient Node Scheduling Protocol for Target Coverage 

in WSNs[6]".  The major issue faced by WSNs is the energy 

proficiency and network lifetime. Coverage problem is 

defines as how well the motes monitor the given area. 

Scheduling is the most preserving way to remain the motes in 

active or sleep states. Trust metrics is most important concept 

for increasing the confidence level that each area is covered 

by at least one mote. The performance is increased by the 

aggregation mechanism based on link stability and residual 

energy of the mote.  

 

  

III. PROPOSED WORK 

 

Localization  is nothing but finding the physical location of 

sensor nodes  as transferring packets to destination will be 

easier if sensor locations are known. Global positioning 

system(GPS) is easy method used to find the location of 

sensor nodes. It is difficult when there is huge number of 

sensor nodes. 

A. Trilateration 

Trilateration is nothing  but localization of sensor nodes 

using the distance metric. Node location is estimated through 

distance calculation  from three anchor nodes. Here, 
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intersection of coverage range of anchor nodes is calculated, 

which gives a single point as a  position of unknown  node. 

Using the distance  calculation equation. If  the unknown 

coordinates  are (x, y) and known node coordinates are (xi, 

yi) which are  having ri distance from unknown spot,  three 

equations will be: 

 

                           

                           

                           

 

Expand out the squares and do minus the second 
equation from the first and third equation from second, 
we get 

                          
                                    

                          
                                    

This is a system of two equations with two unknowns: 

            

            

The values of x and y is obtained from the below 
equations: 

                          

                          

B. Distance calculation using Euclidean distance formula 

                   
 

  

∑√                 

  

   

 

 

where   is the network size.  

(x,y) is the true location of the unknown node or source. 

        ) is the estimated location. 

 

C. Ad hoc on-demand distance vector routing protocol 

(AODV) 

 

AODV is an on-demand distance vector routing protocol 

which   uses routing tables  having one entry per target .It is 

on demand protocol as it creates routes when it is requested 

by source. while  packets are going along the multiple routes 

from the source to the destination routes will stay active. 

When the source will not send packets , the routes will get 

time out and close. 

AODV is used as we need routing table to have all 

information of the nodes instead of having frequent switching 

to getting information While covering the area routing table 

should have all the information about sensor  nodes as which 

sensor is available and not while traversing the route for area 

coverage and accordingly prediction procedure will be 

applied for the efficient network coverage so it will reduce 

time consumption and increase energy efficiency and  

network lifetime.  

 

 

Fig.2  Packet Broadcast Through AODV 

 

D. Network Lifetime  

                 
            

            

 

 

Network lifetime  rate will get changed when no of  active 

sensor value will be changed. Having more no of active 

sensors will increase the network lifetime as they will cover 

the maximum area in less energy and increases the energy 

efficiency. 

 

E. Prediction Procedure 

 

 Prediction procedure will check if coverage redunduncy algo 

to apply or not exact after active message.Active 

Message(AM) have two types of senders. 

 

i)Internal Sender located inside Si  sensing disk. 

ii)External ,located between r and 2r
4 ,

 where,r is the redius of 

si  sensing disk 

iii)Opposite external ,which is an external sender located at 

the opposite quadrant of another external sender. 

 

 

 

F. SPEC (Stable and Predictive Energy-aware Coverage 

Scheduling) 

SPEC is the one way evaluation technique in which routing 

table have all the information related to sensors using that 

information sensors get selected to activate. Frequent  

switching is avoided by SPEC which reduces the energy 

consumption. 
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Fig.3 One way evaluation of SPEC protocol. 

 

One way evaluation is used to minimize the frequent 

switching energy. Here, multiple switches are reduced 

because of continuous sensor activation. 

Wake up  method is used to adjust the sleep and active timers 

considering the energy of motes. 

Prediction is to minimize the computation energy loss it 

reduces the energy required to frequent switches. 

Multiple states of SPEC are: 

 

i)Discovery-It will check how many sensors are active right 

now. 

ii)Active-After discovery of sensor node it will get decided to 

active that particular sensor or not and if that sensor has 

covered the same area already or not. 

iii)Exhausted- sensor will have one threshold value after that 

limit sensor will go to the exhaust state. 

iv)Sleep: sensor will go to the sleep state after its particular 

timer. 

 

IV. RESULTS  AND ANALYSIS  

 
Localization is the process of finding the physical or relative 
location of a sensor node as data and information are useless if 
the nodes have no idea of their geographical positions. Here, 
we can give any number to any node  and we can make anchor 
node , any one of them it is not necessary that sequencing is 
important . 

 

Fig.4  Localization of sensors 

Here ,according to the anchor nodes location (x,y) 
coordinates it will calculate the distance between two nodes 
and find the location of unknown nodes. 

 

Fig. 5 Communication Links between nodes 

While finding the routes,it will select the sensor node 
having more energy remaining to get active to cover the 
maximum area.  

AODV(Adhoc on Demand Distance Vector Routing 
protocol) 

Here, monitoring of coverage area is done where 
CBR(Constant Bit Rate),no of  bytes transferred per second is 
calculated. 

 

Fig 6  Monitioring of sensors ,CBR(Constant bit rate) 

Here, no.of  bytes  transferred  per  second  is calculated. 
According to the energy remaining node will demand to pass 
the packet through it and it will find the route to send the 
packet to destination. 

 

TABLE I 

 

simulation configuration 
 

Simulation parameters Values 

Simulator NS 2.35 

Routing protocol AODV 

Simulation Time 10 Minutes 

Transmission Range 100 m 

Operating system Ubuntu 16.04 

 

Energy Consumption in previous systems vs proposed 
systems. 

Energy consumption  is nothing but how much more 
energy is required to cover  the assigned  area.As there is no 
frequent switching in proposed systems it reduces the energy 
consumption. 
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Fig 7  Energy consumption in existing and proposed 
systems. 

In existing systems energy required to cover the area is 
very much as sensor  nodes doesn’t have the information if 
assigned area is overlapped or not .In proposed systems that 
drawback is overcomed as AODV is having routing table 
having all the information in the routing table. hence energy 
consumption is less in proposed  system.  

Fig.8  Existing vs Proposed packet throughput 

As energy required is less in proposed systems 
throughput is more. 

CONCLUSION 

 

In this paper sensor localization is used to improve the 

accuracy of sensor location so that activation of motes will be 

easy for area coverage. Prediction is used for predicting the 

mote according to its battery power, frequency and range so 

that more battery powered sensor will activate first and cover 

the more area proficiently and for activation of motes 

 Scheduling is used so the sequentially sensor gets activated 

and cover the area without redundancy of same area coverage 

and hence it increases the network lifetime and energy 

proficiency. Future scope is to validate mathematical model 

for the stability and prediction strategies.  
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       Abstract-Wind speed prediction is very important as it 

influences the wind energy and hence wind farm applications. An 

accurate wind speed prediction will be helpful in scheduling and 

management of the wind farms. In this work, empirical mode 

distribution (EMD) and ensemble empirical mode distribution 

(EEMD) have been used for decomposition of wind speed data 

into IMFs. An ANN has been proposed to predict the wind speed 

with IMFS given as the inputs. The accuracy of prediction by the 

ANN is further increased by using the actual wind speed at the 

previous instant along with the IMFs as the input to the ANN. 

This increase in accuracy in prediction was also accompanied by 

a reduction in the total computational cost. 

 

    Keywords- ANN, Wind Speed, Prediction, EMD, EEMD. 

 
I. INTRODUCTION  

The continuously increasing demand of electric power 

gives rise to the option of use of wind energy s it is abundantly 

available and clean in nature [1]. But the wind energy comes 

with a bigger disadvantage of being highly random in nature. 

To overcome this disadvantage of wind energy, continuous 

efforts are being made to devise methods for accurate 

prediction of wind energy [2]. 

Over past few years many researches have been done to 

predict the wind speed, Kavasseri [3] has used f-ARIMA 

model to predict the wind speed, Zhang [4] has used ANN-

based and SVM based models for predicting wind speed. Zhou 

[5] has proposed an improved SVM based model for 

forecasting short term wind speed. Sun [6] has used Fast 

EEMD (FEEMD) and regularized extreme learning machine 

for predicting wind speed. Wang [7] has used a hybrid model 

of consisting EEMD and Genetic Algorithm and back 

propagation for the same purpose. Hybrid models for 

predictions have shown some better results for forecasting 

wind speed [8]. WD (wavelet decomposition) is also used for 

decomposing the wind speed data for hybrid model for 

improving the performance of the system [9] and [10]. Hui Liu 

[11] has shown and compared various decomposition 

techniques along with various neural network techniques for 

prediction of short term wind speed for one to three step 

ahead. 

This work studies the effect of using previous instant wind 

speed along with IMFs of the wind speed data generated 

through EMD and EEMD for prediction of wind speed at next 

instant.   

II. WIND SPEED AND ITS EFFECT ON WIND 

ENERGY 

Wind flow is a general phenomenon generally caused by 

atmospheric air pressure difference. Wind generally flow from 

high to low atmospheric pressure, and the speed of wind flow 

is known as wind speed. 

The flow of wind contains energy within it which can be 

further converted into any other form of energy, so the energy 

of the wind can be defined as[2]: 

  
 

 
                                    (1) 

where m is the mass of wind and v is the wind speed. The 

mass of the wind (m) can be defined as: 

m=ρAv                                       (2) 

so    
 

 
                                    (3) 

where ρ is the air density, A is the cross sectional area of 

the object on which the wind is falling on. 

So because wind speed (v) is variable and random in nature 

so the wind energy become highly variable and random in 

nature. 

 

III. DECOMPOSITION OF WIND SPEED DATA 

 

In this paper EMD and EEMD have been used to 

decompose the wind data. The procedures to do so are as 

follows. 

 

A. EMD- 

The EMD is explained in detail by Huang [12], it is a 

technique to adaptively decompose a given signal, by means 

of a process called the sifting algorithm, into a finite set of 

AM/FM modulated components. These components, called 

„intrinsic mode functions‟ (IMFs), represent the oscillation 

modes embedded in the data[13]. To find IMF of any time 

series via EMD  steps are as follows[14]- 

 Find the local extrema (maxima and minima) of the 

signal. 

 Find the upper envelope s+(t) and lower envelope s-

(t) by interpolating maxima and minima by cubic 

spline method. 

 Calculate the mean of the envelopes. 

 ( )  
  ( )   ( )

 
                   (4)   
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 Subtract the mean from the signal and repeat the 

process until the resulted signal obtain the criterion 

of an IMF. 

 ( )   ( )   ( )                     (5) 

 Repeat the whole process until the remaining signal 

is able to decompose i.e. it will have two or more 

nos. of extremas.  

 The remaining signal is called as residue or the trend 

component. 

 

The IMF should have two properties- 

   

 The no. of zero crossing and no. of extrema 

should either be equal or at most differ by1. 

 The average of the envelope (maxima and 

minima) should be zero. 

 

But the EMD consist the problem of mode mixing [15] 

which further was removed by EEMD. 

 

B. EEMD- 

To overcome the problem of mode mixing EEMD was 

proposed in this method different realizations of white noise 

are added to the signal [14] and [16].  

Si(t)=x(t)+wi(t)                                          (6) 

where x(t) is the original time series signal and wi(t) are the 

different realizations of white noise and i=1,2…..n. Then the 

IMFs are computed as follows 

     
 

 
∑     

  
                                     (7) 

So the power of the added noise is consider by the sound to 

noise ratio of the signal is decided by the formula 

                       
  

  
            (8) 

Where    is the signal power and    is the power of the 

noise. The SNR should remain in between 50 to 60 dB for 

successful EEMD [17]. 

 

IV. ANN FOR WIND SPEED PREDICTION 

Over the past few years artificial neural network have been 

found to be very much suitable for nonlinear systems and for 

time series application. In the current work, an ANN with one 

hidden layer is proposed to predict the wind speed on the basis 

of the IMFs of the wind speed data. Two different types of 

activation functions namely logarithmic sigmoid (logsig) 

activation function having a transfer function as- 

        ( )  
 

                                         (9) 

and Tan-sigmoid (tansig) activation function having  

transfer function as- 

 

       ( )  2/(1+exp(-2*n))-1                      (10) 

were considered and the best of the two was used. The 

output layer has a pure linear transfer function. 

 The ANN use Levenberg-Marquardt back propagation for 

training. The training algorithm calculates the network 

parameter as follows [18] to [20]: 

  
  (   

   
                                 (11) 

        [       ]                  (12)  

 Where J is the jacobian matrix which contains the error 

with respect to network weights and biases. E is the vector of 

network error and   is learning parameter. 

The training data set comprised of 100 sec. of wind data. 

the performance of this ANN is then compared with another 

ANN using the previous instant actual wind speed as an input 

in addition to the IMFs. 

The comparison of results obtained for predicting wind 

speed using different methods have been made by using three 

parameters MAE, MAPE and RMSE by Zhang et al [3]. 

Therefore, the same parameters have been used to compare 

results in this work. The computation of these parameter can 

be done as follows - 

     
 

 
(∑

| ( )   ( )|

 ( )
 
   )                            (13) 

    
∑ | ( )    ( )| 

   
 ⁄                                (14) 

     √( ( )    ( ))
 
 (   )                      (15) 

Fig 1 Test Data #1 

Fig 2 Test Data #2 
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Where x(t) is the actual value of wind speed, x‟(t) is the 

predicted value.  

 

V. SIMULATION AND RESULTS 

The two ANN models were trained using wind speed for 

100 sec. The nos. of neurons in the hidden layer was decided 

using trial and error method. The better of the TANSIG and 

LOGSIG based on the simulation result was taken as 

activation function. 

These ANNs were then tested using two sets of testing data 

sets, i.e. Test Data #1 and Test Data #2 (shown in Fig 1 and 2 

respectively) each comprise of 100 sec. data.  

These data sets were decomposed by EMD and EEMD 

methods, figure 3 and 4 show the EMD and EEMD of test data 

#1 and figure 5 and 6 show EMD and EEMD of test data #2.  

The architecture of the ANNs and a comparison of their 

performances are given in Table I and Table II. 

Figure 7 and 8 shows a comparison between the wind 

speed predicted on the basis of IMFs generated using EMD 

and EEMD without considering the actual wind speed as an 

input for Test Data #1 and Test Data #2 respectively. 

A comparison between the wind speed predicted on the 

basis of IMFs generated using EMD and EEMD along with 

the actual wind speed at the previous instant as an additional 

input for Test Data #1 and Test Data #2 is shown in fig. 9 and 

10. 

From table I it can be seen that in case of EMD when only IMFs 

of the wind speed are used for prediction then the error parameters 

(MAE, MAPE and RMSE) are 1.0408, 8.99 and 1.4216 respectively, 

but when previous instant wind speed is incorporated along with the 

IMFs for the prediction then the corresponding error parameters are 

1.0236, 8.68 and 1.2971 respectively. So the error parameters are 

reduced by 1.65%, 3.44% and 8.75% respectively. Similarly, in case 

Fig. 3 EMD of Test Data #1 

Fig. 4 EEMD of Test Data #1 

 

Fig. 5 EMD of Test Data #2 

 

Fig. 6 EEMD of Test Data #2 

 

Fig. 7 Results of EMD and EEMD based prediction for Test Data #1 
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of EEMD when only IMFs of the wind speed are used for prediction 

the error parameters are 1.0034, 8.65 and 1.3638 but when the wind 

speed is used along with the IMFs, then the corresponding error 

parameters are 0.8865, 7.68 and 1.2152 hence the error parameters 

are reduced by 11.65%, 11.21% and 10.89% respectively. 

Table I  ANALYSIS of TEST DATA #1 

Method ANN 

Architecture 

Performance Analysis 

No. of 

hidde
n 

layer 

neuro

n 

Activatio

n 
Function 

MAE MAPE 

% 

RMSE 

EMD IMF 

only 
14 TANSIG 1.0408 8.99 1.4216 

IMF+ 

previou

s instant 

speed 

8 LOGSIG 1.0236 8.68 1.2971 

EEMD IMF 
only 

8 LOGSIG 1.0034 8.65 1.3638 

IMF+ 

previou

s instant 

speed 

6 TANSIG 0.8859 7.68 1.2152 

 

Table II  ANALYSIS of TEST DATA #2 

Method ANN 

Architecture 

Performance Analysis 

No. of 

hidde

n 

layer 

neuro

n 

Activatio

n 

Function 

MAE MAPE 

% 

RMSE 

EMD IMF 

only 
14 TANSIG 1.1255 10.01 1.5909 

IMF+ 
previous 

instant 

speed 

8 LOGSIG 0.8385 7.58 1.2040 

EEM

D 

IMF 

only 
8 LOGSIG 0.9666 8.71 1.3501 

IMF+ 

previous 

instant 

speed 

6 TANSIG 0.8551 7.66 1.1631 

 

Table III ANALYSIS of TEST DATA #3 

Method ANN 

Architecture 

Performance Analysis 

No. of 

hidde

n 

layer 

neuro
n 

Activatio

n 

Function 

MAE MAPE 

% 

RMSE 

EMD IMF 

only 
14 TANSIG 1.1753 9.57 1.5484 

IMF+ 

previous 

instant 

speed 

8 LOGSIG 1.1108 9.25 1.4024 

EEM

D 

IMF 

only 
8 LOGSIG 1.0007 8.27 1.2998 

IMF+ 

previous 

instant 
speed 

6 TANSIG 0.8496 7.15 1.1655 

 

 

Fig. 9 Results of EMD, EEMD and previous movement wind speed 

based prediction for Test Data #1 

Fig. 10 Results of EMD, EEMD and previous instant wind speed 

based prediction for Test Data #2 

Fig. 8 Results of EMD and EEMD based prediction for Test Data #2 
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Table IV ANALYSIS  of TEST DATA #4 

Method ANN 

Architecture 

Performance Analysis 

No. of 

hidde
n 

layer 

neuro

n 

Activatio

n 
Function 

MAE MAPE 

% 

RMSE 

EMD IMF 

only 
14 TANSIG 1.0092 8.48 1.2704 

IMF+ 

previous 

instant 

speed 

8 LOGSIG 0.8389 6.77 1.1122 

EEM

D 

IMF 
only 

8 LOGSIG 0.9373 7.46 1.3423 

IMF+ 

previous 

instant 

speed 

6 TANSIG 0.8105 6.76 1.0879 

 

Similarly from Table II it can be seen that in case of EMD when 

only IMFs of the wind speed are used for prediction, the error 

parameters are 1.1255, 10.01 and 1.5909 but when the previous 

instant wind speed is incorporated with the IMFs for the prediction 

then the corresponding error parameters are 0.8385, 7.58 and 1.2040, 

so the error parameters are reduced by 25.45%, 24.27% and 24.31% 

respectively. Similarly for EEMD when only IMFs of the wind speed 

are used then the error parameters are 0.9666, 8.71 and 1.3505 

respectively but when previous instant wind speed is incorporated 

with the IMFs for the prediction then the corresponding error 

parameters are 0.8551, 7.66 and 1.1631, so the error parameters are 

reduced by 11.53%, 12.05% and 10.88% respectively. 

Two more data sets, Test Data #3 and Test Data #4, each 

comprising of 100 sec. data were then used to investigate the 

prediction accuracy of the ANNs already used for Test Data #1 and 

Test Data #2. The results obtained are as given in tables III and IV. 

The results in Table III and IV are in conformity with results reported 

in Table I and II for Test Data #1 and Test Data #2 respectively. 

It is clear from the results in Table I-IV that when previous 

instant wind speed is incorporated with IMFs (for both EMD and 

EEMD) the error parameters are reduced (for all Test Data sets). 

Hence the performance (accuracy) of the prediction is increased 

when previous instant wind speed is incorporated with IMFs for 

prediction of wind speed. 

From Tables I-IV it can also be seen that the no. of hidden layer 

neurons are also getting decreased from 14 to 8 in case of EMD and 

from 8 to 6 in case of EEMD when previous instant wind speed is 

incorporated with IMFs for wind speed prediction. So because of the 

reduction in the number of hidden layer neurons the computational 

cost of the ANN prediction system is also decreasing significantly. 

VI. CONCLUSION 

The simulation result establish that by incorporating 

previous instant wind speed along with the decompositions of 

wind data, not only the accuracy of the prediction improves 

but the computational cost of the system is also reduced. This 

reduction in computational cost has a great significance in 

case of short term wind speed prediction for real time control 

applications in wind farms.  
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Abstract—The grid-connected solar panel is a distributed power 

generation device which is connected through an inverter that 

converts DC power from photovoltaic array to AC power. The 

voltage regulator to maintain the capacitor voltage at a certain 

reference level along with a current regulator are required to 

control the inverter. This paper mainly focuses on control of the 

inverter with an objective of extracting the maximum power from 

the solar panel. A fractional order proportional integral controller 

is proposed to control the inverter in this work. The performance 

of this controller is compared with the conventionally used PI and 

PID controllers on the basis of simulation result obtained using 

MATLAB Simulink.  
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I.  INTRODUCTION 

From the last decades, due to the high increase in the 

consumption of energy, environment and reserve issues are 

emerging [1]. It is necessary to find different alternatives for 

energy consumption. Renewable energy is a good alternative 

because it is gathered from renewable resources. The most 

common technologies in renewable energy are Wind power, 

Hydropower, Solar energy, Geo-thermal energy, Bioenergy, 

Wave energy. Solar energy is gaining high interest from 

governments, academia, and industry because it is sustainable 

and green [2]. Solar energy is an efficient and more feasible 

alternative option for renewable energy because it is available 

abundantly. A photovoltaic array is used for generating 

electricity from the sun. The starting development of solar 

energy was in space application where cost was not a big issue 

[3]. Then the photovoltaic (PV) system was started to be used for 

home application. The multifunctional inverters were proposed 

in 1998, which have a fuel cell or battery as an auxiliary system 

[4]. If the storage device such as battery is not connected to the 

system, the system called as standalone system. PV system was 

subsequently, connected to the grid and its functionality was 

monitored in different climate conditions. It has been observed 

that if the grid is connect to the PV system, the battery size is 

reduced by 0.5-0.7 factor as compared to standalone system for 

the same load and solar capacity [5]. In grid-connected PV 

system, it is important to maintain the capacitor voltage or 

inverter input voltage at a certain reference level. If it is not set 

at the reference level, circulating current may flow in the system. 

Circulating current affects the maximum power of the PV system 

and it may also damage the system. For increasing the efficiency 

of the photovoltaic system when PV array is not working, Wu et 

al suggested a method by using a three-phase rectifier with grid-

connected inverter [6]. The maximum power point tracking of 

PV array is necessary for efficient implementation and operation 

of the solar system. The quality analysis of the 3.6 KW rooftop 

solar system in Cairo, Egypt, which is connected to the 220V 

50Hz grid is presented in 2011. The system validates the 

capability of grid-connected photovoltaic in Egypt. The result 

was analyzed with other studies, which shows the solar system’s 

yearly average production is higher than others [7]. A large scale 

grid connected photovoltaic plant is installed in Ramagundam, 

India, where the performance of annual weather variation effect 

in solar output is observed using SCADA and the actual energy 

consumption is compared with simulated result in SCADA 

system [8]. A 91 KW rooftop photovoltaic system was set up on 

the National Water Research Centre (NWRC), Egypt. A 

MATLAB Simulink work is proposed mimicking the description 

of that PV system and Maximum power extract from the solar 

array has 85% efficiency [9].   

The goal of this paper is designing an efficient simulating 

model, which provides the maximum power from the solar panel 

while maintaining the capacitor voltage at reference level. The 

Fractional-Order-Proportional-Integral (FOPI) controller is 

almost as simple as the conventional PI controller with 

additional advantage due to the fractional integral. Therefore, the 

current work envisages to employ FOPI for maintaining the 

inverter input voltage and compare the performance of the FOPI 

controller with that of the conventional PI and PID controller on 

the basis of the simulation results. 

 

II. MODEL DISCRIPTION 

The system under consideration is a grid connected solar 

system consisting of a PV array, DC-DC boost converter, 

Perturb & Observer Maximum Power Point Tracking (MPPT) 

controller, 3 phase DC-AC converter, grid and 3 phase resistive 

load [10]. This system has no storage device such as a battery. 

The irradiance and temperature values are applied to the solar 

panel as input. Then DC-DC boost converter is controlled by 

using Perturb and Observe (P&O) MPPT algorithm and 

maximum power is extracted from PV panel. Then inverter 
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control scheme is applied to the DC-AC converter (Inverter) for 

converting DC power to 3-phase AC power. The load is 

absorbing the power from the inverter and grid both. The 

simplified configuration is shown in fig (1). This system is 

modeled and simulated using MATLAB Simulink. 

A. PV system 

The equivalent circuit for ideal PV cell and practical PV cell 

are proposed [11] and shown in fig (2) and (3). 

The equations (1) and (2) are for ideal PV cell. A series 

resistance (𝑅𝑠) and a shunt resistance (𝑅𝑠ℎ) are combined with 

the ideal equivalent circuit to represent a practical PV cell [11].  

                                         𝐼 = 𝐼𝑝𝑣 − 𝐼𝑑                                              (1) 

                                 𝐼 = 𝐼𝑝𝑣 − 𝐼0 [𝑒
𝑞𝑣

𝑎𝐾𝑇 − 1]                              (2) 

Where 𝐼 is current supplied through load (Amp), 𝐼𝑑 is current 

supplied through diode (Amp), 𝐼𝑝𝑣 is current supplied from PV 

(Amp), 𝐼0 is reverse saturation current (Amp), 𝑞 is charge =

1.602176565 ×  10−19 Coulomb , 𝑣 is thermal voltage (Volt), 

𝑎 is diode ideality factor, 𝐾 is Boltzmann’s constant =

1.3806488 × 10−23 𝐽𝐾−1, 𝑇 is absolute temperature of p-n 

junction (Kelvin). 

In the PV cell model, the current source is parallel connected 

with the diode. PV cell act like a diode if there is no irradiance. 

 

                                          𝐼 = 𝐼𝑝𝑣 − 𝐼𝑑 − 𝐼𝑠ℎ                                   (3) 

                                             𝑉𝑠ℎ = 𝑉 + 𝐼𝑅𝑠                                     (4) 

                                         𝐼𝑠ℎ =
𝑉𝑠ℎ

𝑅𝑠ℎ
=

𝑉+𝐼𝑅𝑠

𝑅𝑠ℎ
                                    (5) 

                                          𝐼𝑑 = 𝐼0[𝑒
𝑞𝑉𝑠ℎ

𝐾𝑇 − 1]                                 (6) 

By substituting equation (5) and (6) in equation (3) 

 

                         𝐼 = 𝐼𝑝𝑣 − 𝐼0 [𝑒
𝑞(𝑉+𝐼𝑅𝑠)

𝐾𝑇 − 1] −
𝑉+𝐼𝑅𝑠

𝑅𝑠ℎ
                (7) 

 

Where 𝐼𝑠ℎ is current supplied through shunt resistor (Amp), 

𝑅𝑠 is series resistance (Ω), 𝑅𝑠ℎ is shunt resistance (Ω), 𝑉 is load 

voltage (Volt), 𝑉𝑠ℎ is voltage at shunt resistor (Volt) [11]. 

Figure 1 Schematic representation of grid-connected PV system 

 

Figure 2 Equivalent circuit of Ideal PV cell Figure 3 Equivalent circuit of practical PV cell 
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B. Maximum Power Point Tracking (MPPT) 

For tracking of maximum power, perturb & observe 

technique is the most popular because of the low cost and ease 

to the DC-DC boost converter. In this method, the voltage and 

current of solar panel are read at time k and the solar power at 

time instant k is calculated. The voltage and power at time instant 

k are compared with the sample at time instant (k-1). Voltage 

from PV array is adjusted by a small amount and the power 

change is observed. If 
𝑑𝑃

𝑑𝑉
> 0, positive sign indicates that the 

MPP is greater than solar power and the perturbation D is 

decreased to obtain the MPP. If 
𝑑𝑃

𝑑𝑉
< 0, negative sign shows that 

the MPP is lesser than solar power and the perturbation D is 

increased to obtain the MPP [14]. If power is increasing 

continuously with increase in PV voltage, the voltage is 

increased until 
𝑑𝑃

𝑑𝑉
= 0 [14] [15] [16]. The flowchart of the P&O 

MPPT is shown in Fig. (4), where D is the perturbation step-size. 

The MPPT technique requires the knowledge of solar panel 

parameters. 𝑉𝑜𝑐  is the open circuit voltage of PV array. 

Maximum power point voltage (𝑉𝑀𝑃𝑃) and open circuit voltage 

(𝑉𝑜𝑐) have a linear relationship as shown below 

      

                                   𝑉𝑀𝑃𝑃 = 𝑘 × 𝑉𝑜𝑐                                      (8) 

 

 Where k is constant, and the value of k depends upon the 

characteristics of the PV cell. The value of k varies between 0.73 

to 0.85 [17]. The maximum power at the actual maximum power 

point (MPP) is calculated by 

 

𝑃𝑚𝑎𝑥 = 𝑉𝑀𝑃𝑃 × 𝑁𝑜. 𝑜𝑓 𝑠𝑒𝑟𝑖𝑒𝑠 𝑚𝑜𝑑𝑢𝑙𝑒𝑠 × 𝐼𝑀𝑃𝑃 ×
                                  𝑁𝑜. 𝑜𝑓 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑠𝑡𝑟𝑖𝑛𝑔                             (9) 

 

Where 𝑃𝑚𝑎𝑥 is maximum power at actual MPP, 𝑉𝑀𝑃𝑃 is the 

voltage at MPP, 𝐼𝑀𝑃𝑃 is current at MPP. The efficiency is 

calculated by the following 

 

                             𝜂 = (
𝑃max 𝑡𝑟𝑎𝑐𝑘𝑒𝑑

𝑃𝑚𝑎𝑥
) × 100                          (10) 

                                  𝑃max 𝑡𝑟𝑎𝑐𝑘𝑒𝑑 =  𝑃𝑝𝑣                               (11) 

                                  𝜂 = (
𝑃𝑝𝑣

𝑃𝑚𝑎𝑥
) × 100                                (12) 

 

Where 𝜂 is the efficiency of the MPPT method, 𝑃max 𝑡𝑟𝑎𝑐𝑘𝑒𝑑  

is maximum power tracked by the MPPT method [9].  

C. Controllers 

PI controller is a feedback-based controller. It calculates the 

output by the received error signal. The function of PI controller 

is eliminating the steady state error, which are insensitive to 

system variation [18]. The basic equation of PI controller is 

given by  

                                    𝐺𝑐(𝑠) = 𝐾𝑝 +
𝐾𝑖

𝑠
                                     (13) 

 

 PID controller modifies the output based on proportional 

gain(𝐾𝑝), integral gain(𝐾𝑖) and derivative gain(𝐾𝑑). PID 

controller make the system stable and more accurate, as it 

reduces the oscillation present in the system [18]. The equation 

for PID controller is as follows- 

                              𝐺𝑐(𝑠) = 𝐾𝑝 +
𝐾𝑖

𝑠
+ 𝑠𝐾𝑑                             (14) 

 

FOPI controller is used for improving the performance of the 

system. As it has three parameters 𝐾𝑝 , 𝐾𝑖 and λ to tune [19]. The 

transfer function of FOPI is given by 

                                      𝐺𝑐(𝑠) = 𝐾𝑝 +
𝐾𝑖

𝑠𝜆                                   (15) 

 

The FOPI controller has better control, more flexibility and 

excellent robustness over PI and PID controller [19]. Ziegler-

Nichols method is used for tuning the controller parameters. The 

Table I Tuning parameters for controllers 

Parameters PI controller PID controller FOPI controller 

𝐾𝑝 112.5 150 112.5 

𝐾𝑖 22500 50000 22500 

𝐾𝑑 - 0.00075 - 

λ - - 0.6 

Figure 4 Flowchart of P&O MPPT algorithm 

Figure 5 Inverter Pulse Control Scheme Figure 6 Voltage Regulator 
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values of the gains for the different controllers are as given in 

Table I. 

D. Inverter 

After extracting the maximum DC power from the solar 

array, that DC power is converting into 3 phase AC power to 

supply the demand power to 3 phase load. 3 phase 3 wire inverter 

is used for converting DC to AC power. 3 phase 3 wire inverter 

consists of six MOSFET devices. The simplified method for 

controlling the MOSFET devices is shown in fig (5). 

The voltage regulator is designed for maintaining capacitor 

voltage(𝑉𝑑𝑐) at a certain reference level(𝑉𝑑𝑐
∗ ) Fig. The error and 

signal generated by comparing capacitor voltage(𝑉𝑑𝑐) reference 

voltage(𝑉𝑑𝑐
∗ ). The controller generates a reference signal for the 

current regulator, which is shown in fig (6). Three controllers PI, 

PID, and FOPI are used to produce reference signal one by one 

to control the inerter and their performances are compared. This 

reference signal is compared with the solar power 𝑃𝑝𝑣 and a 

reference power signal is achieved. 

The phase-locked-loop (PLL) is used to find the phase angle 

of the grid voltage(𝑉𝑔𝑟𝑖𝑑). The phase angle is used for park 

transformation, in which the three-phase grid voltage (abc) 

reference frame transforms to the grid voltage (dq0) reference 

frame.  

By using the reference power signal and d-axis component of 

grid voltage, a current reference (𝐼𝑑
∗) is generated. An inverse 

park transformation converts this current reference(𝐼𝑑
∗)  from the 

(dq0) reference frame (𝐼𝑑𝑞0) to (abc) reference frame(𝐼𝑎𝑏𝑐). 

Then 𝐼𝑎𝑏𝑐  is compared with the grid current (𝐼𝑔𝑟𝑖𝑑) and the 

control pulses for 3 phase 3 wire inverter are generated by using 

a relay. 

Table II Step response parameters for 𝑉𝑑𝑐 

Parameters PI controller PID controller FOPI controller 

Rise Time (×
10−16) 

1.5266 1.7347 1.7347 

Settling Time (sec) 0.0784 0.0566 0.0440 

Peak Overshoot 

(Watt) 

18.7236 4.6681 2.1154 

Peak Time (sec) 0.0167 0.0388 0.0167 

Figure 7 Maximum power extract from Simulink model 

Figure 8 Response of Capacitor Voltage 𝑉𝑑𝑐 

Figure 9 Response of Load Power at 1940W 

Figure 10 Response of Load Power at 2400W 

Figure 11 Response of Load Power at 1500W 
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III. RESULT 

The model is worked in Standard Temperature Conditions 

(STC). The corresponding values of irradiance and temperature 

are 1000 𝑊/𝑚2 and 250𝐶 respectively. The maximum power 

tracked from the P&O MPPT is compared with the calculated 

maximum power (2925 W) from (9). The voltage 𝑉𝑀𝑃𝑃  and 

current 𝐼𝑀𝑃𝑃 at calculated maximum power are 37.5 V and 7.8 A 

respectively. 

Fig (7) shows the maximum power tracked by the P&O 

MPPT. The efficiency of P&O MPPT technique is 98.94% 

calculated by (12). 

The performance of the three controllers in the system are 

investigated at different levels of 3-phase resistive load. The 

capacitor voltage is determined by the DC-DC boost converter 

parameters and hence is kept at 400V and the actual power 

demand of load in figure (9), (10) and (11) is 1920W, 2400W 

and 1500W respectively. The capacitor voltage(𝑉𝑑𝑐) and load 

power for the system equipped with FOPI, PI and PID 

controllers are shown in figure (8), (9), (10) and (11). 

The performance of these controllers in maintaining the 

capacitor reference voltage in terms of settling time and peak 

overshoot is given in Table II. 

The figure (8), (9), (10) and (11) along with the observations 

in Table II clearly shows that the PID controller performs better 

that the PI controller as it takes lesser time to attain the reference 

target and overshoot value is also very less. However, the least 

settling time and overshoot are obtain by using for FOPI 

controller.  

 

IV. CONCLUSION 

In this work, a grid-connected PV system is suggested. The 

P&O tracking method is a precise tracking method and can be 

used for MPP tracking with an efficiency of 98.94%. A 

comparative study in to the performances of the FOPI, and the 

conventional PI and PID controllers for controlling the inverter 

establishes the superior performance of the proposed FOPI 

controller in terms of both, the settling time and the peak 

overshoot that also reduces the distortion in the system. This 

work can further be expanded by including battery in the grid 

connected PV system. The future scope includes investigation 

into hardware implementation of the same.  
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Abstract—The emergence of Internet of Things (IoT), has 

increased the demand for design of energy-efficient and secure IoT 

devices. For example, IoT devices such as Wireless Sensor Nodes 

(WSN) and Radio Frequency Identification (RFID) tags employ 

AES cryptographic module which are susceptible to Differential 

Power Analysis (DPA) attacks. With the scaling of technology, 

leakage power in the cryptographic device increases, which 

increases their vulnerability to DPA attack. The FinFET based 

Adiabatic Logic Circuits are energy efficient and consume low 

power as compared to normal FinFET circuits. The proposed 

adiabatic logic is used to design logic gates such as buffers, 

XOR/XNOR, and AND/NAND circuits. The circuits have been 

designed using FinFET 18nm technology. The average power of 

the circuits has been computed and also the output Energy loss of 

the circuits has been calculated. For the Buffer the Average power 

consumption was found to be 4.331uW without adiabatic logic and 

1.840uW with Adiabatic logic. The reduction of power is 57.51 %. 

For the AND/NAND circuit Average power consumption was 

found to be 4.479uW without Adiabatic logic and 2.356uW with 

Adiabatic logic. The reduction of power is 47.39 %.  For the 

XOR/XNOR circuit Average power consumption was found to be 

7.778uW without adiabatic logic and 4.428uW with Adiabatic 

logic. The reduction of power is 43.07 %.   

Keywords— Adiabatic Logic, FinFET, Low Power VLSI Design  

I. INTRODUCTION  

Adiabatic logic is a widely used method to design circuits 
that are energy-efficient and secure. It has been proved that 
adiabatic logic is one of the most the promising techniques when 
it comes to dealing with DPA attacks [6],[7],[8],[9]. Techniques 
such as Symmetric Pass Gate Adiabatic Logic (SPGAL) are 
used in the design of hardware that is secure and the same time 
consumes minimum power.  These systems are most suitable to 
be implemented in IoT based devices [1]. When compared to the 
other widely used DPA resistant families of adiabatic logic, one 
of the drawbacks of SPGAL is its high leakage power at lower 
technology nodes. Therefore, with scaling the designer has to 
deal with the challenges of leakage current. The energy-
efficiency of the computing circuits decreases with increase in 
leakage current. This in turn makes the device more vulnerable 
to DPA attacks. Low leakage devices such as FinFET can be 
used for the investigation of crypto circuits. In [1] the design of 
cryptographic processors, one of the main threats is the DPA 
attack. To determine the relationship between cipher texts and 
keys, S-Box is used in cryptographic algorithms like AES and 
DES [10]. However, due to its high-power consumption, S box 
is prone to DPA attacks. Due to its resistance against DPA 

attacks, an 8-bit S-Box circuit has been designed using 
Symmetric Pass Gate Adiabatic Logic (SPGAL). The 
verification of results has been performed through SPICE 
simulations in 180nm technology. As compared to and Secured 
Quasi-Adiabatic Logic (SQAL) and conventional CMOS, this 
circuit saves up to 67% and 92% energy.  Wireless Sensor 
Network (WSN) and its sensing applications are of great 
importance in the present day [2]. With the internet of things, 
these sensors sense various parameters from the environment 
and share information across various platforms. Various key 
technologies and domains that motivate research in IoT have 
been thoroughly discussed. A cloud centric vision for world-
wide implementation of IoT is presented in this paper. A cloud 
implementation using Aneka has been performed. This is based 
on the interaction of public and private clouds. There is an 
emphasis on the need for convergence of WSN, distributed 
computing and Internet. Paper [3] presents an overview of 
various radio frequency identification techniques. Traditional ID 
technologies and RFID techniques have been compared.  
Various applications of the same have been presented.  Each of 
these applications have their own techniques of which some of 
them are tag energy supply, frequency range and tag writing 
capabilities. A circuit contains various components such as 
transistors and other components. Each of these consume an 
amount of power which contributes to the overall power 
consumption of the circuit. Information is leaked through power 
consumption. Secret keys can be extracted by analysis of side 
channels.  Approaches to prevent DPA attacks and 
cryptosystems that are secure even when implemented in 
hardware that leaks have been presented [4]. To reduce power 
consumption from many charge recovery logic families have 
been designed. This paper presents a new charge recovery logic 
style for resistance against side-channel attacks (SDA), 
especially against DPA attacks. This logic style proves to have 
better in DPA-resistance level and lower power consumption 
compared to existing DPA styles proposed this far [5]. 
Mechanisms such as usage of DC bias instead of ground in the 
source of NMOS transistors and Pass transistors to discharge the 
internal parasitic capacitances of function blocks have been 
proposed to reduce the data dependent power consumption. 
These methods decrease the dynamic power consumption. This 
method is more DPA resistant than other proposed styles such 
as TDPL and SALB. There is also reduced power consumption 
From the Literature Survey it is observed that most of the Hybrid 
Full Adder designs employ CMOS Technology. FINFET is 
known for its high speed of operation. Hence an implementation 

Design of Low Power FinFET Based Adiabatic 

Logic Circuits in 18nm Technology 
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of Hybrid Adder using FINFET would further reduce the Delay 
of circuits [11]. 

II. BASIC OF FINFET BASED ADIABATIC LOGIC 

Adiabatic logic is an efficient method to recycle the charge 
stored in the load capacitor using power clocks. The main 
advantage of this method is the reduced dynamic switching 
energy loss due to charge recycling. The adiabatic 
charging/discharging of the load capacitors is shown in Fig. 1. 

 

Fig. 1. Adiabatic charging/discharging [1] 

Considering that a constant current source is supplying the 
charge, the energy dissipated in an adiabatic circuit is given by             

𝐸𝑑𝑖𝑠𝑠 =
𝑅𝐶

𝑇
𝐶𝑉𝐷𝐷

2          (1) 

In equation 1, the load capacitor is denoted by C. Vdd is the full 
swing of the power clock. The charging and discharging time of 
the capacitor is given by T, Vdd was the full swing of the power 
clock.  Energy dissipation in adiabatic circuits is lesser than, 
conventional CMOS. As T approaches infinity, energy 
dissipation tends to zero.  

FinFET Device 

The FinFET has the gate wrapping the channel in all the three 
directions. The silicon body is perpendicular to the plane of the 
wafer. The strudture of the FinFET device is shown in Fig. 2. 

 

 

 

 

 

 

 

 

                                                                                                                            
Fig. 2. FinFET Device structure [1] 

The main advantage of FinFETs is the effective gate control 
over the channel. This reduces the threshold current, gate 
dielectric leakage currents and the short-channel effects than 
MOSFETs. Higher on state current,lower leakage and faster 
switching are the advantages obtained from the same. FinFET 
has different working modes due to its multigate structure. The 
FinFET has two main working modes. The Independent-Gate 

(IG) mode and the Shorted-Gate (SG) mode. The two gates are 
tied together in the Shorted gate mode and the device acts as a 
three terminal device in SG mode.  

III. IMPLEMENTATION OF FINFET BASED ADIABATIC LOGIC 

CIRCUITS AND RESULTS 

 

The Schematics of FinSAL Buffer, FinSAL AND/NAND gate 

and FinSAL XOR/XNOR gate were designed using Cadence 

Virtuoso Tool. The test benches were created, and the working 

of the Adder was verified through simulations. FINFET 18nm 

technology was used in the design. The Transient Analysis was 

performed, and the energy consumption of the circuits was 

calculated. The Basic Methodology is shown in Fig. 3. 

 

 

 

 

 

 
Fig. 3. Basic Overview of Implementation 

 

Table I shows the Basic Overview of Implementation. 

 
TABLE I      DIFFERENT ENERGY SOURCES AND THEIR OBJECTIVES 

 
Tool Used Technology Parameters 

computed 

Cadence Virtuoso FinFET 18nm Energy 
Average Power 

 

A. Design of Buffer  

The Schematic of the buffer with FinFETs in the IG 

(Independent Gate) mode has been designed as follows. The 

18nm technology FINFETs has been used. The n1lvt and p1lvt 

transistors have been used. The Schematic has been designed in 

Cadence Virtuoso using FINFETS. Fig. 4 shows the schematic 

of the buffer. When A is high, capacitor CL charges and out is 

pulled up to VDD, while A- bar and out-bar is low. 

 

a. Design of a buffer without Adiabatic Logic 

 

 
Fig 4. The Schematic of FinFET Buffer 

Design of FinFET 

Adiabatic Circuits 

Using Cadence 
Virtuoso tool 

Perform 

transient 

Analysis 

Computation of 

Average Power 
and Energy 

consumption 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 554



TABLE II SPECIFICATIONS FOR PERFORMING SIMULATION 

 

Table II lists the specifications for performing simulation. It 

contains details about the libraries that are used, the input pins, 

the model names and the specifications. The average power of 

the design is computed by performing transient Analysis. The 

transient analysis waveforms of the buffer is shown in Fig 5. 

 
 

Fig. 5. Waveforms of FinFET Buffer 
 

The maximum output voltage is found to be 980.23mV. The 

average power consumed by the circuit is 4.331 uW. 

b. Design of FinFET Buffer with Adiabatic Logic 

The Schematic of the FinFET buffer with Adiabatic logic has 

been designed as follows. The 18nm technology FINFETs have 

been used. The n1lvt and p1lvt FINFET transistors have been 

used. The Schematic has been designed in Cadence Virtuoso 

using FINFETS. Fig. 6 shows the schematic of the buffer. As 

compared to the previous design a Vclk pulse is applied as as 

the supply. 

 
Fig 6. The Schematic of FinFET Buffer with Adiabatic Logic 

 

The specifications for performing synthesis have been shown 

in Table III. 

 
TABLE III SPECIFICATIONS FOR PERFORMING TRANSIENT ANALYSIS 

 

Analysis Specification 

Transient Analysis: tran  

Stop time: 400ns  

Accuracy defaults: 
conservative  

 

The transient Analysis was performed, and the working of the 

Buffer was verified. The stop time was taken to be 400ns. 

Accuracy defaults were set to conservative. 

 

 
Fig.7. Waveforms of transient Analysis of FinFET Buffer with Adiabatic 

Logic 

Fig. 7 shows the transient analysis waveforms of the FinFET 

Buffer with Adiabatic logic. The maximum output voltage is 

found to be 984.66 mV. Average power consumption of the 

circuit is computed to be 1.84 uW. 

B. Design of AND/NAND Gate  

The Schematic of the FinSAL AND/NAND gate has been 

designed as follows. The 18nm technologies FINFETs have 

been used. The n1lvt and p1lvt FINFET transistors have been 

used. The Schematic has been designed in Cadence Virtuoso 

using FINFETS. The specifications remain the same as for the 

buffer however the period and pulse widths have been changed. 

 

a. Design of FinFET AND/NAND Gate without Adiabatic Logic 

Fig 8 shows the schematic of the FinFET AND/NAND 

 

 
 

Fig. 8. The Schematic of FinFET AND/NAND Gate 

Library  Model 

name 

Pin Name Specification 

cds_ff_mpt p1lvt 

n1lvt 

A, Ab L = 18nm 

VDD = 1V 

analogLib vdd Not applicable 1V 

vdc Not applicable 1V 

gnd Not applicable - 

 vpulse Clk Period = 80ns,  
Pulse width = 40ns 

DC Voltage = 1V 

 vpulse A Period = 80ns,  

Pulse width = 20ns 

DC Voltage = 1V 
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The waveforms of FinFET AND/NAND circuit without 

Adiabatic Logic is shown in Fig 9. The maximum output 

voltage is found to be 980.193mV. The Average Power 

consumption is found to be 4.479uW. 

 

 
Fig. 9. Waveforms of FinFET AND/NAND circuit without Adiabatic Logic 

 

b. Design of FinFET AND/NAND Gate with Adiabatic Logic 

 

The Schematic of FinFET AND/NAND circuit with Adiabatic 

Logic is shown in Fig. 10.  

 

 
Fig.  10. The Schematic of FinFET AND/NAND Logic 

 

The waveforms of FinFET AND/NAND circuit with Adiabatic 

Logic is shown in Fig. 11.  

 

 
Fig.11. Waveforms of FinFET AND/NAND Logic with Adiabatic Logic 

 

The maximum output voltage is 985.22mV and the Average 

Power which is computed to be 2.356uW. 

C. Design of XOR/XNOR Gate 

The Schematic of the FinFET XOR/XNOR gate has been 

designed as follows. The 18nm technologies FINFETs have 

been used. The n1lvt and p1lvt FINFET transistors have been 

used. The Schematic has been designed in Cadence Virtuoso 

using FINFETS.  

 

a. Design of FinFET XOR/XNOR Gate without Adiabatic 

Logic 

Fig. 12 shows the schematic of the XOR/XNOR gate without 

Adiabatic Logic. 

 
 

Fig 12. Schematic of FinFET XOR/XNOR Logic without Adiabatic Logic 
 

The Waveforms of FinFET XOR/XNOR Logic without 

Adiabatic Logic is shown in Fig. 13. The maximum output 

voltage is 955.36mV. The Average Power consumption is 

7.778uW. 

 
Fig. 13. Waveforms of FinFET XOR/XNOR Logic without Adiabatic Logic 

 

 

b. XOR/XNOR Circuit with Adiabatic Logic. 

Fig. 14.  shows the schematic of the XOR/XNOR Circuit with 

Adiabatic Logic. 
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Fig. 14. The Schematic of FinSAL XOR/XNOR with Adiabatic Logic 

 

Fig. 15. Waveforms of FinFET XOR/XNOR with Adiabatic Logic 
 

The Waveforms of FinFET XOR/XNOR Logic with Adiabatic 

Logic is shown in Fig. 15. The maximum output voltage is 

958.662mV. The Average Power consumption is 4.428uW. 
. 

IV. CONCLUSION 

Three circuits were designed using FinFETs – Buffer, 

AND/NAND circuit and XOR/XNOR circuit. They were 

designed using FinFET 18nm technology. The Average power 

and Energy of the three circuits was computed. For the Buffer 

the Average power consumption was found to be 4.331uW 

without adiabatic logic and 1.840uW with Adiabatic logic. The 

reduction of power is 57.51 %. For the AND/NAND circuit 

Average power consumption was found to be 4.479uW without 

Adiabatic logic and 2.356uW with Adiabatic logic. The 

reduction of power is 47.39 %.  For the XOR/XNOR circuit 

Average power consumption was found to be 7.778uW without 

adiabatic logic and 4.428uW with Adiabatic logic. The 

reduction of power is 43.07 %.  

 

For the Buffer the Maximum output voltage is 980.23mV 

without adiabatic logic and 984.66mV with adiabatic logic. The 

energy of the output signal is is 0.4804 pJ without adiabatic 

logic and 0.4808 pJ with adiabatic logic. The energy loss is 

reduced from 3.92 % to 3.84 %.  For the AND/NAND circuit 

the Maximum output voltage is 980.193mV without adiabatic 

logic and 985.22mV with adiabatic logic. The energy 

consumption is 0.4803 pJ without adiabatic logic and 0.4853 pJ 

with adiabatic logic. The energy loss is reduced from 3.94 % to 

2.94 %.  For the  XOR/XNOR circuit, the Maximum output 

voltage is 955.36mV without adiabatic logic and 958.662mV 

with adiabatic logic. The energy consumption is 0.4563 pJ 

without adiabatic logic and 0.4595 pJ with adiabatic logic. The 

energy loss is reduced from 8.74 % to 8.10 %.             
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Abstract—A simple four port antenna with Ultra-wide band 

(UWB) and multiple- input multiple-output(MIMO) behavior  is 

proposed using two shared radiators. the two shared radiators 

are making 1800 angle to each other. The problem of interference 

in broad-band of UWB from other sources is avoided by forming 

notch band at 5.5GHz center frequency. The proposed design is 

of size 48X48mm2 using FR4 Substrate (dielectric constant 4.4) 

and fed by micro strip line. The two shared radiator multiple-

input multiple-output antenna provides a bandwidth of 2.9 to 

11.4 GHz with reflection coefficients S11, S22, S33, S44 very less than 

-10dB and all the mutual coupling coefficients for respective 

antenna elements are less than or equal to -22 dB. The design also 

provides triple frequency bands characteristics with wide band 

behavior. Also, In order to achieve low mutual coupling, the 

meandered line stub is utilized at the end of the ground plane. 

The stimulated outcomes of proposed design are shown. 

 

Keywords—UWB, notch, MIMO 

I.  INTRODUCTION 

UWB antennas has many Characteristics like extremely 
low transmission energy(less than 1mV), FCC given license of 
very high bandwidth but with short range, Extremely difficult 
to intercept, Low cost, use for multiple frequency 
ranges(3.1GHz to 10.6GHz)- satellite communication, 
tracking a radar, Mobile devices, sensor, GPS and Bluetooth 
are narrowband technologies(1.6 and 2.4 GHz respectively). 
To increase the transmission capacity, we need to reduce the 
multipath fading. Basically, combination of UWB and MIMO 
Technology solve the issue of fadedness of signals. In portable 
MIMO devices, close packing of several antennas degrade 
diversity performance by introducing mutual coupling 
between antenna elements. The first major challenge now-a-
days is need of small UWB MIMO antenna with minimum 
coupling for smart and small Electronic devices such as 
WLAN and UMTS. The UWB MIMO antenna design also 
affected due to interference from other communication 
systems radiating at same frequency. The solution for this 
interference is creation of notch band at that particular 
frequency. The second major challenge is design of notched 
compact UWB MIMO antenna. Basically, the main idea from 
above discussion is to make a small UWB MIMO antenna 
having stop band behavior as well as low mutual coupling so 
that channel capacity can be maximize and minimize the cause 
of  interference from other bands.  

In Literature, Micro strip antennas accomplished various 
shapes such as square, rectangular, circular and octagonal 

proposed for obtaining Ultra-wide band [1-4]. The methods 
that are study in literature to design UWB MIMO antennas 
with minimum coupling are defected ground structures, 
rectangular stubs and tree like structures. T-shaped stub 
extruded in rectangular ground plane for decoupling in eye 
shaped UWB MIMO antenna and two antenna elements are 
orthogonal[3]. In this, concept of orthogonal placement of 
antenna elements used that provide low coupling between 
elements. By increasing branches of tree like structure, high 
isolation is achieved [5]. Fork shaped slot is placed between 
the antenna elements to enhance isolation and L-shaped slot 
cut from radiators to create notch band[6]. A shared radiator 
utilizing  meandered line stub with ground plane[7]. T-shaped 
slot in pentagonal radiator with extending branch of ground 
plane for improving isolation has been discussed[8]. Method 
of Double layer slit-patch EBG structure between radiators for 
low coupling enhance the size of antenna[9].  Dual band 
MIMO antenna  consist of shorted metal strips with ground 
plane for mutual coupling reduction and "L" slot in radiating 
patch for dual band[10]. The literature also provide designing 
methods of UWB antennas with notch band and low mutual 
coupling like Tapered Micro strip fed compact MIMO UWB 
antenna consist of two notches using two L shaped slits in 
patch and T shaped stubs for low coupling[11].  Orthogonally 
fed slot antennas for UWB systems utilizing uniplanar nature 
of coplanar waveguide using a diagonal strip on ground plane 
for maintaining isolation and  arc shaped slot resonators in 
feed structure to reject the desired band[12]. A printed folded 
monopole UWB antenna uses an open stub to reject the 
desired WLAN band that interferes with the UWB band[13]. 
In Literature, two modified coplanar waveguides along with 
staircase-shaped radiating patches for orthogonal radiation 
patterns, with a rectangle stub placed at an angle between the 
feed to get low coupling in entire UWB and by using two 
split-ring shaped slots over the antenna elements respectively, 
the stop-band property is achieved[14].  A two CPW-fed floral 
radiating elements provides ultra wide band along with a 
decoupling structure to ensure high isolation and the stop-band 
at the WLAN frequency is obtained through single U-shaped 
slot on each antenna element [15]. Shared radiator 
symmetrically shared by two tapered micro strip feed lines 
placed at an angle of 135° from X-axis makes an UWB system 
and the utilization of  meandered line stub with modified 
ground structure provides maximum amount of isolation 
between the antenna ports[16]. Many 2x2 port UWB diversity 
antennas reported in literature[11-16] lack in enhancing the 
communication channel quality. Therefore, many MIMO 
UWB antennas are proposed with more than 2-ports recently 
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[17-22] (consider Table1). Three  port antenna design consists 
of staircase-shaped radiating elements constituting UWB band 
and also the antennas give stable gain, directional radiation 
patterns and favorable radiation efficiencies[17]. A four port 
CPW fed UWB MIMO system with high isolation and stop 
band behavior[18].  The design of antennas with high 
radiation  efficiencies for UWB signaling and for development 
of  UWB impulse radio communication systems is a most 
difficult task, especially when these signals and systems exist 
with previously standardized narrowband services. So, to 
avoid this problem, an antenna design with quad-element and 
dual stop-band is communicated in literature[19]. In MIMO 
UWB Technology, it has been seen that placement of disposed 
antenna elements orthogonally is  the most familiar  
methodology to maximize isolation of MIMO antenna 
elements[20]. The orthogonal arrangement of antennas helps 
to accomplish polarization diversity performance where 
isolation factor is mainly affected by spacing of individual 
elements. Also, miniaturization is achieved in UWB MIMO 
antenna by utilizing the benefit of symmetry property of 
planar antennas[20]. A design with four circular patches, 
defected ground structure(DGS) and a mushroom-like 
electromagnetic band gap structure uses metallic vias method 
reported in [21]. In this, four ring-shaped slots on the radiators 
are etched to get stop band behavior[21]. The antenna 
structure with four triangular monopoles connected 
symmetrically and orthogonally improves the diversity 
performance, and by combining a rectangular ring with 
a straight line further reduces the coupling due 
to interoperation of the elements[22]. An Koch Fractral 
geometry is used for UWB performance with C-shaped slot 
for band rejection and rectangular stub attached to ground 
plane for mutual coupling reduction [23]. However, many 
MIMO antennas has been proposed with and without notch 
bands, and mostly with two ports but they have relatively big 
size, weak MIMO performance and high coupling in whole 
band of UWB in comparison with the proposed structure. 
Many nonconventional shape antenna design that provide 
compactness are often optimized using different optimization 
techniques such as genetic algorithm, particle swarm 
optimization, etc. These antennas offer better impedance 
matching over wide frequency band. In this communication, 
a miniaturized MIMO antenna with simple geometry, ultra-
wide band and high isolation is proposed. Two shared radiator 
with two port each designed on 48X48 mm2.  The substrate 
used for design is FR4_epoxy with 1.6 thickness and relative 
permittivity of 4.4. The shape of the shared  radiator is 
hexagonal and is fed by perpendicular micro strip line 
structures of width 1.5mm and height 23.65mm. Each feed 
line structure consist of two feeds of same width 1.5mm but 
feed 1 has length 9.9mm and feed 2 has length 13.75mm. feed 
1 and feed 2 are orthogonal to each other. The isolation in 
shared elements is obtained by extending the branch of the 
ground plane in the symmetry axis of two antenna elements. 
To get stop band at 5.5GHz, the presented antenna has 
a slot with inverted L-shaped geometry in Ground plane near 
feed line of patch. The dimensions of the slot is optimized 
using Genetic optimization alogorithm in order to achieve 
sharp notch. This simulated design has ultra-wide impedance 
bandwidth, the gain is moderate and radiation pattern is omni-
directional. The compact size antenna designed due to shared 

radiator and has stop band at 5GHz to 6.2 GHz. A comparison 
of other reported UWB MIMO antenna with proposed 
simulated antenna design is presented in Table 1.  

This article is planned as follows: In Section II, Layout for 
proposed system is discussed with simulation results followed 
by stop band behavior of MIMO. Experimental results are 
presented in Section III including isolation, radiation 
characteristics, and MIMO parameters. Finally, Section IV 
concludes the Article.  

TABLE 1. COMPARISON OF PROPOSED LAYOUT OF UWB MIMO 
WITH OTHER REPORTED 

Reference Size(WxL 
geometry) 

(in mm2) 

Number 
of 

Element
s 

Operating 
band(in 
GHz) 

Isolation 
(in dB) 

Peak 
Gain (in 

dBi) 

Notch 
band 

(in GHz) 

3 18x36 2 

 

2.8-20 ≥20 - - 

11 18x34 2 2.9-20 ≥20 7 5.1-5.8, 
6.7-7.1 

12 50x50 2 

 

2.76-10.75 ≥15 ‹2.8 4.75-6.12 

13 55x13.5 2 

 

1.85-11.9 ≥17.2 5 5.15-5.85 

14 48x48 2 

 

2.5-12 ≥15 6 5.1-5.8 

15 50x45 2 

 

2.7-10.9 ≥15 4 5.1-5.9 

16 39x39 2 

 

2.4-12.75 ≥15 - - 

17 45x25 3 

 

3.1-11.5 ≥19 5.5 - 

18 81x87 4 .76-12.75 ≥20 4-8.8 3.87-5.94, 
7.04-8.7 

19 100X100 4 

 

- ≥20 - 3.5, 5.5 

20 70x70 4 

 

2.4-14 ≥20 - - 

21 60x60 4 

 

3-16.2 ≥17.5 - 4-5.2 

22 75.19x75.19 4 

 

3.1-17.3 ≥20 1-5 - 

23 45x45 4 

 

2-10.6 ≥17 - 5.1-6 

Proposed 48x48 

 

4 2.9-11.4 ≥22.5 - 5-6.3 

II. ANTENNA LAYOUT 

The planned layout is demonstrated in figure 1, has two 
identical shared patches 1800 apart with common modified 
ground structure as represented in figure 2. Two regular 
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shared Hexagonal radiators are fed by 50Ω Micro strip lines of 
size (LF x WF) where LF= LF1+LF2. The proposed antenna 
design has total area of 48x48 mm2 (i.e. denoted as LG X WG) 
and has printed on low loss FR4 substrate with 4.4 relative 
permittivity, .02 loss tangent and 1.6mm thickness. The 
overall MIMO antenna volume is reduced by layout of two 
shared radiators.  One of the major issue in UWB MIMO 
antenna design is to get resonance at lower cut off frequency 
i.e. 3.1 GHz and keeping compactness of the layout with it. 
This can be obtained by increasing current path in radiator so 
we take hexagonal shared radiator. 

 
Figure 1: Proposed Geometry 

 

Figure 2: Geometry Of Ground Plane 

This design provides wide band of 2.9-11.4 GHz with 
triple band characteristics  and also maintain compactness of 
the design. In Portable devices, high level of coupling occurs 
if we utilize multiple radiators that degrades diversity 
performance. Another major issue is to reduce this coupling 
between the ports and maintain the compactness of the 

antenna. In literature, decoupling structure (occupies larger 
space) is the approach carried out to maximize isolation. The 
issue of high coupling between ports is minimize by utilizing 
concept of increasing the distance between respective ports. 
So, to obtain high isolation between four ports of respective 
shared radiators , two simple metal branches of length LE that 
act as respective reflectors are extended on ground plane on 
both sides of radiators. These metal branches can also 
decrease the current on the ground structure flowing between 
two elements of respective radiators. Further improvement in 
isolation can be obtained by increasing effective length of the 
ground. This is accomplished by creating slot in the ground 
plane. Band stop characteristics in WLAN band also achieve 
in this design. A inverted L-shaped slot (LS X WS) is cut from 
ground plane near each feed line to create stop band in the 
region 5.1 - 6 GHz. L-shaped geometry is chosen because of 
its broad band rejection characteristics. Designing and 
Optimization process is done by High Frequency Structure 
Simulator(HFSS). The optimized parameters are given in 
Table 2. 

TABLE 2. PARAMETERS VAUES  USED FOR PROPOSED 

ANTENNA 

Parameter Value(in mm) Parameter Value(in mm) 

LG 48 LG5 6.48 

WG 48 WG5 6.7 

LG1 9.5 LS 2.5 

WG1 9.5 WS 5 

LG2 5.5 LE 17.8 

WG2 5.5 LF1 9.9 

LG3 14 LF2 13.75 

WG3 14 WF 1.5 

LG4 6 LP 8.48 

WG4 6 d 7.1 

III. OUTCOMES AND DISCUSSION   

A. Outcomes 
      Figure 3 represents the return loss characteristics (S11 and 
S22 in XY Plot 1, S33 and S44 in XY Plot 2) of the 4-port 
UWB MIMO proposed design. All reflection coefficients S11, 
S22, S33 and S44 are < -10dB for entire ultra-wide band (2.9 
GHz to 11.4 GHz). These reflection coefficients show triple 
band characteristics. In XY plot 1, S11 parameter show 
maximum return loss of -20dB, -25dB and -24dB at 4.1GHz, 
7.5GHz and 8.8GHz respectively whereas, S22 has maximum 
return loss of  -27dB, -38dB and -24dB at the respective 
frequencies. In XY plot 2, return loss(S33) of -28dB, -36dB 
and -24dB observed at 4.1GHz, 7.5GHz and 8.8GHz 
respectively whereas, S44 drops to -20dB, -24dB and -23.5dB 
at these frequencies respectively.   It is also shown that, the 
simulated resonant frequency is given by 7.5 GHz. The 
existence of L-slot in ground is responsible for notch at 
frequency of 5.5 GHz. The various mutual coupling 
parameters S12,S13 and S14 are shown in Figure 4. They all 
are almost less than -22dB. This shows that the presence of 
meandered line stub in ground plane avoids the interference 
between shared patches.  
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Figure 3: Simulated Results For Return Loss  

 

 
 

Figure 4: Simulated Results For Isolation Of UWB 
MIMO Design 

 
B. Stop band behavior 

The proposed antenna has simple ground plane represented 
as Antenna I of Figure 5. This ground plane design show low 
mutual coupling between shared radiators.  

               
 Antenna I       Antenna II 
       

                
    Antenna III        Antenna IV 

 
Figure 5. Evolution Of Ground Plane 

 

In order to get rid of interference from other bands, various 
techniques are displayed in Figure 5 (Antenna II, Antenna III 
and Antenna IV) to create notch band keeping mutual 

coupling as low as in Antenna I. Through the comparison in 
Figure 6, we observed that notch band at 5.5GHz is created 
using inverted L shaped slot of .7mm thickness with parameter 
d=7.1mm, using L shaped slots of .7mm thickness at 4.9 
GHz(notch center frequency created) keeping distance d= 
10.8mm, LS= 4mm, Ws = 3.1mm and U- shaped slot also 
create notch at 5.5GHz with distance d=6.2mm, LS= 4mm, Ws 

= 3.1mm. The best suitable geometry for notch creation is 
Antenna II with lower cut off frequency 2.9GHz because in 
case of Antenna III and Antenna IV, it is difficult to maintain 
lower cut off frequency that is 3.1GHz as per FCC. The lower 
cut off frequency in later two cases is 3.2GHz because of 
different surface current distribution due to different geometry 
of slots created in ground plane. The upper cut off frequency 
for Antenna I is 11.4 GHz and in later cases, it is 11.5GHz. 
So, we concluded that Return loss graph shifted slightly 
towards right due to either L pattern or U pattern slot in 
ground. 
 

 

 
 

Figure 6. Comparison Of Return Loss For Different Notch Techniques 

 

The comparison of Mutual coupling is shown in Figure4 
and it is obtained almost less than -22dB. This shows that the 
presence of meandered line stub in ground plane avoids the 
interference between shared patches. 

 

IV. CONCLUSION 
A novel micro strip line fed 4X4 UWB-MIMO Layout contain 
a shared patch and modified ground is communicated. The 
Layout of antenna has very small size of 48 × 48 mm2 that  
makes it best solution for portable devices. By cutting an 
inverted L-shaped slot in the ground plane, stop band from 5.1 
GHz to 6 GHz is created. The meandered line extension in 
ground plane also has a great impact on the −10 dB  
bandwidth for entire UWB and on the isolation factor. The 
simulated results displays consistency where the working 
bandwidth of the MIMO antenna is from 2.9-11.4 GHz with 
coupling as low as -22 dB.  
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Abstract—Power transfer (WPT) without wires in electric
vehicle charging is a relevant topic in the present day scenario.
From the year of Tesla, the basic method of WPT using magnetic
resonance has been developed. The main advantage of WPT is
that it does not need any wires and can charge dynamically.
So this method is very useful in the case of stationary and
dynamic charging of the electric vehicle. WPT can be also
used in biomedical types of equipment, electronics appliances
charging. This paper proposes a third harmonic WPT system
with improved input power factor. The advantage of selecting
third harmonics for the power transfer is that it will increase
the system frequency up to 3 times without rising the switching
frequency. Also, the bigness of the passive components lowered
into one by third and thereby the reduction in cost. Reasons for
neglecting high order harmonics are also discussed in this paper.
The major flaw of ordinary WPT is the poor power factor. So
the proposed topology uses a boost PWM rectifier along with
hysteresis control, it will increase the input power factor up to
0.9.

Keywords: Wireless power transfer(WPT), inductive mag-
netic resonance, Inductive Power Transfer(IPT), Electric vehi-
cle.

I. INTRODUCTION

Nowadays the government authorities provide subsidies
and reduce taxes to enhance the marketing of the electric
vehicle. The shortage of fossil fuels is the major reason
for this and also the unlimited emission of pollution from
petroleum vehicles. But the charging of the electric vehicle is
very difficult. Also, there will be chances for a shock if there
are any cracks in the plugged wire. So the concept of WPT
for charging will eliminate all these problems[1].

Firstly,Discussing what is the conventional wireless power
transfer arrangement done in the electric vehicle. Fig. 1
displays a conventional resonance inductive power transfer
arrangement[2] used in EV. There is diode bridge rectifier
and high-frequency inverter on the primary part which will
draw the power from the grid. The rectifier converts the AC
supply into DC. The inverter used is a quasi-square wave
inverter having the output of rich in harmonics. The inverter
stage transforms DC waveform into a high-frequency square
wave. The frequency should be as high as possible in order
to boost the efficiency and to limit the losses in transmitting

Fig. 1. A Conventional Resonance Inductive Power Transfer system

side. In the primary side transmitter, there is an inductor
and a compensating capacitor. These are used to convert a
high-frequency square wave into a high-frequency sine wave.
Likewise, there is an inductor and a compensating capacitor
on the secondary part. So that frequency of the receiver
secondary side is made to match with transmitting coil in
order to increase the productivity of power transfer. That is
the transmitter and receiver are in resonance. The switches
used is IGBT for high-power application. Normally, the IGBT
carry up to 20 KHz. The power carried from the primary is
rectified into dc again in the secondary side, and it is used
for charging the battery[3].

Charging of the electric vehicle via WPT is by two
types; static and dynamic(in motion )charging. In dynamic
charging, the transmitting coil is placed beneath the road,
while the receiving coil is placed in the vehicle. So that
when the vehicle is passed over the road the battery gets
charged[4]. The major parts of the system are a utility grid, a
rectifier, a high-frequency H-bridge DC-AC inverter, and two
series attached transmitting helices with their series resonant
adjusting capacitors, beneath the road. The automobile part
of the arrangement contains a receiver helices placed below
of the automobile with a resonant adjusting capacitor, a
diode bridge rectifier with a DC draining capacitor and the
automobile battery. In stationary charging, the primary coil
is placed in a particular area, and when the vehicle comes
over directly the primary coil, power is transferred through
the secondary coil which is placed in the vehicle.
The other advancement in wireless charging is that the
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selection of the higher harmonics for the power transfer. The
main feature is that the bandpass filter nature of the resonant
structure. The resonant network is tuned to pass only one
harmonic current to the secondary side. As a result, only the
selected resonant component frequency is passed into the
secondary side. If the third harmonic frequency of H-bridge
inverter is identical to the resonant frequency, then the energy
transfer to the second part is the third harmonic frequency.
If we change the resonant frequency into fifth, seventh then
that component will only transfer to the secondary side.
Third harmonic system is introduced by Hulong Zeng. The
advantage of this system is that here instead of fundamental
frequency 3rd harmonics[5] is selected for the power transfer
from primary to secondary. An advantage is that without
varying the switching frequency, we can use a large system
frequency for the power transfer with the reduced size of
the passive components. Also, the cost is reduced due to the
dimension cutback of the passive components. Here the output
of quasi-square wave inverter contains fundamental, third,
fifth harmonics. The receiving side is tuned in such a way
that the receiving frequency matches with the third harmonic
frequency. As a result the efficiency of third harmonic system
is greater than fundamental system.

The major problem of all these systems is that the
conventional rectifier on the primary side leads to distorted
sinusoidal waveform and a poor power factor. The reduction
in power factor affects system performance and efficiency. So
the initiated technology is a third harmonic WPT with PWM
boost rectifier along with hysteresis control. It will reduces
the THD and improve the power factor up to 0.9.

II. PROPOSED TOPOLOGY IN IPT

Conventional switching power supplies are operated by
rectifying the ac line supply and the rectified ac supply is
again filtered by large electrolytic capacitors[6]. The main
problem behind is that the input current waveform gets largely
distorted and input power factor will be very poor(0.35). In
order to get best efficiency and the best performance, it is
desirable to get a large input power factor and reduction in
harmonics. Many of the switching regulator topologies can be
used for the power factor advancement and harmonic current
deduction[7]. The most used is the boost topology. A high
power factor rectifier can be established by using a dc to dc
boost rectifier shown in fig 2. The rectifier with a simple
circuit is perceived by using an integration of incontinent
diode with a boost chopper[8]. This topology has several
disadvantages:

• There is a series diode DS in the power flow path. It will
lead to voltage dip, large power damage, poor accuracy.

• At a time, 3 semiconductor losses occur in the power
current path.

• There is a particular design required for the inductor on
the dc side to bring dc current.

• The essential frequency of the boost switch is very
eminent. This will increase the losses in switching and
reduce the productivity.

Fig. 2. Boost type rectifier

So by using a simple circuit, which is relevant in the case
of ac to dc energy conversion(fig 3). A full bridge pulse width
modulated(PWM) boost rectifier using four active switches,
that provides controllable dc link voltage, controllable power
factor and nearly sinusoidal input current. The overall wireless
power transfer with a PWM boost rectifier circuit is shown
in figure 3.

In the initiated single-phase power factor correction

Fig. 3. proposed system

procedure, series diode Ds in the boost topology has been
vanished. Another important fact is that instead of the dc-side
inductor, an ac-side inductor is used. The merits of the
initiated approach are:

• Input current gets sinusoidal and input power factor
improved.

• At any time there is two semiconductor drop occurs in the
power flow path instead there are 3 semiconductor drop
occurs in the power flow path in case of conventional
boost topology.

• The ac side boost inductor, Lin reduces electromagnetic
interference.

A. Working of PWM Boost Rectifier With Power factor
improvement

Due to the non-linear characteristics of diode rectifier, there
are power quality issues. The THD of the rectifier with filter
is having a 10% ripple and THD of 260.46%. In order to
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reduce THD and improve power quality, introducing the PWM
rectifier fig 3. The PWM converter draws a near sinusoidal
input and providing a controlled dc voltage at the output side.
It can work both in first and second quadrants of the voltage-
current plane. So it will be bidirectional and after the control,
the current will be purely sinusoidal.
From the figure, it is clear that the PWM boost rectifier
consists of 4 IGBT make a full bridge and input inductance.
Its working is discussed here: It has 4 modes
1.Mode 1: When the source voltage is positive and switch
S1 and S4 are on. During this mode inductor, L is charged
through VS-L-S1-D3 or VS-L-D2-S4. The capacitor dis-
charges through the load.

VS = L
di

dt
(1)

2.Mode 2: When the source voltage is positive and S1

and S4 are OFF. In this mode, the diode D2 and D3 conducts
and others remain inactive. Source and inductor feed energy
to the capacitor and load.

3.Mode 3: When the source voltage is negative and
switch S2 and S3 are on. During this mode inductor, L is
charged through VS-L-D1-S3 orVS-L-S2-D4. The capacitor
discharges through the load.

4.Mode 4: When the source voltage is negative and S2

and S3 are off. In this mode the diode D1 and D4 conduct,
others remain inactive. Source and inductor feed energy to
the capacitor and load.

The rectified DC voltage from the PWM rectifier is
converted into high-frequency AC by using an inverter. Here
the quasi-square wave inverter is used.

The main aim of the paper is that reduce THD and
make current in phase with the voltage. So that input power
factor can be improved. So we need current control schemes.
There are mainly 2 different techniques:

• Hysteresis control
• Sinusoidal PWM [11]

But in this paper, Hysteresis control is used.

III. CONTROL STRATEGY

By using the proposed boost topology, will get a nearly
sinusoidal input current. In order to get a fair sinusoidal input
current and improved power factor, a control strategy for
PWM rectifier is used. The voltage source rectifier operates
by keeping the dc link voltage at a preferred reference value,
using a closed loop control[9]. Here the output voltage of the
load is compared with a reference value. Then this inaccuracy
is given to a PI controller. The output from the PI controller is
multiplied with a unity sine. The unity sine will be the ratio of
Vm sinwt to the peak value of the voltageVm. The resulting

output will be reference current. This reference current is
compared with the actual current producing switching pulses
to the PWM rectifier through a hysteresis controller. The
switching signal is used to ON and OFF the four switches
of the rectifier[10]. So that the power can come or return to
the ac source according to dc link voltage requirements. The
control strategy using hysteresis is shown in figure 4.
This control strategy provides almost sinusoidal input current

Fig. 4. Block Diagram of Closed Loop Control Strategy

and a high input power factor with THD of 2.59 %.

IV. POWER FROM HARMONICS IN H-BRIDGE INVERTER

Fig. 5. PWM waveforms, H-bridge output voltage vH , and H-bridge output
voltage harmonics.

Now coming into the working of quasi-square wave
inverter, each phase leg of the quasi-square-inverter handle
under 50 % duty cycle. There is a phase shift among the two
legs that manage the outgoing voltage of the inverter VH .
When the switches s6 and s8 are on, VH is the incoming
voltage, Vin. While if the switches s7 and s9 are on then
the outgoing voltage VH equals −Vin. As there is an energy
interchange among the dc source and resonant converter,
these states are called active states. There is another condition
where both upper switches or lower switches are on state.
These states are called zero states as there are energy moves
continuously through a closed path within the resonant
network. At the same time load continually utilizing the
power under zero states. The switching pulses and inverter
output is shown in fig.5.

The output of H bridge inverter, VH is a quasi-square
waveform, which contains all the harmonic contents i.e,
fundamental,third ,fifth etc. Fourier series representation of
quasi-square wave inverter is expressed as[11], Where D is
the duty ratio.:

vH =
∑ 4Vin

nπ
sin(nπD) sin(nt) (2)
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V. THIRD HARMONIC SELECTION AND TRANSFORMER
DESIGN

A. Third Harmonic Selection

From the inverter, will get a high-frequency square wave.
The power transfer from transmitter to receiver is done by the
transformer and the selection of harmonics to transfer power
is done by the compensating capacitors and inductors. Third
harmonics are selected for the power transfer in this paper.
The selection of third harmonics for the power transfer is
studied here. It is clear that the switching frequency has a
role on the size of the passive components. If the frequency
increases three times then the size of the passive components
reduced to one by third. Likewise higher harmonic frequency
further reduce the size of the passive components. Usually,
the electric vehicles are in the kiloWatt range, so that IGBT
is used instead of MOSFET. But the maximum frequency that
can be carried by IGBT is 20kHz. One way to increase the
system frequency is by using the harmonic current to transfer
power. The bandpass filter characteristics of inductive power
transfer can be used to increase the system frequency by
fixing the switching frequency constant. Here a 3rd harmonic
frequency is transferred to the secondary side. As a result, the
3rd series resonance compensation(SRC) has merit in volume,
weight contrast to the fundamental system. The change from
fundamental to the third harmonic system is the frequency of
resonance of the resonant network, while the topology used is
the same for both. The advantage of High order harmonic
system is the small size and low weight. But the dc bus
voltage use will be less in higher harmonics and the switches
undergoes large current force even if the primary ampere turns
is same. The merits of 3rd harmonic discussed below
The power losses in the system mainly are:

• Switching loss Ps. That is the H-bridge inverter loss.
• Capacitor damage Pc.
• Secondary rectifier loss Pd. Diode bridge conduction loss.
• Winding copper loss Pw.
• Transformer Core loss Pt.

Fig. 6. Loss Comparison of Three IPT Systems

The graph, fig.6 shows a comparison of three IPT systems
[12]. Ps is the H-bridge inverter loss. The switching loss, Ps
depends upon the switching frequency. As the harmonic order
increases, the switching loss increases. Considering the case
of copper loss, less number of spins on the windings in higher

order harmonic system , as the turns ratio decreases for higher
order harmonics. At the same instant, it requires additional
winding in analogue to manage the larger primary current.
In order to get a good correlation, the three IPT systems
current density is calculated to be same. The overall outcome
display that copper loss will reduced in higher harmonic
system. But from the graph, it is acquit that 5th SRC has
over copper loss compared to 3rd SRC. The reason behind
is that 5th SRC does not show good performance because
it requires a fractional number of turns. As the frequency
increases, there is a chance for turns ratio becomes fractional.
even with harmonic order more than 5th SRC, this issue
will come and effects in a cheaper scheme. The secondary
position destruction that are diode loss and secondary side
compensation capacitor loss are nearly the same. It means the
secondary part only consider resonant component stimulation
from the primary part and do not consider which grade
of harmonic is selected for the transfer. The copper loss,
switching loss, and primary capacitor loss all depends upon
primary part current magnitude. As the harmonic order
increases, the amplitude of the primary side current increase
thereby these losses get increased. In the case of higher
order harmonics, there is a chance of a fractional number of
turns that affect the overall performance, which leads to an
increase in the core loss in higher order harmonics. In WPT
application the primary and secondary part are split apart and
the form of the core changes a lot. So here window utilization
factor expressed in terms of complete winding length(CWL)
and winding isolation voltage. CWL is the total of all wires
length that is used in the transformer. In case of a higher
order, the turns get reduced so that the CWL get reduced. In
the case of higher order harmonic system the voltage force
on the inductor terminal will be less as the total number of
spins get reduced. But the voltage force between the adjacent
spins will be higher in the higher order harmonic system. So
that 5th SRC having large adjacent voltage stress than 1st
and 3rd SRC.
In short, the main reason for selecting the harmonic
component is the reduction of copper loss and winding
spins.So that it will contract the bigness of the resonant
structure. But some limitations are there. There will be higher
switching loss and higher insulation voltage between the
adjacent spins. There is a need for selecting various core
substance for various harmonic order. It limits the higher
order harmonic system. Also in the higher order harmonic
system, there is a chance for a fractional number of turns
in the transformer. It will affect the selection of high grade
harmonics.

B. Transformer Design

From the fig 1, it is clear that the ac power is changed into
dc power by a PWM rectifier with power factor correction.
Then the dc power is changed into high-frequency ac through
a high frequency-inverter. A high frequency-inverter is
placed between inverter and secondary side with primary
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and secondary compensation. The high-frequency current
produces an alternating magnetic field in transmitting coil,
that induces a voltage on the secondary. By the resonance of
secondary compensation, we will get high efficiency. Lastly,
the ac is again rectified into dc for charging the battery.
The difference from a wired charger is that there is loosely
coupled coils in the wireless charger[13].

Fig. 7. Two Coil WPT system

To get an idea of WPT principle, the coil and the compensation
network is shown in fig 7, where L1 and L2 shows the self-
inductance of primary side transmitting coil and secondary
side receiving coil respectively. I1 and I2 are the currents in
the primary and secondary side. S1 and S2 are the apparent
power go into L1 and L2 respectively. M is the mutual
inductance. For designing we consider only the active power
P12 transfer from primary to secondary:[3]

p12 = wMI1I2sinϕ12 (3)

Taking 400W power transfer from primary to secondary
for 230V, 50 Hz supply.we are first calculating the values
of passive components for a fundamental frequency. The
turns ratio is taken as 15:20 for the fundamental frequency.
Assuming 70% efficiency ,can be calculate input power and
input current. The secondary current can be calculated by (4)

I1 = I2k (4)

Where k is the ratio of secondary to primary turns. ϕ12 is
the phase difference between primary and secondary current,
which is taken as 90◦ for maximum power transfer. From (3),
by substituting all values, M will get. The switching frequency
is taken as 18kHz. From the M value, primary side inductance
can be calculated using(5). From primary side inductance
secondary side inductance can be calculated.

M = k1
√
L1L2 (5)

For a WPT, the value of k1 will be very less(0.01) and L2 is
taken asL2 = L1k

2. From the primary inductance, secondary
inductance can be calculated. The compensation capacitor
values of primary and secondary can be calculated by 6 &
7 respectively:

C1 =
1

4π2f2L1
(6)

C2 =
1

4π2f2L2
(7)

TABLE I
PARAMETERS FOR 1ST AND 3RD SRC

1st SRC 3rd SRC
Turns ratio= 15:20 5:20
L1=164.5mH L1=54.83mH
L2=291mH L2=96.6mH
Lm=2.1884mH Lm=2.1884mH
Cp=475.2pF Cp=158.4pF
Cs=269.5pF Cs=89.83pF
Resonant frequency=18kHz 54kHz

similarly, the values for third harmonics can find out using
these equations by changing the turns ratio into 5:20 and
the switching frequency becomes three times the fundamental
frequency, i.e, 54kHz. The fundamental and third harmonic
values are listed in Table1:

VI. SIMULATION RESULTS

The Simulink diagram of the proposed topology is shown in
fig.8. In which primary side, there is PWM rectifier along with
a hysteresis control is used to enhance the power factor and
a high-frequency inverter for converting high-frequency AC.
The primary and secondary side inductors and capacitors are
for compensation. The secondary side of the transformer is in
resonance with the primary side. Again, there is rectification
in the secondary side to charge the battery.

Fig. 8. Simulink Diagram Of the Topology

The parameters used in the simulation are shown in table
2. The switching pulses for the inverter are generated by
comparing triangular and a dc value and also there is 90◦

phase shift between the two legs that is shown clearly in fig.9.
The switching pulses and inverter output is shown in the fig.10.

Fig.11 shows the input current waveform and its THD in a
conventional rectifier WPT. The THD is 260.46% and pf is
0.35.
Fig.12 shows the inverter output and fundamental current
for the selection of fundamental frequency as the resonance
frequency. While fig.13 shows the inverter output and third
harmonic current for the selection third harmonic frequency
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TABLE II
PARAMETERS USED FOR SIMULATION

Components Values
Input inductor 10.4mH
Input capacitor 266µF
Primary inductor 54.83mH
Secondary inductor 96.6mH
Primary capacitor 158.4pF
Secondary capacitor 89.83pF
Output capacitor 100µF
Load resistor 100Ω
Harmonics Third

Fig. 9. Switching Pulses For Inverter

Fig. 10. Switching Pulses And Inverter Output Voltage

Fig. 11. Input current and its THD in conventional rectifier WPT.

The PWM rectifier control is used to draw a sinusoidal
current with improved power factor. From the graph, fig.14
shows the incoming current is sinusoidal which is in phase
with incoming voltage having THD 2.59% and a power factor

Fig. 12. Inverter Output And Fundamental Current

Fig. 13. Inverter Output And Third Harmonic Current

of 0.99.

Fig. 14. Input current and Voltage in the Proposed Topology

The FFT analysis of the input current is shown in the
fig.15 along with power factor and THD. The power factor is
improved greatly.

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 568



Fig. 15. FFT Analysis Of Input Current

Fig. 16. Output Voltage

The load is regulated by a constant voltage mode. Here
making 200V as the output voltage for the battery as shown
in fig.16.

VII. CONCLUSIONS

In this paper, we are discussed about the wireless power
transfer system using third harmonics with input power factor
correction. The advantage of using third harmonics for power
transfer instead of fundamental is that it decreases the size and
volume of the passive components and decreases the overall
copper loss. But the input current is not sinusoidal , so that
the power factor will be very poor. The PWM rectifier with
hysteresis control is used to improve the sinusoidal shape and
power factor.

When using a controlled rectifier with 10% ripple filter
for rectification, it produces a THD of 260.46% i.e, pf is
0.35. Where as the PWM rectifier with hysteresis control
improve the power factor into 0.99 and the THD is 2.59%.
Here a 400W, 20cm distance between primary and secondary
is introduced with high input power factor and low total
harmonic distortion.
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Abstract— The human brain produces different electrical 

signals in response to the thinking process. These signals are 

captured using different techniques such as EEG, ECG, EMG, 

etc. Electroencephalography (EEG) is one of the technique 

which is being used widely. The data can be detected using EEG 

Caps, Neurosky Headset. The device used for the project under 

discussion is Neurosky Headset. The EEG signals Can be used 

to detect epilepsy, sleep disorders, stroke, head injury, 

dementia. The EEG signals captured by the headset are 

transmitted via Bluetooth to the laptop and interfaced with the 

MATLAB. The obtained signals are deduced to the required 

parameters which can help us to identify whether a patient is 

having insomnia or not.  

  

Index Terms—Electroencephalogram(EEG), Non-invasive, 

Neurosky Mindwave, MATLAB.  

I. INTRODUCTION 

     No system will continuously work whether it is living or 

mechanical. Rest plays major role in living organisms to get 

revitalize. Sleep is the place where every living organism 

gets rest and the life energy is accumulated. Sleep is the thing 

which has been harmed in the process of human 

development. Because of the artificial lights the sleep got 

troubled and humans started to feel that the sleep is 

unnecessary thing because of obsession in using gadgets. 

This the predominant reason for all the disorders and illness 

in human’s life. The international classification of sleep 

disorders (ICSD, ed 2) lists eight categories of sleep 

disorders along with appendix A and Appendix B, the four 

major sleep complaints include excessive daytime 

sleepiness, insomnia, abnormal movements or behavior 

during sleep and inability to sleep at the desired time [1].  

    Insomnia is hassle falling asleep through the night, or 

arousal too early within the morning. The symptoms of the 

insomnia include difficulty in starting sleep and maintaining 

it, early morning awakening and non-restorative sleep at any 

given time. Among 8 to 40 percent of the general population 

are suffering from insomnia, 30 to 40 percent are having poor   

sleep and 8 to 10 percent are suffering from chronic insomnia 

[2, 3]. Also, about 4% of the population use sleeping pills on 

a regular basis [4].  

Neurons in the human brain produces a voltage of 70 

millivolts and the potential difference can be measured using 

different techniques. Electroencephalogram (EEG) is a 

technique to measure and record that potential difference in 

the form of a signal by placing electrodes on the scalp or in 

the tissue of the brain. There are two methods in EEG, one is 

invasive and other is non-invasive technique. In invasive 

method the electrodes are placed inside the brain tissue which 

will cause problems. The sophisticated non-invasive 

technique will help to avoid those problems in which the 

electrodes are placed on the scalp using conventional 10-20 

system. Alpha, beta, theta and delta are the four main kinds 

of the EEG waves which will be used to diagnose diseases 

like insomnia, epilepsy, Alzheimer’s and many other diseases 

[5]. Similarly, advancements in technology have led to the 

genesis of many sophisticated devices that can capture the 

brain waves without wet electrodes. Mind wave headset, 

Muse, etc. are few of such devices. The mind wave headset 

is the apparatus used here to serve the purpose. It consists of 

two dry electrodes namely Fp1 and CAR (according to the 

10-20 system). As it consists of only one pair of electrodes it 

is referred to as a single channel device. The data is wirelessly 

transmitted via Bluetooth and the signal is mapped at receiver 

‘send using MATLAB.  

II. RELATED WORKS 

      The literature survey of the work is discussed in this 

section. The research paper [6] describes about diagnosis of 

autism based on electroencephalography signal analysis in 

which discrete wavelet transform is used to obtain major 

types of EEG waves. Shannon entropy values are calculated 

for each EEG subband using the feature vector and based on 

the extracted features artificial neural network classifies the 

EEG signal into normal or abnormal. In paper [7] Dry 

electrode is used to get the EEG signal which replaces the 

conventional 10-20 system and the collected data is sent 

wirelessly to the cloud from headset where the doctor can 

examine it in live to interpret the meaning of EEG signal. A 

single channel EEG signal is used to diagnose insomnia in 

[8] using PSD approach, the data of insomnia patients and 

normal patients taken from physiobank and the normalized 
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power of the EEG subbands is calculated. The working of 

Neurosky headset is described in [9] [10] [11] and [12].   

III. SYSTEM DESIGN 

A. Block Diagram  

Fig. 1. Block diagram 

The block diagram for proposed system is shown in Fig. 1.       

This system is classified into four stages. These four stages 

are Signal detection, Signal acquisition, Signal transmission, 

and Mapping Signal.  

1)Signal Detection:  

  

 
Fig. 2. Headset 

      In this stage EEG signal is detected through the Neurosky 

Mindwave headset by placing it on head using a 

methodology called electroencephalography(EEG). The 

trifling potential generated by a single neuron is difficult to 

detect using noninvasive methods. So, the aggregate of 

electrical potential generated by a cluster of neurons is 

detected with the single dry electrode which is placed on the 

forehead. Although, the amplitude of EEG signal varies from 

1 micro volts to 100 micro volts in a normal adult, it is 

amplified and sampled by the headset whose strength is good 

enough to transmit wirelessly via Bluetooth.   

Table 1. Frequency range for different EEG subbands 

  

2)Signal Transmission:  

The detected signal is processed and converted into digital 

form by the headset. The headset has a thinkgear chip which 

helps in transferring the aided signal to personal computer or 

laptop via Bluetooth. 3)Signal Acquisition:  

The signal is acquired into laptop where the MATLAB is 

used as a platform to run code to get the required raw EEG 

signals. 

  

4)Signal mapping:  

The MATLAB uses thinkgear.dll file to access the signal 

from the headset and the required signal in the form of graph. 

The raw EEG signal is further classified into delta, theta, 

alpha and beta from which normalized power is obtained and 

compared to reference values. 

  

B. Methodology  

     The thinkgear connecter will automatically starts the 

application when it is installed, unless we stop it. The headset 

is connected to the laptop via Bluetooth. The thinkgear.dll 

file should be loaded in MATLAB and the code is executed. 

The above mentioned steps are basic to run any neurosky 

applications.   

The dry electrode is placed on the forehead of the person 

through headset to get the raw EEG data.  The raw EEG 

data is filtered using Daubechies wavelet to get delta, theta, 

alpha and beta. Energy of each segment is calculated using                     

Energy = ∑_((j=1)^n) CDj     (1) 

        where CDj is segment of raw EEG signal.         Then 

Normalized power is calculated and compared with the 

reference values from [9].  

Normalized Power = Energy / number of samples          

If the obtained values are falling in the rage of the reference 

values, we can say that the person might be suffering from 

insomnia and there is a need to consult doctor.  

 

 

 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 571



 

IV. SYSTEM IMPLEMENTATION AND 

EXPERIMENTAL RESULT 

    The Normalized power of each segment of raw EEG 

data, each of 20 samples is obtained from three persons.  

  

Fig. 4. Raw EEG signal 

 

Fig 4 shows the obtained raw EEG signal from the patient. 

EEG headset has been used to obtain the signal. The graph 

was plotted against voltage and time.   

  
Fig. 5. Different Segments of EEG signal in time domain 

  

The obtained signal (Fig 4) is characterized into four types 

i.e., Delta, Theta, Alpha, Beta. These signals are plotted in 

fig 5 

  

  
Fig. 6. Segments of EEG signal in frequency domain 

 

Fig 6 shows the signals in frequency domain which are 

used to calculate the normalized power.     

 

 

 The obtained values are listed in below table  

 

Table 2. Results 

       From the above results we can say that person2 might be 

suffering from insomnia.   

V. FUTURE SCOPE 

         This system can be further Developed to diagnose 

different kinds of illness or disorders and can improved to get 

the approval for clinical use, which will be useful to doctors 

and also the people live in remote areas.   

VI. CONCLUSION 

       The proposed system uses the brain signals in the form 

of raw EEG data to diagnose insomnia.as we are using non-

invasive method of electroencephalography, it is easy and 

harmless to use the headset. MATLAB serves as the platform 

to obtain the normalized power which helps to diagnose the 

person.   
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Abstract—Present time, everybody uses on-line social network for 

his or her totally different purpose. Mediate dissimilar on-line 
SMN a few private information is splited any on online SMN. 

That divided data has abused by fraud person. Fraud person 

gather the knowledge, use fraudulently it as intimidation to 

someone, produce sensible relevancy to gain users trust and 

create some crimes. That occurs gradually. To unravel that 
drawback cross platform exploration might facilitate in social 

computing in every theory and real time. Some technique 
accustomed fraud person targeted on users public profile 

information, place and temporal property of persons content 

still as in depth vogue. Existing user identification supported on 

network structure aren’t effective. To discover fraud person, 
structure projected proposal for FRUI algorithmic program .also 

use profile and content based identification algorithm. Projected 

work take a look at 2 on-line social media networks-Facebook 

and LinkedIn.  

 

Keywords— SMN, FRUI, Cross Platform, Content and Profile 

based Algorithm. 

I. INTRODUCTION 

        

Currently, large no of on-line social media networking   sites 

are available like Facebook, Twitter, LinkedIn, Instagram, etc.   

People use this SMN Sites for their different purposes means 

getting important information, sharing ideas, posting their 

thoughts, entertainment and always attach with friends.  At 

this time peoples have a no of accounts on on-line SMN same 

users. Who all are victimization the many accounts on various 

on-line social media they're victimization those accounts for 

various purpose. Like obtaining private info of some people, 

creating fraudulence victimization it and for black mailing 

reason. In this days fraud peoples toll on-line social media 

network become greater incessantly. 

 

          Facebook is an online social media network. User use 

the Facebook easily by using internet on computers   , laptops 

mobile phones like smartphones. User first register on 

Facebook [2]. After doining registration, user can make their 

account on Facebook by giving personal data like profile 

picture, birth date, gender etc. Users easily use this account for 

entertainment, connected with people. User can makes no of 

friends on Facebook. Users will post their photos, thoughts, 

and ideas etc on Facebook. People will use varied insert apps, 

also collect notifications other people’s activities. Peoples 

might part of familiar -interest team. Facebook had over a pair 

of.3 billion monthly active users  as of December 2018 

Facebook collect distinguished media coverage, together with 

several contentious like users account privacy and theoretical 

impact. Twitter one, the biggest activity service on a social 

media network. Where people tweets their thoughts [3]. 

LinkedIn is a professional site. On this site users can post their 

CV. This site is also used business. LinkedIn allow user to 

create their profile and connection to connect with each other 

in on-line SMN [4]. User can make professional relationship 

using LinkedIn social media network.in planned system used 

Facebook and LinkedIn social media network. Sina 

Microblog, the first Chinese microblog social media web site, 

has over five hundred million accounts and originate run 

over a hundred million tweets per day [5] 

      

      Recently user’s  interest is increasing on social media 

network platform on the net, the cross-platform approach has 

unified utterly completely Different SMN platforms to 

create richer data and extra and additional complete SMNs for 

social computing tasks [1]. The cross-platform system finds 

users on multiple SMN.there are two varieties of SMN 

connection: single following connections and mutual 

following connections. If person 1 follows person 2, then 

person 1 and person 2 have single  manner fan during which 

one is aware of the opposite, however not the other way 

around. This relationship are common in Twitter and Sina 

Microblog., mutual manner connections are called friend 

relationships. The mutual following friend relationship makes 

 as long as a devotee request is shipped only if a friend request 

is sent by one person and Confirmed by the opposite person. 

Mutual Friend relationships are terribly tough to pretend by 
mischievous person[1]. This relationship are common in 

Facebook, WeChat SMN. 
             

     This planned System Projected approach for friend 

relationship based algorithm. This method is identifying 

anonymous user in multiple SMN using FRUI algorithm, 

content and profile based technique .system is applied on two 

SMN Facebook and LinkedIn. Rest of paper is containing 

below section: section section II discuss related work, section 

III introduce proposed work, and section IV introduce result 

and discussion section VI presenting conclusion and future 

work.  
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II. RELATED WORK 

  Now a days everybody is attracting or using online social 

media network .between this some social crimes happens by 

fake user.to identity fake user there are number of methods 

presented. In this section we discuss some of them. 

 

 In [6] M. Motoyama and G. Varghese authors present method 

which is find out a user by using matching and searching 

account info.   This method use three dimension like profile 

base, connection base and content base to identify users. This 

presented method check out in two social media network: 

Facebook and Myspace.  

 

In [7] Author Reza Zafarani presented another method using 

communities which is connected user identities . This method 

is called as join analysis algorithm. The connection joining 

usernames designated by one user in numerous SMN, and on a 

number of online as regards usernames and communities 

 

 

 

In [8] author’s. M.A. Kaafar   D.Perito, C. Castelluccia, and P. 

Manils, this methodology traverse the connection users 

account exclusively by viewing their usernames. The instinct 

is that the prospect that try of usernames refers to the identical 

physical person powerfully depends on the entropy of the 

username string itself.  

 

In [9]  Author’s presented approach in which users  correlation 

account was used to find the users .authors check out a 

correlation of users  accounts  between a five social media 

networks Facebook ,Flickr, twitter, Google and Myspace. 

 

In [10] Authors Paridhi Jain, et al presented approach was 

used users account data. Presented system author use users 

account information like profile photo, date of birth, gender 

etc .writing style and network structure created by user.  

 

In [11] Authors introduce “Identifying users across social 

tagging systems”. Authours use 2 types of user account info 

like user id and their tags. This method presented questions 

and explore either users will determine across social tagging 

systems.  

 

In [12] in this paper author’s  Reza Zafarani, et al presented 

another method which is based on users a behavioral-

modeling approach. 

 

III. Proposed work 

        In this paper System projected a proposal for FRUI 

(Friend Relationship based User Identification algorithm). 

During projected model FRUI applied first to detect fake user. 

On this result of Friend Relationship based User Identification 

applied two types of technique i.e. content and profile based 

technique. Lastly this fake person are going to identify.  

    

 Below fig1 shows the proposed system architecture. 

 
         Figure1. Architecture of proposed system 
 

As shown in above Figure (Fig1) there are two roles in the 

system one is Admin and another is User who have accounts 

on Social Media. New User can register to Social media 

network with all details then by using these log in details user 

can log in into social media. These all details will be saved in 

database which are entered while registering on social media. 

One user can create multiple accounts with different name. 

After log in into system user can share post, send request, 

accept request, like and comment the post these all activities 

of user will be recorded in the database.Admin can log in and 

see all the details of both social media network Facebook and 

Linked In.When new account is created admin can see the 

newly added accounts of user i.e. admin can see registered 

user. Admin can apply Content based, Profile Based and FRUI 

algorithms to detect the Anonymous User in system. By using 

there profile details, Friend list, posts, comments algorithms 

will find the probable anonymous user of social media and at 

the end give list of that users. 

 Content based identification Algorithm-  

         Content based identification technique detect a fraud 

user on on-line social media network content based technique 

used. This planned system used post content which is posted 

publically by user. 

 Profile based identification Algorithm- 

            Profile based identification technique is Identify a 

fraud user on a SMN involving  collection of profile attributes 

likes profile photo,gender,date of birth, username etc. Profile 

information is very important in projected system.   In this 

planned system use only two profile attribute birth date and 

mobile no. 

Below algorithm used in this system. 

 ALGORITHM: FRUI 
Input: SMNA, SMNB, Priori UMPs: PUMPs 
Output: Identified UMPs: UMPs 

1: function FRUI (SMNA, SMNB, PUMP) 

2: T= {}, R= dist ( ), S=PUMPs, L= [ ], max=0, FA= [ ], FB= 

[ ] 

3: while Sis not empty do 

4: Add S to T 
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5: if max>0 do 

6: Remove S from L[max] 

7: while L[max] is empty 

8: max=max-1 

9: if max= =0 do 

10: return UMPs 

11: Remove UMPs with mapped UE from L[max] 

12: for each UMPa~B (i, j) in S do 

13: for each UEAa in the unmapped neighbors of UEAi do 

14: FA[i] =FA[i] +1 

15: for each UEAb in the unmapped neighbors of UEAj do 

16: R [UMPA~B (a, b)] +=1, FB[j] =FB[j] +1 

17:  Add UMPA~B (a, b) to L[R [UMPA~B (a, b)]] 

18: if R [UMPA~B (a, b)]>max do 

19: max=R [UMPA~B (a, b)] 

20: m=max, S= {} 

21: while s is empty do 

22: Remove UMPs with mapped UE from L[max] 

23: C = L[m], m = m - 1, n = 0 

24: S = {un-Controversial UMPs in C}  

25: while S is empty do  

26: n = n + 1, I = {UMPs with top n Mij in C using (5)}  

27: S = {un-Controversial UMPs in I}  

28: if I == C do  

29: break  

30: return T 

 

IV. RESULT AND DISCUSSION 

 

        The experimental analysis done using the java 

programming with set of Facebook and LinkedIn users 

account .the performance is measured using input user and 

search time of proposed system. 

         In this paper an application was developed through 

which can perform anonymous user identification .To Register  

this Application, user selects type of social network 

(Facebook, LinkedIn), gives their user name, password and 

basic information of user (i.e., mobile no, email, gender and 

birth date). After the registration process , the user can login 

their account by giving their user name and password. After 

login process user can view their profile, add friends and view 

their friend list, search friends, send friend request etc. The 

Admin has right to identifies the anonymous user. 

            

 Table. 1 and fig. 2 shows the performance analysis of FRUI, 

Profile and Content based technique with input user and 

search time (milliseconds). 

 

    Technique Input user Searching time 

(milliseconds) 

     FRUI 600 69868 

    Profile base 350 4045 

     content base 50 3067 

     

        Table1. Input user and Searching Time. 

   As shown in above table.1. This system have been tested for 

300 users of Facebook and 300 users of LinkedIn accounts 

(total 600). On this 600 input users, first FRUI algorithm is 

applied. After that got 350 users as an output of FRUI. Then 

using this output as an input for profile base, got 50 users as 

an output of profile base. On this output, content base 

algorithm is applied and got 3 anonymous users as output. 

 

 
 Fig.2 Analysis graph of proposed system. 
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VI. CONCLUTION AND FUTURE SCOPE 

 

              In this paper finds the difficulty to identify the fraud 

user’s  identification in multiple SMN. In SMN network 

structure is main part. It is help to sort out user identification 

tasks downside. The planned system for FRUI algorithm. This 

algorithm finds fraud users by using two another profile based 

and content based technique (algorithm) to identify fake users. 

In future work, system have a tendency to aim to assign with 

that various challenges that system sweet-faced throughout 

that course of analysis. As an example there are several cases 

whenever same username doesn’t essentially guarantee the 

identical identity. 
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Abstract—Due to wide application range in remote areas,
Wireless Sensor Network (WSN) is an emerging field of research
to prolong the lifetime. Since the battery is not replaceable so
there is a need of efficient communication to prolong the lifetime.
For this, many techniques are provided by many researchers like:
clustering, routing, data aggregation etc. In clustering technique,
the whole area is divided into many parts known as clusters.
But clustering should be efficient to effect positively. Our aim is
to provide load balancing with higher coverage of nodes. So, we
have proposed a clustering algorithm based on three conflicting
factors using fuzzy. The results positively support the algorithm
in order to prolong the network lifetime.

Index Terms—Wireless sensor network (WSN); Clustering;
Coverage; Average Lifetime of CHs; Standard Deviation of
Lifetime CH; Fuzzy

I. INTRODUCTION

Wireless Sensor Network (WSN) is a collection of tiny
sensors [1] having the capability of sensing the surroundings.
There may be one or more onboard sensors attached with a
node. WSN is having many applications in many areas like:
healthcare, military, whether forecasting, agriculture etc. The
communication of data may be wired or wireless according
to the application of WSN. Sensor can also have chargeable
or non-chargeable battery. But most of the applications use
wireless communication due to the use in remote areas, so
also contains non-rechargeable battery with many other issues
like: reliability, security, fault tolerance etc [3] [4] [9]. Due to
this there is always a need of efficient utilization of battery

to gain data for more time. So our aim is to maximize the
lifetime of network. For this many routing [7], clustering
[2] [8] etc algorithms have been proposed by many authors.
Initially the transmission was direct transmission where the
sensor directly transfers the data to the Base Station (BS).
After this, data transmission changes to indirect as multi-hop
transmission, which reduces the energy consumption by a node
and distribute it among all nodes. After it, Clustering algorithm
comes into existence that divides the whole network into some
clusters and each cluster is having one CH that is responsible
for data collection and transmission after processing.
Energy Model We have utilized the same energy model used
by [12]. The energy consumption according to this model can
be shown as:

ET =

{
p ∗ Eelectronic + p ∗ εfsD2

length, if Dlength<d0

p ∗ Eelectronic + p ∗ εmpD
4
length, if Dlength ≥ d0

(1)

ET - known as transmission energy utilization in transmission
p packets at distance Dlength. Eelectronic shows energy in
initialization of transmitter.
’d0’- threshold length
εmp- Transmission with amplification
εfs- Transmission without amplification
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Energy utilization in p packet receiving:

EpRec
(k) = E(Rec−electronic) ∗ p = p ∗ Eelectronic

(2)

We have proposed a clustering algorithm using fuzzy with
three conflicting attributes. We have taken heterogeneous WSN
where the characteristics of nodes are different to each other.
Results verify the superiority of proposed algorithm.
The remaining paper is as follows: Section II explains some
previous work done for the lifetime maximization of WSN.
Section III explained the proposed algorithm in detail. Section
IV shows the comparison of proposed technique with LEACH
and base algorithm. Finally the conclusion is given in Section
V.

II. RELATED WORK

Clustering is one of the main approaches used for the
lifetime maximization by topology controlling and dividing
the work among the nodes. The total area is divided into some
part and each part is known as cluster. Each cluster is having
one CH that is known as the leader of that cluster, whereas,
all other nodes work as member nodes. Member nodes sense
the data and transmit it to the CH and CH process the data
and forward it to the BS either directly or by intermediate
CHs. Heinzelman [12] provided LEACH protocol in 2000.
LEACH is one of the famous clustering algorithms that work
on probabilistic model. It used the probability concept in such
a way so that each node would work as a CH after particular
number of rounds means it divides the responsibility of CH
among the nodes. All remaining nodes join the CHs on the
basis of signal distance that shows the corresponding distance.
But due to randomness it unbalances the energy consumption.
LEACH-C [13] is one of the extended versions of LEACH that
specified a restriction that a node is able to be a CH only if its
energy is greater than the average of total network energy. Due
to this it confirms the division of nodes with higher residual
energy. But the energy consumption remains unbalance in this
algorithm.
After this H-LEACH [27] came into existence that divides the
whole area into some predefine partitions and each LEACH
algorithm is applied in each partition to select the CH in each
partition. Aaditya et al. [28] provided Hybrid H-LEACH with
updating the CH selection process by making it based on
distance and residual energy and also using re-clustering phase
that validates the minimum distance of member node to the
respective CH. Some techniques used centralized control for
CHs selection [14] [15]. Yang [19] and Wnag [20] is provided
a dynamic approach for clustering and tracking the target.
Sharma [21] provided clustering and routing technique using
multi-hop path. Many other solutions [5] [6] [10] [11] [23]
[24] [25] [26] have been provided for WSN applications to
prolong the lifetime.
In our last papers, we have proposed many attributes [30]

[31] that can effect to the energy consumption rate and also
proposed a multi-attribute based clustering [29] that provided
efficient clustering by enhancing the technique given by Elma
et al. [27]. As improvement of our previous work, we have
proposed fuzzy based clustering using multi-attributes.

III. PROPOSED WORK

The complete proposed algorithm can be described in
following steps:
Step 1: First, we find the nodes having remaining energy
greater than the total average of network:

Energyres(node) > Energyres(Net avg)

(3)

Step 2: Now, we made twenty populations from the node.
These populations are generated using k-means clustering and
contain only nodes having high residual energy. So here we
have used the concept of LEACH-C algorithm to select the
CHs from the set of nodes with high amount of energy. It
increases the chance that the selected CH will be able to collect
data and transmit it to the BS or next CH.
Step 3: Compute Node Coverage: It shows how many normal
nodes in the clustered network are within the d0 distance. Its
value shows that how many of nodes are within the range
where no amplification or regeneration of signal is required.
This is calculated for each set of CH or for each population.
It is computed as:

Node Cover =
(Count Nodesk(Distance(Nodek−CH))≤d0)

n−1 ∗ 100

(4)

Step 4: Compute Average Lifetime of CHs: It shows the
average of number of rounds till a CH is able to survive or
we can say that it shows the time period till the CH is able to
collect the data from normal or member nodes and send it to
the BS or CH next in the path. It also helps us maintain the
same clustering for more time so that there will be no need for
frequent clustering. It means we can proceed with the same
clusters for next few rounds. It is computed as:

Avg CHs lifetime =
∑CHscount

c=1 (Erem CHc/ETran Req)
CHscount

(5)

Step 5: Compute Standard Deviation of Lifetime CH:
It verifies the load balancing among the CHs. It shows the
deviation of lifetime of CHs and lower value helps us to
maintain equal energy dissipation and balance lifetime of each
CH. Population with lower standard deviation verify the equal
energy dissipation in homogeneous WSN and maintain the
equal remaining lifetime in both heterogeneous and homo-
geneous WSN. It plays critical role in where the dead of
single node affect the data collection process and we need
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whole network to work simultaneously for maximum time. It
is computed as:

Std CH life =

√∑CHscount
c=1 (Lifetimec−Avg CHs lifetime)2

CHscount

(6)

Step 6: In this step, we use the fuzzy logic to calculate
the fitness value for each set of CH or population. All input
values are normalized first and then provided as the input. For
defuzzification, total 27 rules are generated by us to find the
fitness value of a population. The figure explains the fuzzy
rules generated by us. We have used triangular membership
function for fuzzy calculation.
Fuzzy Description: We have used triangular membership
function as shown in Figures 1 and 2 for every input and
output.
Fuzzy Rules: We define total twenty one rules as shown in

Fig. 1: Fuzzy logic formation

Figures 3 and 4.
Step 7: Now the population having maximum fitness value

selects as the best set of CHs and the nodes in that set select
as the final CHs for the data collection.
Step 8: Cluster Formation: All other nodes are known as
member nodes and join the nearest CH according to the
received signal strength.

IV. RESULT AND EXPERIMENTAL SIMULATION

We have used MATLAB to simulate all the data collection
process with realistic view and better understanding. We
have compared with LEACH protocol and our old proposed
algorithm. We have processed the whole process in number
of rounds and compared all the algorithms. The comparison
is done on the basis of number of dead nodes and residual
energy and it is shown by Figures 7, 9, 6, and 8.

Fig. 2: Membership function for input coverage

Fig. 3: Fuzzy rules for fitness function

CASE 1: BS position:- (50,50), Sensors Count:- 100, Round
Count:- 100

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 580



Fig. 4: Fitness example using fuzzy rules

Fig. 5: Proposed clustering technique

Algorithm 1: Fuzzy Based Clustering Technique
Data: Energyprime(i), E(Trans.)
Result: Clusters

1 Begin
2 for each sensor s do
3 if(Energyremain(s) >

Avg Energyremain(Network))
4 Mark it as advance node
5 end
6 make k sets of node using advance nodes
7 for each set k do
8 for each round do
9 Quanitfy Node Cover;

10 Quanitfy Avg CHs lifetime;
11 Quanitfy Std CH life;
12 end
13 end
14 Normalize all the values of each attribute; Use Fuzzy and

Calculate the Fitness Value for each Set k;
15 for every k Set do
16 Compare with all other Fitness Values of different

sets;
17 end
18 Declare Best Set of CHs;
19 CHs in Best Set finally selected as final set of CHs;
20 for every Normal Node do
21 Find Nearest CH;
22 Join that cluster;
23 end
24 End

Fig. 6: Dead sensors compare at Rmax=100
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Fig. 7: Residual power compare at Rmax=100

CASE 2: BS position:- (0,0), Sensors Count:- 200 Round
Count:- 500

Fig. 8: Dead sensors compare at Rmax=500

Fig. 9: Residual power compare at Rmax=500

CONCLUSION

High value of coverage verifies that the member nodes
can easily communicate with the chosen CH with out need
of amplification of signal. Average lifetime of CHs shows
that best nodes are chosen for CHs and they can survive for
more period of time. Low standard deviation verifies the load
balancing among the CHs. The proposed technique provides
us a fuzzy based fitness value generation and selection of set
of best CHs among available according to the optimal value
of fitness value for the population. This technique removes
the manual computation of fitness calculation as was done
in our last paper and provides a better approach for the
fitness value calculation and selection of CHs based on the
fuzzy calculation. Results and simulation part support that our
proposed technique provides higher lifetime for network.
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Abstract—Wireless Sensor Network is having large number
of sensors that sense the surrounding area. Sensing coverage
of each nodes are limited that depends on their hardware
designing. There is a Base Station (BS) that collects all the
packets from sensors and then further processing is done on the
collected that are used by the authentic users for taking decision.
These information are stored in repository that may be used in
future for business models too. Generally these sensors nodes
are deployed in remote areas that are not easily reachable so
energy is one of the main problem since batteries are not going
to be frequently changed once they are deployed. There are lots
of proposed work given by many authors and researchers for
prolonging the WSNs lifetime. Some of the popular algorithms
are LEACH, LEACH-C, HEED etc. Clustering is one of the
strategy in which clusters are formed and there is a Cluster
Head (CH) in each cluster and the other members nodes transmit
data to their respective CHs. In our proposed algorithm we have
consider four factors for the selection of CHs.

Index Terms—Wireless sensor network (WSN); Clustering;
Delay; Network Lifetime; Maximum power of nodes required;
Lifetime of CH; Maximum power of CHs required

I. INTRODUCTION

WSN is a network in which sensors are used in each devices
and they all are connected to each other by wireless medium.
Each sensor senses the surrounding area. Sensors are used
as per our demand that what kind of environment we have
to sense. WSN has lots of application in field of medical,
agriculture, military and also natural disaster management for
the prediction of any tragedy.
In WSN each sensor nodes have their own battery that are
treated as non-replaceable since it is not possible to change
their batteries frequently once they are deployed. Lifetime of
WSN should be as long as possible so we have proposed an
approach for prolonging lifetime of whole network. We have
used clustering approach in which clusters are formed and in
each cluster a CH is selected that receives data from all its
member nodes falling under same cluster. After receiving data
from all member nodes CHs perform some computation and
calculation than further processed data are sent to the sink
node i.e. base node that are assumed to having infinite energy
since their batteries are easily replaceable because they are
easily reachable.
Selection of CHs are our main concern since they have more
responsibility with respect to other member nodes. If perfect

suitable nodes are chosen as CHs than it may be possible that
they dead before time and it will affect our whole network,
even whole network may go down. It must be taken care that
CHs have to receive data from all nodes after that it must be
processed for further processing then it is sent to BS means
that more operation that will use more energy so the energy
of selected CH must be high. Apart from this the distance of
CH to BS will also play a measure role so this distance should
be low. We also want to minimize the delay so all the factors
that may affect it will be also taken care while selecting CH.
We have considered four factors from some previously pro-
posed factors [1] [2] for the selection of CHs. It will select best
CHs among all possible nodes that will help us in prolonging
lifetime of our network. These factors are:-
1. Delay
2. Maximum power of nodes required
3. Maximum power of CHs required
4. Average lifetime of CH
After considering all these factors a fitness function will be
used to calculate fitness value of each nodes. The nodes who
has maximum fitness value will be selected as CH and they
will work as CHs for some rounds. After some rounds CHs
are changed since there fitness value are not perfect to work
as CH.
Once CHs are selected they have to collect data from its
member’s node and forward it to BS. The route followed by
CHs to send this data to BS should also be perfect since it
may leads to cause delay and more energy consumption too.
CH may directly sent data to BS that is called as single hop
transmission, no doubt it will take more energy with respect
to multi hop transmission. We will select the shortest route for
transmission of data from CHs to BS.
Organization of rest of the paper is as: review is described in
section 2. Section 3 determines about proposed work whereas
the results and comparisons are shown in section 4. Finally,
conclusion is explained in section 5.

II. RELATED WORK

Energy is the main concerned in WSN, for this many
researches have been done to find its solution [3] [7] [8]
[13] [14] - [16]. Topology management [8] - [12] and route
analysis [3] - [6] is the main solutions to various issues in
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WSN. Low Energy Adaptive Clustering Hierarchy (LEACH)
[19] is the main algorithm in field of clustering. It is utilizes
probabilistic approach for choosing the CHs in such a way so
that every node can become a CH after particular rounds. The
selected CHs broadcast a message of selection as a CH so
that the normal nodes can find the nearest CH and join that
cluster. A TDMA schedule is assign for the data transmission
process so that each node can send its available data in its
slot. In this way, it distributes the load among the nodes and
enhances the lifetime of network. But the selection among the
available nodes becomes randomly that creates the unbalance
of energy consumption and lead to early dead sometimes.
Centralized control [21], [22] in LEACH can also be given
to BS. Here, the BS knows the information about the nodes
like: its location and its remaining power and BS selects the
CHs for enhancement of lifetime. But this approach is limited
to the small WSN.
LEACH-B [23] is an expansion of LEACH algorithm, it
optimized number of CHs based on the available remaining
energy. Archimedes spiral model is utilized by Halder et al.
[24] to optimize the distance between sensors to utilize the
energy. LEACH-C [25] applies restriction to LEACH so that
no node be able to take a part in CH selection that would
have energy less than network’s average energy. H-LEACH
[26] divides the whole network into many part and LEACH
is applied in each part independently. H-LEACH is modified
by Aditya et al. [27] by providing dynamic partition that
changes after each round of CH selection.
Neetu et al. [29] gave an efficient information collection about
abnormal activity in gas pipeline. We have also proposed
solution using some factors [30]. Position of nodes may
affect the network utility [32] and aggregation of data is also
helpful in energy optimization by reducing the redundancy in
data packets. Best population selection can be done as the
form of next generation [28] and can be applied where many
objectives need to fulfill simultaneously. In this paper, we
have suggested an algorithm taking a property of LEACH-C
that only those nodes take part in CHs selection which will
have energy greater than total average energy of WSN. It
also utilizes many attributes including some suggested [30]
and some new attributes for selecting the CHs.

III. PROPOSED WORK

We designed an algorithm specified as energy optimization
using a protocol based on multi parameters of WSNs. The
proposed algorithm increases the lifetime of the network by
calculating the optimized cluster heads which is the root for
lifetime maximization of WSN. The population generated in
the network consist of sensor nodes which have the fixed
energy and power and cannot be recharged. This energy of
sensor nodes gets reduced after certain transmissions of data.
So, there is a need to suggest a method or an algorithm
which could maximize the lifetime of the sensors. The given
algorithm is based on the procedure that, from given nodes,
we select certain sets of nodes to be selected as CH. For every

set, we generate the fitness function value and the set with the
best fitness value is selected. the nodes opted in the set are
considered to be final CHs.
Eres represents the total power left in the nodes. more the
residual energy less will be the delay as the delay is contrary
to Eres. The efficiency of the network depends upon the CHs.
selected. CH determination is accomplished by the fitness
function explored in the methodology section. Cluster forma-
tion is done after the CH determination. The CHs broadcasts
the message that they have been selected as final CH and
nodes can join them to form the cluster. In return, the nodes
send the join message depending upon the signal strength and
distance of a node from the CH. A Connection is established
among the nodes. CH and base station and the communication
starts with the transfer of data. This fitness function proposed
is applied to the sets of node periodically so as to maintain
the non-uniform distribution of energy nodes considering their
residual energy. For the packet delivery to BS from CHs, we
require the shortest path which is calculated through Route
identification theorem.

Fig. 1. Proposed Approach for Clustering

A. An enhanced approach for energy optimization using
protocol based on multi factors

Sensor nodes are distributed in the network in a random
manner. The proposed algorithm EOPMF calculates the
fitness function value, determines the CHs.

1) CH Investigation:: As there are n nodes deployed in
the network in a random fashion, we take all n nodes and
compare their residual energy(remaining energy) with the
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total average energy of the network. we select sensors having
Eres > Eavg. according to the need of CHs, we choose the
sets of nodes to be elected as CHs and apply the fitness
function on these sets. The set with the best fitness value is
supposed to have the best CHs. The steps involved in the
process of CH determination are:

a) Step 1: Evaluation of Delay:
The greater is the residual energy lesser is the delay. Delay
evaluation can be given as:

Total Delay = (
(Epreliminary−Eremaining)

Epreliminary
+

random num) ∗RoundTripDelay

(1)

b) Step 2: Evaluation of Maximum power of required
by members:
It determines the max energy dissipation by any one member
node. Its evaluation can be given as:

P Max mem = Max(Transmission E(Memberj − CH))

(2)

c) Step 3: Evaluation of Maximum power of CHs
required:

CH Power Max = Maximum(Trans E(CHc −BS))

(3)

d) Step 4: Evaluation of Average Lifetime of CH:

Avg ClustHd Life =
∑CHs Num

k=1 (Eres−ETrans(CHk−BS))

CHs Num

(4)

e) Step 5: Determination of fitness function:

Fitness = 0.4 ∗ F1 + 0.15 ∗ F2 + 0.2 ∗ F3 + 0.25 ∗ F4

(5)

Where factor F1 = Delay, F2 = Maximum power of nodes
required, F3 = Maximum power of CH required, and F4 =
average lifetime of CH.

f) Step 6: All the steps described above are rephrased
for distinct times and finally, the best CHs are selected based
on the optimized fitness value.

2) Cluster Formation: Once the final set of CH is obtained,
all the normal nodes send the join message to the nearest
CH depending upon signal strength. These nodes percept the
information from their vicinity and transfer information to CH.
The CH after receiving information, passes it to the BS through
the shortest path algorithm described in the base paper.

Algorithm 1: Proposed CH investigation method
Data: Initial Energy E(i), variables values
Result: CHs

1 Begin
2 for each sensor n do
3 if(Eleft(n) > Eleft(net))
4 add sensor to CH group
5 end
6 originate Q sets in CH group
7 for all sets Q in CH group do
8 for all CH Investigation round do
9 Enumerate the Delay;

10 Enumerate Maximum power of nodes required;
11 Enumerate Maximum power of Ch required;
12 Enumerate average lifetime of CH for all sets Q;
13 end
14 end
15 Pick r in (0,1);
16 Suppose M(Fit Opt), N(Fit Opt) are optimization

parameter for two sets M and N;
17 for each CH set Q do
18 if ((M(Fit Opt) < N(Fit Opt))
19 {
20 N is optimal set of CHs
21 }
22 end
23 End

B. Packet Forwarding Process:
Route identification algorithm is required to get the shortest

path from CH to BS so that the minimum energy is utilized
for the transmission. The Algorithm is discussed in the base
paper. The data is transmitted from the CH to base station in a
single or multi-hop manner considering the shortest path and
minimum energy constraint required.

IV. RESULT AND EXPERIMENTAL SIMULATION

We have pre-owned the MATLAB software for the simu-
lation of the algorithm and generate the results. the study of
different cases visualizes a better picture of base paper and
proposed approach comparison. Net Eres and dead nodes are
taken as the comparison attributes. The network assumes to be
dead when 3/4 of total sensor dies. Dead comparison is is done
as 2, 4, and 6 and residual comparison is done as: 3, 5, and
7. The proposed algorithm’s results outperforms to the base
algorithm by imparting maximized lifetime to the network.

CASE 1: When Node count = 500, sink position (0,0)
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Fig. 2. Dead sensors graph for Rmax=100

Fig. 3. Eres graph for Rmax=100

CASE 2: When Node count = 100, sink position (20,20)

Fig. 4. Dead sensors graph for Rmax=100

Fig. 5. Eres graph for Rmax=100

CASE 3: When Node count = 500, sink position (40,40)

Fig. 6. Dead sensors graph for Rmax=100

Fig. 7. Eres graph for Rmax=100

V. CONCLUSION

In wireless sensor network our main goal is to collect
information from sensor nodes. We have fulfilled our main
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motive to prolong lifetime since sensor node batteries are not
changed frequently once they are deployed and there is limited
power. For our proposed algorithm we have considered the het-
erogeneous network apart from homogeneous in which sensor
nodes are of different configuration with respect to energy and
other factors. Proposed method makes information collection
process efficient and make higher lifetime. Comparison of the
proposed algorithm with the LEACH and base paper assists
our concept.
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Abstract— This paper presents various input impedance 
matching networks that can be used for cascode common 
source LNA with inductive degeneration topology in 45 nm 
CMOS technology. We review the matching networks being 
used and analyze their performance using simulations. Based 
on our simulation results, we further conclude that T-Matching 
network is the best input impedance matching network for 
cascode common source LNA with inductive degeneration 
topology in 45 nm CMOS technology.  
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I. INTRODUCTION 

It is an era of amazing developments in technologies. 
Wireless technologies are improving faster than anything.  
Alternate options are being explored and efforts are being 
done to design devices that would save energy. The 
advancements in technology aim to create sustainable future 
and are focused on creating devices that are reduced in size 
and consume less resources. Market for wireless 
technologies is increasing at a rate faster than one can 
imagine. Emerging wireless technologies require a receiver 
system that is compatible with the latest methodologies of 
wireless systems. Wireless technologies demand a receiver 
system that provides an optimum performance and 
consumes low power; which makes it suitable to run for a 
longer duration of time. Low power receivers are in demand 
because they also felicitate battery less operation [1]. Recent 
wireless technologies include ZigBee, Bluetooth, Bluetooth 
low energy (BLE), etc. which aim at providing a solution for 
obtaining low energy solutions and also making IoT a future 
possibility in every aspect of life. With brisk increase in 
communication technology, additional burden of larger 
integration also follows up. Better performance delivering 
integrated circuits are in demand with spectacular 
improvements in technology. CMOS scaling technologies 
are also improving day by day which is able to provide 
better performance at a lower cost and lower chip area. 
These developments in CMOS process technologies have 
made realizing a system on chip feasible, for use in almost 
all domains of life [2]. With scaling of technology 
integration of circuit is more compact i.e., more no of 
elements can be placed in a smaller area. This increases the 
complexity of the circuits. Digital circuits can be easily 
redesigned according to the changes in the CMOS 
technology.  However redesign of analog circuits to cope up 
with the advancements in technology has become a 
challenge for the researchers [3]. This paper is organized in 
5 sections. Section I gives a brief review about the recent 
technologies in wireless communication. Section II of the 
paper discusses about the Low Noise Amplifier (LNA), its 

importance in wireless communications and its utility in 
other domains as well. Further in section III, we discuss the 
design aspects of the LNA with reference to matching 
networks and other design parameters as well. Section IV is 
about the simulation results obtained and further in Section 
V, we select the preferred matching network based on our 
analysis. 
   

II. LNA IN WIRELESS COMMUNICATION 

A. Low Noise Amplifier(LNA) 

At the receiver block, the signal needs to be received and 
processed further which includes filtering the undesired 
frequencies, amplification of the signal while maintaining a 
good value of signal-to-noise ratio (SNR). Signal-to-Noise 
ratio gives an idea of extent up-to which the signal is affected 
by noise. A large value of SNR signifies good signal strength 
and low value of SNR signifies poor signal strength. In most 
of the receiver architectures, first block in the receiver after 
the antenna is the Low Noise Amplifier [4]. A low-noise 
amplifier is an  electronic amplifier that amplifies a very 
low-power signal without significantly degrading its signal-
to-noise ratio. It may be preceded by a band select filter in 
some architectures. LNA is responsible for the overall 
performance of the receiver to a large extent as it is the first 
block in the receiver chain and its noise performance 
dominates the noise performance of the complete receiver. 
LNA amplifies the signal present at its input and adds a very 
little noise by the virtue of its components. Hence, it is 
preferred in many receiver architectures and other domains 
as well. LNA should provide a high gain, low noise figure, 
high linearity, low power consumption, etc. LNA’s 
performance is determined by the value of these design 
parameters [5]. LNA needs to be connected to other 
components of the receiver system, so input and output 
impedance should be high enough to prevent loading effect 
on other components connected. Loading effect tends to 
decrease the gain of the amplifier as effective load resistance 
of the amplifier decreases as a consequence of low resistance 
of the adjacent components. A fully-integrated LNA is the 
best option. Finally, power consumption is a concern, 
especially for portable devices. LNA with all parameters 
perfectly within the limit cannot be designed as trade-off 
always exists between the different parameters of a LNA. 
Based on our application area, we need to focus on the 
parameter to be optimized and accordingly the LNA design 
procedure is carried out further. 

B. LNA in wireless communication 

Applications of low noise amplifier involve different 
frequency ranges but when we want to implement it for 
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wireless applications, the frequency that is to be considered 
is 2.4 GHz or a higher frequency than this as well. Wireless 
communication is carried out using a narrow band of 
frequencies or  single frequency. Hence we do not need to 
focus obtaining an optimum performance over a wide range 
of frequencies. However, there are applications which 
require wideband LNA’s i.e., optimum performance over a 
wider range of frequency.  Darlington amplifier proves to be 
best for applications for wideband performance [6]. 

C. Applications of LNA 

Applications of LNA also decide the components that can 
be utilized in the circuit design. If we require a system on 
chip, we should avoid components which occupy larger chip 
area, etc. LNAs are used in many applications like industrial 
scientific and medical band (ISM band), cellular telephones, 
biomedical applications (at low frequency), satellite 
communications, etc. For biomedical applications, the low 
noise amplifier should be designed such that the power 
consumed by it is within the limit because it may increase 
the temperature of the tissues; and higher temperature may 
damage the brain tissues. 
 

III. DESIGN PROCESS 

The first step in the design of any circuit or system is 
creating an outline of expected performance of the circuit or 
the system. Application for which the circuit is to be 
designed is the most crucial factor that determines the design 
process. Unless application is specified, the design process 
cannot be initiated as the application determines the 
parameters of concern and we need to proceed with the 
design following those parameters. The trade-offs like 
impedance matching, choosing the amplifier technology 
(such as low-noise component) and selecting the low noise 
biasing conditions are important parameters for designing a 
low noise amplifier. Apart from this, low power 
consumption, small chip area and low cost are also desirable 
[7]. LNA design process can be categorised into 4 major 
parts that can be listed as: topology, matching networks, 
transistor selection and biasing [8]. 

A. Topology 

LNA can be implemented using many topologies such as 
common-gate, common-source, cascode, etc. Out of all 
these available topologies, most widely used topology is 
cascode i.e., common source connected in cascade with 
common gate transistor [9]. This topology provides an 
improved performance over others and also improved 
bandwidth. These topologies can further be enhanced with 
additional circuitry to provide an improved performance.   
Common- Gate topology provides a highly linear circuit but 
noise performance of this topology is relatively low [10].  
Inspite of a high noise figure, it can be utilized in wireless 
communication as it satisfies the standards of the wireless 
systems. Moreover, with the help of different techniques, 
desired noise performance can also be achieved by this 
topology. 

B. Matching Networks 

LNA is generally placed after the antenna which denotes an 
impedance of 50Ω. For maximum power transfer between 
two stages, the output impedance of the first stage should be 

matched with the input impedance of the second stage. If 
impedance mismatch occurs between the two stages, 
maximum power transfer will not take place and reflections 
are ought to occur. Hence, LNA’s input impedance needs to 
be matched with antenna’s output impedance to achieve 
complete power transfer. This can be achieved by using an 
input matching network that performs this task of matching 
the input impedance and it is very crucial for LNA’s 
performance. Matching networks also have different 
topologies and numerous components are available that can 
provide matching between two stages. However, choosing a 
proper matching network that enhances the performance of 
the circuit is a tedious task that needs to be done properly. A 
change in matching network affects the circuit performance 
and hence, a comparison can be done to find which matching 
network is best for our circuit design.  

Similar to the input stage, output matching also needs to be 
accomplished in order to transfer maximum power to the 
next stage after the LNA in the receiver block. Different 
output matching circuits also affect circuit performance. 

C. Transistor Selection  

Proper selection of transistor is crucial for performance of 
the circuit. Fabrication process also affects the circuit 
performance to a large extent. Basically, MOSFET (Metal 
Oxide Semiconductor Field Effect Transistor) is used to 
realise LNA, along with additional components.  

D. Biasing 

After the accumulation of the circuit components as desired, 
we need to provide biasing to give the device a stable 
operating point. If the biasing provided to the circuit is not 
able to provide a stable operating point, it will ruin the 
circuit performance at the desired frequency, and the circuit 
will become prone to oscillations and this may destroy the 
circuit completely. Hence, stability analysis is very crucial 
for a device’s proper operation. Many methods are used to 
provide biasing to the circuit such as resistive divider 
biasing, current mirror, etc. Out of these methods, we prefer 
current mirror biasing as MOSFET current mirror tends to 
reduce the chip area of the circuit and also provides a good 
stable operating point to our device. After the design process 
is complete, we need to convert our design into end-product 
which can be achieved by fabrication of the circuit. Before 
fabrication process start,s we need to perform simulations 
and  analyze the stability of the circuit in real time. 

IV. SIMULATION RESULTS 

We performed the simulations in ADS (Advanced Design 
System) software and obtained the results required. ADS is 
a tool which is used by RF designers to simulate circuits and 
analyze their performance before process of fabrication 
begins. It helps to reduce the cost of device as its properties 
can be studied before fabrication, saving unnecessary cost of 
fabrication. Different from other digital circuits, the value of 
RLC in RF circuits must be extremely precise due to the 
sensitivity of the frequency response. A slight change of the 
value of the circuit components such as inductor, capacitor, 
etc. within the RF circuit can cause a considerable effect 
that ruins the expected performance. LNA implemented uses 
a cascode pair in its basic circuit and a tank circuit is used as 
a load as it is ought to offer better performance than other 
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available output loads. We simulate the LNA circuit using 3 
different input impedance matching networks and analyze 
the results obtained, on the basis of LNA parameter 
specifications. Cascode configuration provides better 
performance than other configurations and using inductive 
degeneration enhances the noise performance as well as the 
gain of the LNA [11]. Input impedance matching is 
achieved using different input impedance matching circuits 
and the circuits are simulated.  
 

 
                                 

Fig. 1:Implemented  LNA  
 
LNA design cannot be perfect in all parameter values a s a 
trade-off will always exist between the parameters. Input 
impedance matching circuit can be designed in many 
configurations such as L matching, T-matching, π-matching, 
etc. Apart from these configurations, any matching network 
can be formed using components available that may include 
inductor, capacitor, transmisson line, stub-matching, etc. For 
LNA matching, we avoid using matching networks 
consisting of transmission lines as it may give rise to 
crosstalk, as the system being designed is going to be 
fabricated on a chip. Matching networks chosen for analysis 
are L matching network, T- matching network and third 
matching network is designed with different configuration 
than the available matching networks.  
 
A measure of linearity of circuit is obtained by value of its 
Input Third Order Intercept point (IIP3). A high value of 
IIP3 implies a high linearity circuit.  From the simulation 
results obtained, we infer that T matching provides a highly 
linear circuit  than the other two combinations. 
 

 
Fig. 2: IIP3 for the LNA circuit with matching network 1 

 
 

Fig. 3: IIP3 for the LNA circuit with matching network 2 

 
 
Fig. 4: IIP3 for the LNA circuit with matching network 3 

 
An important parameter in LNA design is the gain offered 
by the amplifier. In many applications, where the signal to 
be processed is very weak, gain offered by the circuit is very 
crucial for the receiver performance. Gain of the system 
should be sufficiently high so that the effect of noise is 
suppressed and the SNR maintains a good value. L matching 
i.e., matching network 1, offers the maximum gain out of 
the three matching networks. Gain offered by this circuit is 
sufficiently high with a value of 26.52 dB which is good 
enough to process signals with very weak amplitudes. Gain 
offered by matching network 3 was the lowest and hence we 
conclude that it is not preferable for processing signals 
which are very weak. 
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Noise performance of the low noise amplifier is a very 
critical parameter. As the name implies, the LNA circuit 
should have a very low noise figure i.e., a good noise 
performance. It determines the overall noise performance of 
the receiver system, hence considering this parameter is 
essential during our design. On the basis of results obtained 
by simulations, we conclude that the noise figure of the 
circuit using matching network 2 and 3 is better than using 
matching network 1. 

 
Fig. 5: S21 (Gain) of the LNA circuit with matching network 1 

 

 
Fig. 6:  S21 (Gain) of the LNA circuit with matching network 2 

 
Fig. 7: S21 (Gain) of the LNA circuit with matching network 3  
.  

Either of the two circuits provides a good noise 
performance. Noise performance of the device is determined 
by the components being used in the circuit design.  

V.    CONCLUSION 

It is very difficult to design a LNA with all the parameter 
values perfectly within the limits, which creates a restriction 
on choosing best circuit among given choices. If we require 
high gain in our system, while compromising with the noise 
performance, we can adopt L matching network in our 
design. On the other hand if we want a circuit with better 
noise performance, we can adopt T- matching network. 

 
 
 
 

 
Fig. 8: Noise Figure of the LNA circuit with matching network 1 

 
 

 
Fig. 9: Noise Figure of the LNA circuit with matching network 2 

 
The results obtained are summarized in tabular form in the 
table 1. 
 

Table 1: Results obtained for Cascode Common Source LNA with 
Inductive Degeneration Topology utilizing different input matching circuits 
 
Parameters  Matching 

network 1  
(L matching) 

 Matching 
 network 2  
(T matching) 

Matching 
network 3 

Technology 45nm 45nm 45nm 
S11 (dB) -12.041 -4.146 -36.5 
S21(dB) 26.52 11.281 7.705 
S22(dB) -0.08 -1.202 -1.452 
S12(dB) -51.28 -54.259 -63.25 
Noise Figure 
(dB) 

7.464 1.293 1.124 

IIP3 (dB) 4.774 9.785 8.765 
Power 
Consumption 
(mW) 

5.45 8.91 9.37 

                     

We have simulated and analyzed Cascode Common Source 
LNA with Inductive Degeneration Topology in 45 nm 
technology using three different input matching networks 
and on the basis of the results obtained, we infer that T-
matching network provides better overall performance when 
compared to the other matching networks. 
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Abstract— One of the most essential component of 
transceivers is Low Noise Amplifier (LNA). LNA is 
placed at the initial stage of the receivers and hence, it 
governs the overall performance of the receiver. This 
paper compares Cascode Common Source LNA with       
Inductive Degeneration Topology utilizing different 
output matching circuits. We list the specific application 
domains of the different circuits analyzed, on the basis of 
the results obtained through simulations. We further 
conclude that RLC circuit is the best one to be used as 
an output matching network in terms of minimum 
power consumption and highest linearity. 
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I. INTRODUCTION 
One of the hottest topics of research nowadays is ‘Internet 
of Things’ (IoT) i.e., connecting everything to the Internet to 
make the dream of smart homes come true. Researchers are 
working in order to design devices which can be made 
compatible with the IoT standards. Connecting everything to 
Internet puts an additional constraint on the components that 
are being designed. Researchers work to achieve best results 
using minimum resources in order to make a component that 
is able to cope up with the rapid growth in technologies day 
by day. Ability to communicate by the means of wireless 
medium is the most important feature required in the 
systems nowadays. For this we require a receiver which 
should be capable of providing an optimum performance 
when implemented in real-time systems. LNA is generally 
the first block in most of the receiver’s architectures and 
hence its performance is crucial for the entire receiver 
system [1]. Choosing an LNA which is best in terms of 
performance parameters increases the efficiency of the 
receiver’s system. However with expeditious growth in 
wireless communication industry, manufacturers aim to 
design a circuit which is able to deliver best results among 
the already available hardware at present. In case of LNA 
performance, target is to achieve a low noise figure, high 
gain, low loss, high IIP3, etc. [2]. RF circuits have created a 
tremendous scope of research and this comes due to 
advancements in semiconductor technologies which makes 
system level integration more flexible. These have also 
gained popularity due to their low cost which makes RF 
more attractive technology to work on. CMOS technology 
advancements have proved to be beneficial for both analog 
and digital circuits. However redesign of digital circuits for 
a newer technology is an uncomplicated process. This is not 
so in case of redesigning an analog circuit for a newer 
technology. It is a challenge to redesign analog circuits for 
newer technologies [3]. The paper is organized into 5 
sections. Section I being the introduction followed by 

Section II that gives a brief about LNA in wireless 
communication. Further we move to Section III that 
discusses the topologies prominent for implementing LNA 
and in Section IV, we discuss the results achieved by us 
during simulations. In the last section of the paper, we 
summarize our results and state the application areas 
depending on the topology being discussed.  
 

II. LNA IN WIRELESS COMMUNICATION 
In recent times, focus on technologies consuming low-
power has increased and these are being utilized in wireless 
communications as well. Low power consumption, high 
gain, low noise figure, etc. are the constraints that are the 
most important for implementing LNA in wireless 
communication. Apart from bluetooth communication, low 
power wireless devices are in demand for other application 
areas as well. These application areas include neural signal 
analysis, medical applications, etc. [4]. Since LNA 
determines the receiver performance, designing a LNA with 
consideration of all parameters within specified limits 
presents a demanding situation for all the researchers. Most 
of the LNA’s are generally single band LNA i.e., they are 
designed to operate at a single frequency. However multiple 
band LNA’s are also being introduced i.e., they are capable 
of operation at more than one frequency. Operating a single 
LNA over multiple frequencies increases the complexity of 
the circuit but it also makes it versatile for multi-standard 
applications. However LNA’s are reported that operate at 
two frequencies i.e., they are dual band LNA’s. Multiple 
band LNA’s are less common as achieving optimum 
performance at multiple frequencies increases the overheads 
as well as increases the cost of the LNA. Moreover, it also 
results in increase in power requirements of the circuit as 
well as increase in the chip area occupied by the circuit [5]. 
If we wish to design a broadband LNA, we generally use a 
single transistor which is being used in common-source 
configuration [6]. Darlington amplifier is used in case of 
broadband applications i.e. optimum performance over a 
larger bandwidth [7]. Wireless communication is generally 
limited to short distances as compared to other forms of 
communication. Designing a LNA for short distance 
communication (up-to 10m) is a smooth process in 
comparison to designing a LNA for long distance 
communication (more than 10 m). LNA for long distance 
communication where the distance between the transmitter 
and receiver is more than the specified range requires high 
sensitivity which in turn leads to increase in complex design 
process. LNA for short distance communication where the 
distance between the transmitter and receiver module is less 
than 10 m drives the next block into compression because of 
the signal at the input being strong in amplitude. This signal 
leads to an output signal which is distorted. In this scenario 
we need a LNA that can overcome this problem by 
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suppressing the input signal to prevent this condition [8]. 
Bluetooth is also a form of wireless communication which is 
more prevalent and everybody is more familiar with this 
form of wireless communication. For Bluetooth 
communication also, we need a transmitter and receiver and 
the receiver end utilizes an LNA as the first block of the 
system. LNA for this particular application will have 
different characteristics than the LNA for other forms of 
communication as LNA parameters depend on the 
application for which they are being designed. More 
specifically a LNA for Bluetooth applications should 
provide a higher gain and consume less power than others. 
Bluetooth Low Energy (BLE) focuses on reducing the 
power consumption of the circuit and is apt for IoT 
applications. BLE devices can work for longer hours as they 
consume less power.    
 

III. LNA TOPOLOGIES 
 LNA’s utilize configurations that were used traditionally to 
design amplifiers. Other than configuration, additional steps 
need to be taken to achieve the desired performance. The 
desired performance can be obtained by introducing a 
change in the biasing network or it can be through a change 
in matching networks being used. Most common LNA 
topologies are common-gate, common-source, cascode, etc.  
Each of the above topology has its own advantages and 
disadvantages. In-spite of their own merits and demerits, the 
cascode configuration is the most common configuration 
used for implementing LNA. Common source configuration 
can be used with resistive load as well as inductive load. 
Resistive load offers less gain and also it does not provide 
proper matching, which at higher frequency creates a 
hindrance to the proper functioning of the circuit. Inductive 
load overcomes the disadvantages offered by resistive load 
configuration. In the common source configuration, the 
inductor placed at the output node is responsible for output 
matching. We also need to provide input matching network 
to match the input impedance of the amplifier with that of 
the antenna. In this configuration, a capacitor is also 
connected across the gate and drain of the transistor which 
denotes the gate-drain overlap capacitance. The effect of the 
capacitor is nullified by using an inductor in parallel with 
the resistance. Since the capacitor is of smaller value, the 
inductor that should be connected across it should be of a 
higher value. Using an inductor of large value introduces 
parasitic capacitances at the ouput node and input node of 
the circuit and thus degrades the performance of the 
amplifier. Hence, this topology is rarely used in practical 
LNA design. Common source stage with resistive feedback 
is also a possible topology that can be used to implement 
low noise amplifier. In this topology, a resistor is connected 
across the output and input nodes i.e., RF provides a 
feedback from the output node to the input node. RF sends a 
current signal as a feedback to the gate terminal of the 
transistor depending on the voltage at the output node.  This 
topology does not suffer from the drawbacks as that of 
common source stage with resistive load. Gain offered by 
this topology is not restricted by the supply voltage as in 
case of resistive load. The trade-off between the gain and 
supply voltage is overcome in this particular topology and 
hence it is preferable over common source stage with 

resistive load. Resistive load in case of any transistor 
configuration i.e., common source or common gate, always 
creates a trade-off between the supply voltage and the gain 
of the circuit. Hence, resistive load is not preferred in any 
practical application, unless required. 

 
 

Fig. 1: Common Source Stage in presence of capacitance 

(reproduced from [9]) 

 

 
 

Fig. 2: Common Source Stage with resistive feedback 

(reproduced from [9]) 

 
Apart from common source configuration, common gate 
configuration can also be used to implement LNA for 
practical applications. Low input impedance offered by this 
configuration makes it suitable for practical applications. 
Inductor is used as a load in this configuration. If the 
inductor possesses ideal characteristics, it can be connected 
across the output terminals but if a practical inductor is to be 
used, a resistor should also be connected across it to model 
the losses offered by the inductor. Noise performance of this 
configuration is not optimum as it accounts for a lower gain 
i.e., better noise efficiency will result in a lower gain. Most 
widely used configuration is cascode common source stage. 
This configuration tries to overcome the drawbacks of the 
topologies discussed so far by introducing certain changes in 
the circuit. In this configuration, we use active devices to 
achieve input impedance matching of 50Ω, which limits the 
noise contribution that was added due to the passive devices 
in the circuit. One method to achieve this is inductive 
degeneration that is most widely used in LNA design. The 
value of the degenerative inductor is crucial in this design 
process. To achieve an impedance matching of 50Ω, an 
inductor having a value of about 50 pH, is to be realized. It 
is difficult to realize an inductor with this value accurately. 
Hence, in order to realize this inductor, a different method is 
used. If we wish to achieve impedance matching using 
degenerative inductor, we need to reduce the fT of the 
transistor which can be done by adding an additional 
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capacitance across the MOSFET terminals. When we start 
the design process of the cascode LNA, we need to find out 
the value of the degeneration inductor according to the 
design specifications.  

 
Fig. 3: Cascode Common Source Stage with Inductive 

   Degeneration (reproduced from [9]) 

 

Many other configurations also exist for LNA 
implementation but they are not widely used in practical 
applications as their design process is much more complex 
than these basic configurations. These topologies can be 
used if we want to design an application specific LNA. 
Noise cancelling LNA’s are available i.e., their design 
process focuses on improving the noise performance of the 
LNA, etc. 
 

IV. SIMULATION RESULTS 
We can use different circuits as load in our low noise 
amplifier design and these circuits play a major role in the 
performance of the low noise amplifier. We have 
implemented four major output matching networks in our 
LNA and compared the simulation results obtained to find 
out the best output matching network for LNA circuits. We 
observe a trade-off between the various parameters of the 
LNA. Change in one parameter of the LNA affects the other 
parameters as well. We observe a trade-off between the gain 
of the LNA and the linearity of the circuit. We desire a high 
gain LNA; however a higher gain affects the linearity of the 
subsequent stages of the receiver. Hence, we need to confine 
our gain so that the non-linearity of the subsequent stages of 
the receiver does not become prominent. Generally a pre-
select filter is placed before the LNA. This filter is sensitive 
to the impedance matching at its output terminals [10]. 
Hence, in our circuit design, we need to focus on impedance 
matching networks at the input terminal also. Cascode 
configuration implemented by us incorporates inductors and 
capacitors to provide this input matching. Inductor placed at 
the input terminal and the inductor placed at the source end 
of the MOSFET along-with the capacitance (Cgs)   creates 
an input matching network for our configuration. Using a 
cascode configuration also has a benefit of providing 
required isolation between the input and output nodes. 
Isolation is necessary in circuits so that the signals from the 
output do not leak back to the input terminal. If proper 
isolation is not provided, signals may leak back and this 
creates a hindrance in proper operation of the circuit.  
 

 

 
   

Fig. 4: Implemented LNA 

 

Using a resistance as a load is the most common practice but 
is does not prove to be the best output matching network 
based on our analysis. When resistance is used as a load, it 
is observed that it does not provide proper matching and 
maximum power is not delivered to the output node, which 
in turn results in more reflected power and losses. 
 
  |AV|= gm.RD                            ……………. (1) 
 
After substituting the values, we get the gain in terms of 
voltages as:     
  |AV|= 2.VRD             
           VGS-VTH                …………(2) 
 
Gain obtained in this circuit is lower as it depends on the 
supply voltage and the voltage drop across the resistance. 
For new technologies, we work on lower voltages and 
hence, the gain is further reduced if we use resistance in our 
circuit. On the basis of results obtained, we conclude that 
using R as a load in our circuit is not preferable as it ought 
to increase the noise figure of the circuit as well as it is 
observed to provide a low value of IIP3. High frequency 
operation of the circuit is also restricted as the resistance 
does not provide proper matching at frequency of interest. 
Thus, this circuit does not provide optimum performance. 
Using an inductor as a load, overcomes the disadvantages 
offered by resistive network. Inductor sustains a lower 
voltage drop than a resistor and hence it can operate at a 
lower supply voltage as well. Moreover, inductor resonates 
with the capacitor at the load to offer matching at higher 
frequency. Value of the inductor is chosen first and then 
accordingly, the value of the output or load capacitance is 
chosen such that it will provide matching for desired 
frequency. Hence, using an inductor in our circuit solves the 
issue of obtaining matching at our frequency of interest. 
Using L as a load in our amplifier design overcomes the 
disadvantages that are observed in circuit with resistance as 
a load; and it is better to use an inductor in our circuit than 
using resistance because using a resistance limits the circuit 
performance and may not deliver the required results.   
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                Fig. 5: Gain (S21) obtained when  R is used as  load 

 

 
              

Fig. 6: Gain (S21) obtained when  L is used as  load 

 

Using LC as a load provides even better results as the 
inductor being used to realize the circuit is assumed to be a 
real inductor. Practical inductors suffer from losses which 
can be modeled by placing a resistor in parallel with the 
configuration of L and C. It can also be verified from the 
results obtained during simulation that when a practical 
inductor is being used in our circuit, the results get 
downgraded as the inductor being used to achieve output 
matching is not ideal inductor. Practical inductor properties 
are also being considered. 
 

 
               Fig. 7: Gain (S21) obtained when  LC is used as  load  

 

We know that ideal characteristics never exist. We should 
prefer the configuration that takes practical aspects into 
consideration. Using circuit design that is more close to the 
practical values, is always more realistic to use, as it always 
provides a better understanding of the real time performance 

of the circuit. Design process following practical aspects 
always yields results which are more close to real-time 
performance of the circuits. 

 
              Fig. 8: Gain (S21) obtained when  RLC is used as  load 

 

We summarize the results obtained in tabular form. 
However, we compare the performance only on the basis of 
the gain provided by the circuit. Other parameters can also 
be used to compare different circuits; and analyze their 
performance on the basis of parameter values obtained. We 
need to make a choice of optimizing only one design 
parameter, keeping others at stake. While implementing 
these circuits practically, wire bound inductors can be used 
to realize the given inductance values. Using these inductors 
reduces the chip area occupied by our circuit design but at 
the cost of an additional overhead of placing the inductor 
off-chip rather than integrating on chip [11]. LNA design 
involves higher level of integration with minimum cost but 
it also creates a challenge to achieve a better noise 
performance. MOSFET is being used to implement LNA 
which possesses a noisy nature; and the noise sources in the 
MOSET are many. Dominant noise sources are channel 
noise, gate noise generated due to distributed gate resistance 
of the MOSFET, etc. These sources degrade the noise 
efficiency of the LNA.  These can be controlled by properly 
choosing the size of the transistor which provides minimum 
noise figure. Cascode LNA with inductive degeneration 
configuration is ought to provide better noise performance 
and higher gain as compared to other configurations [12]. 
 

V. CONCLUSION 
We cannot come to a conclusion stating that a particular 
circuit proves to be the best in terms of all parameters. 
Every circuit design possesses its own pros and cons making 
it suitable for one application and not suitable for a different 
application. This comes forward as a consequence of trade-
off between the parameter values of LNA, which makes it a 
bit difficult to design a circuit with all values perfectly 
within the limits. On analysis of the results obtained after 
simulations, we can see the fact come true that there is 
always a trade-off between the LNA parameters. We 
observe that one circuit is suitable for application requiring 
high gain while other circuit is suitable for an application 
where low noise figure is required. Henceforth, every circuit 
has its own utility in one application or the other. We need 
to make a preference in terms of which parameter needs to 
be optimized and proceed with that aim to design.  
  

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 597



Table 1: Results obtained for Cascode Common Source LNA with     

       Inductive Degeneration Topology utilizing different  

output matching circuits 
 

Parameter R as load L as load LC as  

Load 

RLC as  

Load 

S11 (dB) -13.44 -12.79 -12.041 -14.58 

S22 (dB) -11.26 -0.006 -0.08 -19.5 

S12 (dB) -47.44 -50.96 -51.28 -50.02 

S21 (dB) 16.65 13.91 26.52 15.84 

Noise Figure 

(dB) 

7.802 8.419 7.464 7.784 

IIP3 (dB) 7.023 4.026 5.243 9.783 

Power 
Consumed 

(mW) 

2.95 2.51 5.011 1.98 

 

If we restrict our analysis by considering the gain of the 
system, LC as a load is observed to be the best design as it 
offers the maximum gain out of all the above configurations. 
Even RLC as load offers a sufficient amount of gain. Both 
these configurations are considered suitable to be utilized in 
any low noise amplifier design. If we desire a circuit which 
is highly linear, we need to consider IIP3 value of the 
circuit. For applications which require a highly linear 
amplifier, RLC can be utilized as the output matching 
network as it is observed to provide a higher value of IIP3. 
Based on our results, we also conclude that if we want to 
restrict the power consumption of the circuit, we should 
utilize RLC network in our circuit design, which is observed 
to consume less power as compared to others. Application 
specific LNA’s are designed by optimizing one parameter 
and keeping others in the specified limit as trade-off cannot 
be ignored completely. 
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Abstract—Wireless Sensor Network (WSN) could be presently 

exploitation technology for the data gathering from the hostile 

surroundings. WSN is consists of an outsized variety of sensing 

nodes, they are known as sensors. This kind of network is 

employed to gather the data through base stations (BS).  

However, it works on restricted batteries consumes lot of loads 

and power, limited energy is the bottleneck. The data collected 

from different nodes may give redundant information. To 

reduce the redundant information data fusion is needed, which 

will increase the accuracy and robustness of the information. 

LEACH protocol is one of the typical data fusion algorithms, 

which will reduce the energy consumption and extend the life 

cycle of the network. The research results were analyzed and 

benchmarked with the well-known LEACH and GSTEB 

protocols. The outcome shows a major improvement within the 

WSN in terms of energy potency. The results show the overall 

network energy consumption by scrutiny with existing 

algorithms. 

 

Keywords—WSN-Wireless Sensor Networks; LEACH-Low 

Energy Adaptive Clustering Hierarchy; GSTEB, Data Fusion 

I. INTRODUCTION  

[1]Wireless is consists of thousands   restricted batteries 

operated   nodes. Nodes are unit created of radio 

transmission and receiving, sensing, storage, processing, 

mobilize and   world positioning system (GPS). These nodes 

area unit localized in massive geographic region. These 

nodes area units are localized in massive geographic region. 

These sensors area unit gift close them then they transform 

the information into electrical Signals then these signals area 

unit processed to urge Characteristics remotely gift space 

wherever sensors  unit. The Sensor interconnections have 

thought-about as promising tool for analysing the physical 

world, utilize self-organized nodes will sense, method and 

communicate area unit battery high-powered. In lifetime 

sensor interconnections node, energy must be a main yet 

vital resource, wherever exhibits have a restricted 

characteristic. So that, it is often necessary to optimize 

specification therefore resources consumed is decreased. 

Their boundaries   kind their style and protocols each 

stimulating completely different. WSNs are unit shaped by 

an outsized variety of sensing element. 

 

Depending on the sensors with restricted battery power 

cannot be superimposed balanced energy exhausting ought  

be thought-about because the reason for energy-efficient 

management. The current system has been enforced by the 

not high Energy adjective bundle Hierarchy (LEACH) theme 

permits role of collection head evolved among  sensing 

element  and makes an attempt distribute energy usage 

though all  buds. It utilizes irregular rotation native base 

equally distribute energy load among senses within the track 

though out set-up part, all nodes are unit at instant buds 

through human action with short messages one lump is 

chosen as a bunch head per bunch head choice rule. Here we 

proposed a General Self organized Tree Based Energy 

Balance routing protocol (GSTEB). We have a tendency to 

take into account a scenario within which interconnections 

collects info sporadically from parcel wherever every node 

regularly senses atmosphere and sends   data back to central 

Station. Commonly parte unit two definitions for lifetime 

interconnection are time from the beginning of 

interconnections operation to the death of the primary node 

within interconnections and also the time from the start of 

interconnections operation death of   last node within 

interconnections. 

The main aim of  GSTEB is to do attain extended 

interconnections a time period various applications. Every 

spherical, Base station (BS) allots a root hub and 

communicates its ID and its coordinates to all or any device 

nodes. Then interconnections computes   trail either by 

transmission of trail data or BS to device nodes or by having 

identical tree structure being dynamically and singly 

designed by every node. For each case, GSTEB will 

amendment  foundation reconstruct tree with short delay 

with low energy exhaustion. Thus, a   balanced load is 

achieved compared with the protocols. The task of GSTEB is 

part into Initial part, Tree-Constructing part, Self- Organized 

information aggregation and transmission part, and 

knowledge Exchanging part. 

This paper is organized as following, Section II  contains 

the related works, section III reviews about routing protocol, 

section IV contains working principles, section V contains 

results and discussion and section VI concludes the paper. 

II. RELATED WORK 

In[2] Hongjun Wang, Huiqing Yangtze, Hui Zhao, and 

YoujunYue projected an formula to balance energy 

exhaustion of detector nodes in WSN,  in order  

network life additionally gets extended. [3]Zhang Shiyue, 

Jiande Wu, Xiaodong Wang projected LEACH Cluster 
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routing formula for wireless 

detector Network information Fusion thereby reducing the 

energy exhaustion and quantity of 

knowledge communication. In[4] Wei-Qi bird genus ; Bin-

Jie Hu projected fusion formula with the gauss distribution 

characteristic chart therefore the gauss 

membership operate will improve the information 

preciseness and measuring stability. In[5] Diksha.J. 

Ramteke, Amol Boke projected a way supported ICH-

LEACH wherever, there'll be hierarchy which is able 

to encompass Master and slave bunch head thus on 

enhance life of Master bunch head and 

lifelong of specific network. In[6] the developing enthusiasm 

in wireless sensor networks and emerging trend in recent 

field motivated for measuring the characteristics, operations 

and communication protocols for a different areas. In[7] 

proposed the Low Energy Adaptive Clustering Hierarchy to 

distribute the energy evenly between the sensors in the 

network. Data fusion is incorporated with routing protocols 

to reduce the information content that could be transmitted to 

the base station. Life time also gets extended. In paper [8] 

redundant data can be eliminated, which will improve the 

performance. So that energy consumed and network life time 

also increased. All these done by Improved LEACH 

algorithm. In[9] Measurement stability and data precision is 

improved by applying gauss membership function of fuzzy 

theory and improved leach protocol. 

III. HIERARCHICAL ROUTING PROTOCOL 

A. Leach 

a) LEACH is a simple routing protocol used to reduce  

energy exhaustion data improve lifetime  interconnections 

nodes. The buds in the LEACH plus cluster buds and bunch 

head to  polling is minimum. Clustering optimization 

problem in single hop networks: are used to predict  lifetime 

reliability wireless sensor interconnections .Small energy 

exhaustion data report of  distance closer to base clustering 

in large scale. The distance from the base station far smaller 

cluster. Every cluster divides into mini clusters and they are 

organized for each mini cluster define the other mini bunch 

head. It communicated directly with the bunch head and 

collects the information about the other nodes to connect and 

concentrates all  nodes for data transmission used resolves 

some nodes coverage problems. 

 [10] Each cluster head is having a responsibility to create 

and manipulate a TDMA schedule during communication 

process. To transmit the data packets schedule table is used 

by its cluster member nodes. If any emergency happens in 

the monitoring environment the sensing elements are 

triggered to send the information to their own cluster head 

rather than remote BS by themselves. The data from different 

nodes are collected by the cluster head and remove the 

redundant data, then transmits the remaining information to 

BS. Transmission distance between the nodes will be 

reduced by the member node with the help of cluster head. 

Because of this energy consumed. 

 In [11] To reduce energy consumption in WSN, 

data fusion is the best solution. Due to sensor failure 

interruption may occur, by using data fusion techniques we 

can reduce the redundant data. By doing this entire network 

energy will be consumed, so that life time of that entire 

network will be increased. 

GSTEB and LEACH is the best suitable algorithm to 

perform the energy consumption. 

 The communication process have two different phases 

such as,  Setup phase: 

[12]The node which is used to broadcast the message to its 

surrounding sensing node whose number larger than 

threshold number will select itself as a bunch head. A node 

will receive more than one broadcast message from different 

bunch head, and also judge its distance by the strength of 

received broadcast message. So, the buds whose number is 

smaller the threshold will only send request message 

containing its Broadcast ID to the cluster. Which has the 

strongest signal strength for saving energy.  It records the 

nodes ID. The CH creates a TDMA schedule slots and 

broadcast it to all the cluster members and each nodes get 

their idle slots  for transmitting the data, and then the steady  

state phase starts. 

a) Steady-state phase 

Cluster nodes will form them and send to BS. The formation 

on the bunch head can reduce the unnecessary bandwidth 

cost and communication traffic and also a positive reflection 

to the energy exhaustion where the data transmission 

distance becomes shorter comparing with transmitting to BS 

separately which is used to save some energy for the group 

of nodes. 

A. GSTEB 

GSTEB protocol is mainly proposed for wireless sensor 

networks the operation will be divided into phase. They are 

initial phase, [13]Tree constructing phase, Self-Organized 

data collecting and transmitting phase and information 

exchange phase. 

 
a) Initial phase 

[14]In the first stage of GSTEB operation data packet to is 

broadcasted to all the node or few nodes by BS to share the 

data created time. Every node sends its data to a particular 

radius. Nearest node’s information will be available with the 

packet. So that packet will be received by its nearest node.It 

also receives and record the data info in memory. It operates 

in round, each round generates the data for BS  and receives 

the information of nodes, once all the sensors information is 

received by the BS then round will be finished. 

b) Tree constructing phase 
Root node will be selected by the BS and broadcast the root 

id to coordinate with other nodes. Each and every round 

highest residual energy node will be selected as root node. So 

the data will be collected by the particular root node and 

transmits the fused data to the BS. The nodes will choose the 

parent and its neighbours using vitality.  Repeating this 

process until the tree is constructed. After constructing the 

tree, sensors will collect the information and transmits the 

fused data. During the transmission state each child node 

sends their root id to its parent by choosing them considering 

their distance. 

c) Information exchange phase 

Each and every node should generates and transmits a data 

packet in every round, before its energy goes down. It can 

persuade the topology. So the node which is about to die 

need to share their data with other node. This process is 
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performed based on the time slots, in each time slot random 

delay will be computed by the node whose energy will 

certainly be exhausted. This will help to make another 

broadcasting node in a new time slot. This particular node 

will broadcast the data packet to the complete network. Mean 

time remaining nodes will monitor the channel. Root id will 

be verified based on the data packet received from the node. 

In order to transfer the information securely the cluster head 

will be selected based on the degree of energy. 

IV. WORKING PRINCIPLE 

 GSTEB is hierarchical routing algorithm which is 

most popular for sensor networks. GSTEB sensor nodes are 

combined in order to form clusters on the basis of received 

signal strength. The cluster head will act as routers to the 

sink node. [14]Transmission can be only done by bunch 

heads instead of all other nodes which will save energy. 

Existing routing protocol consider balanced energy 

exhaustion of nodes ignoring elaborative data processing 

between the sensor nodes. LEACH  protocols needs base 

stations with uneven distribution of bunch heads. Since, the 

sensor consumes high energy, it should be considered as the 

issue for energy efficient management. The observation of 

energy level over sensor network provide as issues in the 

transmission. 

The methodology performs the detector network 

and selects bunch heads space to the bottom station. The 

bunch heads are chosen by comparison their crucial values, 

rather than the crucial values, rather than the standard 

methodology of choosing bunch heads, during this bunch 

formula within GSTEB will perform knowledge fusion. The 

method will acquire higher convergence and price lower 

message overhead. Clustering in sensing aspect network is 

economical good topology that encourage planning energy 

efficient protocols to develop sensing element buds with low 

price. 

 

  
 

 

 

Fig. 1. GSTEB Architecture 

A. Low Energy Adaptive Clustering  

 

Fig. 2. Source node data to their base head 

LEACH is an simple efficiency routing protocol in WSNs. It  

is integrated with clustering is to lower the energy exhaustion 

for creating the nodes. It maintains the clusters to improve 

the lifetime. The performance of LEACH is slightly lower 

than the proposed method GSTEB. 

LEACH will divide the Wireless Sensor network in to 

number of cluster. Each and every cluster will have a cluster 

head. The cluster head is responsible to colletct all the data 

from the other sensing nodes which is shown in fig 2 and fig 

3. 

 

Fig. 3. Implementing LEACH algorithm 

B. Tree Based Energy Balance Routing Protocol  

G GSTEB is a popular energy balancing routing protocol. For 

each bunch head process, the base station purposes a node 

for each bunch head and own its neighbouring ID 

information which node has highest weight. It is mainly used 

to balance the energy exhaustion and load. 

 

STEPS OF LEACH ALGORITHM 

Step 1: Begin and construct WSS and WSN 

Step 2: Send node locations and residual energy information        

from nodes to base station 

Step 3: if Node Energy> Threshold Energy then Wait for    

cluster 

Step 4A: Send join request to CH and wait for TDMA  

schedule for head announcement 

Increasing node 

efficiency 
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Step 4 B: Node is selected as bunch head. 

Step 5: Search for clusters in interconnections 

Calculates the modularity (Q) of the clusters 

Step 6: if Q>Qmax then 

     Calculate the centroid of interconnections and its          

distance from the nodes closest to it 

Step 7: Assign highest weights to the nodes close to the 

centroid having residual energy than others. 

Step 8: Compute the estimated (normalized data accuracy) 

for the sensor nodes in interconnections. Plugin the weights 

of the nodes in terms of Energy and Precision constraints. 

Step 9: In the weights matrix obtain the best set of cluster. 

 

 

Fig. 4. Group Identification Access 

 

Fig. 5. Bunch head send data to bunch head 

STEPS OF GSTEB ALGORITHM 

 

Step 1: Create node 

i=nodeid; 

Set the routing channel; 

Set inienergy, resenergy; 

Set rad_range as default; 

Step 2: If((node in rad_range) && (next hop!=NULL) 

            then 

     Capture data load (node all); 

Step3:Create a node and configure                                     

 (rreq,rrep,tsend,trev,tdrop, inienergy, resenergy) 

Step 4: For i=0 to n 

     con_energy [i]=inienergy[i]-finalenergy [i] 

     total_energy[i]=<con_energy [i]) 

Step 5: if(max_energy[i] <con_energy[i]) then  

max_energy = con_energy[i]  

nodeid=i; 

step 6: If   (distance<300   &&max_energy [nodeid]   

>energy_neighbor [nodeid])  then  

step 7: Max energy node is the cluster head; 

V. RESULT AND DISCUSSION 

In LEACH, based on the distance the sensor energy 

consumption was reduced. The nodes will concentrate all the 

nodes. It only concentrate on specific nodes that transmit the 

data and information to the other node. It will load the data 

nodes more and more as shown on figure 4 and figure 5. 

 

 
Fig. 6. Delay xgraph loss 

 
Fig. 7. Delay xgraph loss 1 

                            In GSTEB, the nodes will concentrate 

all the nodes and do the data processing even though 

bandwidth is high and minimize   energy consumption 

efficiently compared to LEACH on shown in figure 6 

and figure 9. It reduces load. We have used E-GSTEB 

type of GSTEB for minimizing energy consumption 

 
Fig. 8. Parameter xgraph loss 
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Fig. 9. Parameter xgraph 

 

Fig. 10. Xgraph loss 1 

The Base station allocates nodes coordinates in each round. 

Interconnections transmit the data information being 

dynamically and individually 

 

Fig. 11. Xgraph loss 2 

The GSTEB chooses the nodes with residual energy to 

transmission the data information. The allocation of nodes 

will performed by the Base Station based area unit distance 

with the radius clusters are shaped. All the nodes will be 

covered with the other nodes. 

VI. CONCLUSION  

In this paper, we proposed an enhanced cluster head 
technique for energy consumption in data fusion. Data 
from different sensors are grouped and performed cluster 
heading. The simulation results show the minimized 
energy with enhanced (E-GSTEB) technique. Because of 
this energy reduction, network life time will get improve. 
This clustering techniques gives the more accurate data 

and data transmission is more efficient. This is done by 
using a particular data fusion technique. 
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Abstract—The major problem faced by the paralyzed people 

is their mobility. The quadriplegia, one of the serious disabilities 

affects all the four limbs and such persons need an external help 

to perform their daily activities. The main objective of this 

project is to provide an automated system for such people. 
Abstract discusses the possibility of developing a wheelchair 

whose motion can be controlled using eye blinks. User's eye 

gestures are translated to screen position using optical sensing in 

MATLAB. A camera mounted on the wheel chair recognizes the 

eye gaze/blinks and if it matches with the gestures in memory, 
motion control commands are generated by the micro controller 

depending on the coding. These commands drive the motors of 

the wheelchair. 

Keywords—Arduino UNO, Hough Transform, MATLAB, 

Webcam. 

1. INTRODUCTION: 

Wheel chair is a  versatility-based gadget for people with 

cutting edge/extreme physical disabilit ies. Different control 
interfaces have been created for wheelchair control, for 

example, joystick or head control. These types of interface are 
not accessible to the general population practically. Now, 

using eye squint and mouth signal, an alternate type of 
wheelchair control is conceivable. 

This report exhib its the plan, advancement and medicinal 
effect of a wheelchair with eye control. Indiv iduals with 

tetraplegia cannot work a wheelchair with  joysticks. In  any 
case, a few people truly  feel hard to control the bearing of the 

wheelchair with their hands because of loss of motion, the old,  
impaired. A wide scope of help gadgets and current hardware 

have been created to help improve their personal satisfaction. 

This innovation is a mix of an individual with incapacities in  
the public eye.  

Since all individuals cannot utilize the conventional electric 

wheelchair, there must be some correspondence between the 
client and the wheelchair to control it. It is ext remely hard for 

the handicapped client to drive the wheelchair with their 

arms.Some commonly used methods are mentioned such as: 
Voice Operated Wheelchair System[1],Head and Finger based 

Automated Wheelchair System[2], Eye Movement based 
Electronic Wheelchair System which uses MATLAB[3],Eye 

Movement based Electronic Wheelchair System which uses 

Raspberry Pi[5], Hand Gesture based Wheelchair System[4]. 
 

 Voice operated Wheelchair System[1] works based on 

input voice command delivered by the disable person. 

 Head and Finger based Automated Wheelchair 

System[2] works based on head and finger movements. 

 Eye Movement based Electronic Wheelchair System 

which uses MATLAB[3] works based on EOG 
(Electro-Oculogram). 

 Hand Gesture based Wheelchair System[4] works 

based on EMG (Electromyogram). 

 

In this paper our work mainly emphasizes on the eye blinks 
with help o f mouth gestures. By adding these mouth features 

number of instructions will be increased as shown in below 
Table:1. In ‘CascadeObjectDetector’, to detect eyes we used 

“Eye Pair Small” and to detect mouth we used “Mouth” in 
CascadeObjectDetector. 

 

1.1 Model Design algorithm: 

 

Fig.1- Wheelchair control system block diagram  

As shown in Fig.1 Facial features are recorded by the webcam 

and it is feed to the MATLAB as input. In MATLAB we will 

use Vio la Jones algorithm for detecting facial features and to 

detect the pupil we will use HOUGH transform. Now to 

interface the MATLAB with Arduino UNO there presents 

Arduino packages in the MATLAB toolbox. To run 

MATLAB code in Arduino, Arduino packages must be 

installed. Now Arduino is connected to L298N motor diver 

prototype for wheel moment. This L298N motor diver has 
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dual full bridge design. An Obstacle detection sensor is used 

to detect obstacle, when it detects then buzzer sound will be 

activated. 
 

2. PROPOSED METHODOLOGY : 

 

 

 

Fig.2-Flow chart 

 

Step by step working : 
 

 Web cam starts recording the facial features. If face is 
not detected then the program will be stopped, else 

ultrasonic modulo will be activated.  

 If obstacle is found then buzzer will ring otherwise 
further process will be takes place. 

 When mouth is open and 2 eyes are open then 
wheelchair starts moving forward. 

 When left eye is closed, right eye is open and mouth is 
closed then wheelchair starts moving left. 

 When left eye is open, right eye is closed and mouth is 

closed then wheelchair starts moving right. 

 When mouth and 2eyes are closed then wheelchair will 

move backwards. 

 

2.1 Working: 
Working of this project divided into 2 parts: 

 Detecting face using Viola Jones algorithm. 

 Continuous capturing of eyeball blinks with help of 

webcam and it is fed to MATLAB and Interfaced with 
Arduino board. 

 
2.1.1 Detecting face using Viola Jones algorithm : 

 
Using ‘CascadeObjectDetector’ we will detect eye-shaped 

objects based on their structure, Viola Jones Algorithm detect 
similar objects. Continuous snapshots of every 24 frame are 

taken and feature points  are saved.we capture 1 snapshot 

every second and process it based on the position of the 
object. Prev ious snapshot and current snapshot, features are 

detected and this is communicated to the wheelchair through 
the serial port. 

Vio la Jones Algorithm is to scan a sub-window in the 
detection of a face for the given input. Standard image 

processing approach will re-scale the input image fo r different 

sizes and then run the fixed  sized  detectors through these 
images. This approach is taking time instead of being pictures 

of large sizes. According to the standard perspective, Viola 
Jones re-measure the detectors rather than the input image and 

often with d ifferent sizes run the detectors with a picture. At 
first it seems both methods execution will take more t ime, but 

Vio la Jones has devised a wide-ranging revealing that 
requires the same number of calculat ions of any size  image. If 

webcam detects many faces, the program will be stopped 

because it is difficult  to recognize the o rig inal input. The 
above figure is not for example, to detect multip le face or 

face, it will not come to know the face. 

 

2.1.2 Continuous capturing of eyeball blinks with help of 

webcam and it is fed to MATLAB and Interfaced with 

Arduino board: 

Continuous snapshots are taken and is given as input to 
the MATLAB. Using HOUGH transform we will find 

arbitrary  shapes such as circles and ellipses. For detecting eye 
pupil HOUGH transform is useful. If pupil detected then 

consider that eye is open, else eye is closed. Where step by 
step process regarding the moment of wheel chair is discussed 

in above flow chart. Now the output of MATLAB is given to 

Arduino through serial communication. Here Arduino UNO 
board is used to perform moment of wheel chair. It  takes 

around 2 seconds(delay time) of t ime for each instruction to 
get executed and display the corresponding output results. 

Table.1 describes input instructions to the 
wheelchair.Designed prototype is shown in Fig.3. 
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Fig.3-designed prototype 

Table.1- Input Instruction 

 

3. RESULTS: 

The following cases of above table outputs are shown in the 

below. 

 When 2eyes are open and mouth is also open then 

wheel chair moves forward as shown in Fig.4.  

 When left eye is closed, right eye is open and mouth is 

closed then wheelchair moves left side as shown in 

Fig.5. 

 When left eye is open, right eye is closed and mouth is 

closed then wheelchair moves right side as shown in 

Fig.6. 

 When 2 eyes are closed and mouth is closed then 

wheelchair moves backward as shown Fig.7. 

 
  Fig.4- Forward Movement  

 

 
 Fig.5- Wheelchair moves left side 

 

  
Fig.6-Wheelchair moves right side     

 

 
               

Fig.7-Moves backwards 

 

3.1 Accuracy table: 
We conducted different t rails on normal and d isable people 

and those results are tabulated in  Table.2 and Table.3. The 
results are quite impressive and percentage of exactness is 

varied with person to person, but in each case the chances of 
positive detection are impressive. 

 

 

 

 

 

Right eye Left eye Mouth Wheelchair  

Open Open Open Forward 

Open Close Close Left side 

Close  Open  Close  Right side  

Close  Close  Close  Backward  
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Attempts done by normal persons: 

Table.2- Percentage of exactness for normal person 

 

Attempts done by disable persons: 

Table.3- Percentage of exactness for disable person 

 
The above data for normal and d isabled people are 

represented in graphical form as show in Graph:1 and 
Graph:2. 

Graph:1 describes number o f successful attempts made by the 

normal people. Graph:2 describes number of successful 
attempts made by the disable people. X axis describes the 

person and Y axis describe about the percentage of accuracy 

 

. 

 
Graph:1 

 

 

 

 

4. Conclusion: 
 

This paper’s work has been successful in developing an 
enhanced wheelchair movement system using facial gestures 

for the quadriplegia, disabled people. The primary purpose of 
this work is to develop a prototype that can detect obstacle 

and make disables self-dependent by increasing their range of 
mobility through the use of their own facial gestures including 

both eye and mouth movements. Wheelchair movement 

system has shown appreciable results with favorable 
outcomes and the efficiency of this new system is better than 

the previous developed prototypes for the disables. Future 
work for this system could be extended by improving speed 

and power controls of the system for developing a whole 
optimized system for disables.  
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Percentage of 

exactness 
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Abstract — Data transformation is converting input data 

from one form to another form. Normalization is a standard data 

transformation techniques which can be used to transform data. 

There are many types of normalization techniques, like Min-Max 

normalization, Cube Root normalization, etc. In this paper, we 

implement a two-phase normalization process. In the first phase, 

the data is normalized using Cube Root normalization.  Next, the 

normalized data is still more scaled by applying the logarithmic 

transformation.  Finally, the performance of the transformed 

values is evaluated against standard metrics. 

Keywords— Data Transformation; Mean Absolute Error; 

Normalization;  ROC Curve;  

I.  INTRODUCTION  

Data Transformation is an integral part of data 
preprocessing  phase in data mining lifecycle. In data 
transformation, data is converted from the existing form to a 
form appropriate for mining [1]. Better mining results are 
yielded if the data in the dataset are appropriately 
preprocessed and transformed. There are four major categories 
of transformation techniques. They are smoothing, 
aggregation, generalization, and normalization [2]. In this 
paper, we implement a novel normalization strategy by using 
log values.  This normalization strategy can be used by any 
data mining application of any industry to produce more 
accurate results. 

 

II. RELATED RESEARCH WORKS  

In the research work of Gopal Krishna, a normalization 
technique named Integer Scaling normalization was 
introduced. Integer scaling normalization was tested on three 
datasets. This normalization technique produces values 
between 0 and 1 effectively [3]. Three normalization 
technique was compared in the research work of Saranya and 
Manikandan. Their work normalized the age attribute in the 
dataset. K-Means clustering was used to test the normalized 
datasets. This research work reveals that Min Max 
normalization performed well than other normalization 
techniques [4]. In the next work of Zuriani and Yuhanis 
existing normalization techniques was analyzed to predict 
dengue fever outbreak. Two dengue dataset and one sample 
dataset for rainfall prediction dataset were used in their work. 

Maximum accuracy achieved after normalization was 83.4%. 
In their work, it was found out that decimal scaling 
normalization performed well than other techniques [5]. 

III. DESIGN AND IMPLEMENTATION 

The required dataset is downloaded from the UCI 
repository. The dataset used in this work is students academic 
dataset [6]. This dataset is used to predict the performance of 
the students. This dataset contains 33 attributes of personal, 
academic, social, demographic traits of a student. This work 
mainly focuses on three main attributes in the data set namely 
grade 1, grade 2 and grade 3. In this work, we implement a 
two-phase normalization process.  

A. Phase 1: Cube Root Normalization 

In the first phase, the grade values in grade 1, grade 2 and 
grade 3 is normalized using cube root normalization. i.e., we 
take each mark (x) in grade 1, grade 2 and grade 3 find out its 
cube root value. 

Let X be the mark acquired by the students 

       X1 = ∛ X 

X1 is the output of Phase 1. 

B. Phase 2: Log Normalization 

In the second stage, we take X1 values and scale it further 
more by finding log values of X1.  

X2 = log (X2) 

X2 is the output of Phase 2. To the X2 values, we apply 
decision tree classifier to determine the accuracy and AUC 
values. 

C. Software Implementation 

 Phase 1 and Phase 2 of this work is carried out in Matlab 
2018a. First the dataset is imported. Cube root values (X1) of  
grade 1, grade 2,grade 3 are found out using the cube root 
formula, X1 = (sign(x).*abs(x.^(1/3))) [7]. Then we find out 
log values (X2) of X1 using the log formula (X2=log(X1)). 
Then we use the classification learner app to determine the 
effectiveness of the normalized dataset. In the classification 
learner app, we use Fine Tree classifier to determine the 
accuracy and AUC values of the normalized datasets.  
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Fig 1:  Working Principle 

 

The above figure shows the working principle of this research 
work. In Phase 1, we perform cube root transformation and 

Phase 2 perform log normalization.  
 

IV. RESULTS AND DISCUSSIONS 
 

The performance of this proposed work is analyzed in 
terms three metrics. The metrics are Accuracy, Mean Absolute 
Error [8] and Roc curve. The experimental values of the 
metrics are as follows. 

A. Accuracy 

Accuracy of the dataset before preprocessing is 85.6%.           
 Accuracy after cube root normalization is 85.1 %.                 
 Accuracy  after log - cube root normalization is 86.6 %.  

B. ROC Curve 

ROC Curve of the datasets is given below. AUC Value 
indicated the capability of the model in distinguishing between 
two groups [9]. The following figures shows the ROC Curve 
with AUV values of the datasets.      

                                        
Fig 2: No Preprocessing 

 

 

Fig 3:  Cube Root Normalization  

 

Fig 4: Log - Cube Root Normalization  

C. Mean Absolute Error (MAE) 

MAE before preprocessing is 9.10 %.                                             
MAE after cube root  normalization is  0.52 %.                          
MAE after log - cube root normalization  is 0.07 %.  

In all the comparisons it is found out that, academic dataset 
which undergoes two phase normalization performed well 
than academic dataset with no preprocessing or dataset 
preprocessed with cube root normalization. Comparing the 
accuracies, it can be found that high accuracy of  86.6%  is 
achieved by the academic dataset after log cube root 
normalization. The Mean absolute error is also less (0.07) and 
AUC value is higher (0.80) for the academic dataset which 
underwent two-phase normalization. Hence it can be seen, that  
the proposed normalization strategy decreases the mean 
absolute error and increases the accuracy and AUC value of 
academic dataset. It can be taken from here that log - cube root 
normalization is very effective in improving the performance 
of mining works related to academic datasets. So, researchers 
working on academic datasets can use log - cube root 
normalization to improve the performance of their works. 
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V. CONCLUSION 

In this paper, we introduce a two-phase normalization 
strategy using the log and cube root values. The academic 
dataset from the UCI repository is used in this work.  From the 
experimental results of this work, we can conclude that our 
normalization strategy produces better results in terms of 
accuracy and mean absolute error. So, for preprocessing 
academic datasets, it is highly recommended to use log - cube 
root normalization. As future directions, we can implement 
log-square root normalization or implement multi phase 
normalization technique using max min normalization, cube 
root normalization and square root normalization together. 
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Abstract—Super resolution algorithms always used as a trade-

off between the cost of the high definition (HD) cameras and the 

quality and/or clarity of the image obtained. There are various 

predefined algorithms that obtain Super Resolved images from 

Low Resolution (LR) images, some (such as, Convolutional Neural 

Network (CNN), Deep learning, Sparse Representation based 

algorithms) gives better results for e.g. deburring of zoomed part, 

removal of noise, color enhancement and so on but are 

computationally complex or hard to implement in real-time 

environment whereas some are very simple to use (such as, 

interpolation based, wavelet based algorithms) but lack quality for 

e.g. ringing artifacts, edge blurs, poor image quality etc. In this 

paper, we proposed a method that combines advantages of some 

of the above mentioned methods. Our proposed method obtains 

High Resolution (HR) image using saliency model for detection of 

visually dominant regions, Discrete Wavelet Transform (DWT) 

for extraction of high frequency details, finally Multi-layer 

Perceptron (MLP) and Particle Swarm Optimization (PSO) for 

interpolation. Experimental results visually and quantitatively 

show that for considered test images our proposed super 

resolution method appears to be most promising compared to bi-

cubic, Chopade et al., Yu et al. and Man et al. methods. 

Keywords—resolution; saliency; wavelet transform; particle 

swarm optimization; multi-layer perceptron 

I.  INTRODUCTION 

Nowadays many applications and systems entirely depend 
upon images for processing, e.g., different biometric systems as, 
iris recognition system which uses unique patterns of a person’s 
eye veins for recognition, fingerprint scanner that uses physical 
differences in bridges and valleys or medical imaging systems, 
radiography, tomography, MRI, ultrasound, elastography, etc. 
that used for medical diagnosis or surveillance systems and 
many more. Such applications require very minute details for 
processing and the outcome relies entirely on the input images 
therefore quality is the basic necessity for such applications, LR 
images cannot be used as an input for such applications because 
these images appear pixelated and contain very less details and 
we cannot extract required details like, edge information, color 
information, etc. from such images. High quality images can be 
obtained using High Definition (HD) cameras but, cost of such 
cameras is high and cannot be always used as a preferable 
solution and here come the super resolution (SR) algorithms into 
the picture. SR algorithms can convert Low Resolution (LR) 

images into HR images with much less expenses as compared 
with the cost of HD cameras [1]. 

Researchers have proposed several solutions for SR problem 
in both frequency as well as in spatial domain. Frequency 
domain consists of Complex Wavelet Transform (CWT), 
Discrete Wavelet Transform (DWT), Stationary Wavelet 
Transform (SWT), Fast Fourier Transform (FFT), Discrete 
Fourier Transform (DFT), etc. Eason et al. in [2] combined 
CWT, Wavelet zero padding (WZP) and Cycle Spinning (CS) 
for obtaining HR image. Gajjar et al. [3] used DWT so as to 
extract high frequency details to reduce edge blurs in 
combination with learning and maximum a posteriori (MAP) 
approach, finally gradient descent method is used for 
minimization of the cost function and the image obtained is the 
HR image. Anbarjafari et al. [4] proposed a method in which 
high frequency sub bands obtained after DWT and the original 
LR image are interpolated then Inverse DWT is used in order to 
obtain the final HR image. Chopade et al. [5] proposed SR 
method that uses SWT in combination with DWT to avoid 
information loss that occurs due to down sampling in DWT. The 
extraction of neighbouring information required for the 
interpolation process is more effective if we are using the 
decomposed image compared to the use of the original LR image 
therefore we have used DWT in our proposed method. 

Spatial domain methods include interpolation, 
reconstruction, filtering, sparse representation, learning, 
optimization etc. Interpolation based techniques are generally 
categorized as classical interpolations and edge based 
interpolations [6, 7]. Classical interpolations include linear i.e. 
nearest neighbour, bi-linear and non-linear i.e. cubic, bi-cubic 
and spline interpolation methods but mostly these methods are 
combined with other methods like wavelet based, learning based 
optimization based methods for obtaining better results because 
if used alone these methods suffer from reconstruction artifacts 
like jaggings, saw tooth edges, edge breaks, ringing effects etc. 
In edge based interpolation techniques recognition of edge 
region is done and then interpolation is used accordingly 
therefore such methods provide better results in edge regions. 
Although edge directed interpolations provide better results than 
classical interpolations, all these methods use duplication of 
available information for missing pixel calculation and therefore 
suffer from jagging, ringing and blurring effects. 

To overcome the shortcomings of interpolation based 
methods several learning based methods have been introduced 
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[7-10]. CNNs and Deep learning algorithms provide excellent 
results [7] but are computationally complex to avoid this 
complexity simple networks like multi-layer perceptron (MLP), 
Radial Basis Function (RBF), Backpropagation network etc. are 
widely used [8-10]. San et al. [8] have used MLP and RBF in 
combination with wavelet packet transform for high frequency 
extraction whereas Man et al. [9] have proposed a method that 
uses registration process for estimation of relative motion 
between different LR images and then three layer MLP is used 
for interpolation. Hasan et al. [10] have used one of the 
algorithm from nearest neighbour, bi-linear and bi-cubic 
interpolation for the upscaling method and then feed forward 
backpropagation network is used for increasing quality of the 
interpolation. Instead of duplicating the neighbouring 
information, learning based methods actually learns to create a 
new pixel using available neighbouring information this 
enhances the quality of the resulting HR image therefore in our 
proposed method we have used learning based interpolation 
using MLP instead of classical interpolations. 

PSO is used to optimize complex and non-convex cost 
functions obtained after various learning or reconstruction based 
methods and also for enhancement of the SR results in many 
algorithms along with classical interpolations or cutting edge 
learning based methods [11-14]. Gajjar et al. [11] have used 
PSO for final optimization of the cost function obtained after 
wavelet based learning and Maximum a posteriori markov 
random field (MAP-MRF). Quraishi et al. [12] have evolved a 
method which uses DWT and linear interpolation for obtaining 
HR images from input LR images subsequently PSO is used for 
enhancement of the results whereas Chen et al. [13] have used 
PSO only for the edge region, saliency model is used for the 
estimation of the edge region, and later, to obtain the HR image 
Artificial Neural Network-PSO (ANN-PSO) is applied in the 
estimated edge region and bi-linear interpolation is applied in 
non-edge region. Yu et al. [14] have proposed a mixed PSO 
algorithm for reconstruction based SR process to avoid 
shortcomings of basic PSO. Inspired by advantages of PSO, we 
have used it in our proposed method for visually dominant 
regions so as to avoid cracked, jagged or blurred edges and 
indirectly to enhance the interpolation process in that particular 
region. 

Considering above mentioned points, we proposed an 
approach that integrates benefits of saliency model, DWT and 
PSO and MLP based interpolation to obtain HR images. The 
rest of the paper is organized as: In section II proposed method 
is discussed briefly. In section III experimental results 
(quantitative as well as visual) are presented for considered test 
images and section IV concludes the paper. 

II. PROPOSED METHOD 

Saw tooth or cracked edges is the most common problem in 
classical bi-cubic interpolation however some researchers tried 
to address this problem, combination of SWT with DWT proved 
to be better up to certain extent [5, 9], whereas Yu et al.’s method 
uses mixed PSO only for enhancement to overcome problems of 
all these methods we have proposed saliency guided SR method. 
In our proposed method Phase Spectrum of Quaternion Fourier 
Transfer (PQFT) saliency model is used to detect visually 
dominant regions and to generate the saliency map, DWT is used 

for extraction of the high frequency details, Missing HR pixel 
calculation is done with the help of MLP based interpolation in 
background region and using PSO based interpolation in 
visually dominant region. In-depth flow of our proposed method 
is given in the following section and the schematic diagram for 
obtaining HR image is shown in Fig.1. 

 

Fig. 1. Schematic diagram of our proposed SR method 

A. Saliency Model: Phase Spectrum of Quaternion Fourier 

Transform 

Saliency model is used to detect and extract visually 
dominant regions from an image [15]. Broadly saliency 
detection methods can be divided as spatial and frequency 
domain methods. Spatial domain methods are, Classical Itti 
model, AC algorithm, Region based Contrast (RC) model, 
Histogram based Contrast (HC) model, Context based CA 
(Context Aware) model, Graph Theory based algorithm, etc. but 
shortcomings of these spatial domain based saliency detection 
methods are these have very high computational complexity and 
are very sensitive to parameter selections therefore not very 
useful for real-time systems whereas frequency domain based 
saliency detection methods have comparatively low 
computational complexity and feature extraction is easier as 
compared with spatial domain methods therefore we have 
chosen frequency domain based saliency detection. Frequency 
domain based saliency detection methods include, PQFT, 
Spectral Residual, MSS (Maximum Symmetric Surrounded) 
and FT (Frequency Tuned) methods. 

In our proposed method saliency is used as a sort of image 
segmentation that segments image into visually important and 
background part and output of this process is a saliency map. 
This acquired saliency map is then used for selection of the 
interpolation process. We have used PQFT algorithm for 
saliency detection, which uses only the phase spectrum of the 
input image after application of the Fourier transform but 
discards the magnitude spectrum and then by applying inverse 
Fourier transform obtained output is a saliency map of the input 
image. This saliency map contains only binary values, 1 for 
visually important regions and 0 for background regions. 

Edges play a very vital role in the image. Interpolation 
process causes smoothing of the edges which degrades the 
quality of the resultant HR image, therefore to preserve the edge 
information extraction of high frequency details is essential and 
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we have used wavelet transform for this. Original LR image is 
used as an input for DWT and not the saliency map. 

B. Wavelet Transform:  Discrete Wavelet Transform 

Wavelet Transforms decompose signals into both time and 
frequency domains that means it uses functions localized in both 
real and Fourier space. There are two main categories of wavelet 
transform one is a Continues Wavelet Transform (CWT) and 
other one is a Discrete Wavelet Transform (DWT). When 
wavelet transform uses discrete set of wavelets it is known as 
DWT, which fragments image into four mutually orthogonal set 
of components i.e. one low frequency sub band: LL known as 
approximation component which can be used for further 
decomposition and three high frequency sub bands LH, HL and 
HH represent vertical, horizontal and diagonal details 
respectively [16]. One – level decomposition using DWT is 
shown in Fig. 2. 

 

Fig. 2. One - level decomposition of an image using DWT 

Haar, Daubechies, Morlets, Symlets, Meyer, Coeiflets and other 
real wavelets are different kinds of mother wavelets, among 
these wavelets, Haar wavelet is the simplest and since it is less 
smooth than other wavelets, it provides better results for the area 
with sharp edges. Therefore we have chosen Haar wavelet in our 
proposed method. 

Each sub band obtained after DWT is divided into 
overlapping windows of 4×4 size and compared against the 
corresponding saliency map to check whether that window falls 
under the visually dominant region or not. If out of 16 pixels 8 
or more pixels are having value 1 in the respective saliency map 
then that window falls under the visually dominant region and 
processed using PSO based interpolation otherwise it falls under 
the background region and processed using MLP based 
interpolation. 

C. Optimization: Particle Swarm Optimization 

The particle swarm optimization is a search algorithm 
motivated by the social behaviour of birds within a swarm and 
therefore the name is particle swarm. In PSO each particle 
modifies its position and velocity according to the neighbouring 
information, which indicates that each particle within the swarm 
is influenced by other particles [17]. Based on the fitness 
function, position and velocity updation of each particle is done 
respectively, by following equations. 

𝑝𝑖(𝑡 + 1) = 𝑝𝑖(𝑡) + 𝑣𝑖(𝑡 + 1)

𝑣𝑖(𝑡 + 1) = 𝑣𝑖(𝑡) + 𝑐 × 𝑟1(𝑡)[𝑏𝑖(𝑡) − 𝑝𝑖(𝑡)] + 𝑠 ×

𝑟2(𝑡)[�̂�(𝑡) − 𝑝𝑖(𝑡)]

Where 𝑝𝑖(𝑡) and 𝑣𝑖(𝑡) are position and velocity of the particle 
‘i’ at time step ‘t’ respectively, 𝑐 and 𝑠 are cognitive and social 
components respectively, 𝑟1 and 𝑟2 are any random numbers 
between 0 to 1, 𝑏𝑖(𝑡) is the personal best position which is the 
best position of the particle from the first iteration/time step till 

the current time step and �̂�(𝑡) is the global best position within 
the swarm i.e. the best of the personal best. 

In our proposed method swarm is a window of size 4×4 and 
each pixel within the window is a particle. As our proposed 
method uses PSO only for the visually dominant region, only 
those particles having value 1 in the corresponding saliency map 
are considered while modifying position and velocity based on 
the fitness function. The fitness function is defined as: 

𝑓 = 𝑚𝑖𝑛 (|ℎ𝑤𝑖𝑛𝑑𝑜𝑤 −
𝑝𝑖×�̂�𝑤𝑖𝑛𝑑𝑜𝑤

∑ 𝑝
𝑗(𝑖𝑓𝑓 𝑝𝑗

′=1)
16
𝑗=0

|)                        (3) 

Where ℎ𝑤𝑖𝑛𝑑𝑜𝑤  is the actual HR coefficient from the original 
HR image that is to be calculated, �̂�𝑤𝑖𝑛𝑑𝑜𝑤 is the global best for 
that particular window. Updation of position and velocity using 
(7) and (8) is done until there is no change in the global bests for 
continuous five iterations. 

D. Learning: Multi-layer Perceptron 

MLP is a feed forward neural network that uses supervised 
type of learning. That means for the learning process target 
vector is required for each of its input vector, this pair of input 
and target vector is called as training pair [18]. Number of 
hidden layers are variable and the values of hidden layer neurons 
are calculated using following equation. 

𝑧𝑗 = 𝑏𝑗 + ∑ 𝑥𝑖𝑤𝑖
𝑛
𝑖=0  

Where, 𝑧𝑗 is a hidden layer neuron, 𝑏𝑗 is a bias, 𝑥𝑖 is an input and 

𝑤𝑖  is a weight between input layer and hidden layer. 

Output of MLP is calculated using 

𝑦 = 𝑏 + ∑ 𝑧𝑗𝑣𝑗
𝑚
𝑗=0 

Where, y is a value of output neuron and 𝑣𝑗 is a weight between 

hidden layer and an output layer. 

Learning process of any neural network is associated with the 
weight updation and in MLP weight updation and bias updation 
is done using following equations respectively, 

𝑤𝑗(𝑛𝑒𝑤) = 𝑤𝑗(𝑜𝑙𝑑) + 𝛼𝑡𝑥𝑗 

𝑏𝑗(𝑛𝑒𝑤) = 𝑏𝑗(𝑜𝑙𝑑) + 𝛼𝑡

Where, 𝛼 is a learning factor and 𝑡 is a target pixel value. 

In our proposed method we have used two hidden layers for 
MLP. Input layer consists of 16 pixels which are taken from 4×4 
window, first hidden layer also contains 16 pixels which are 
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LL LH 
Image 
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calculated using (3), second hidden layer contains 4 pixels which 
are also calculated using (3), output layer contains only one pixel 
which is calculated using (4) and this output value is our 
calculated HR coefficient. This calculated HR value is then 
compared with the actual HR image’s corresponding coefficient 
and difference is calculated. If this difference is greater than 25 
% then weight and bias updation is done using (5) and (6) 
respectively otherwise no weight updation is required. Fig. 3 
shows structure of used MLP in proposed method. 

 

Fig. 3. Structure of the MLP used in proposed method 

E. Interpolation 

Interpolation is a process that uses known neighbouring pixel 
values for insertion of the new data at unknown points. In a 
procedure of conversion from LR image to HR image 
interpolation is used for calculation and insertion of unknown 
HR pixel with the help of neighbouring known LR pixels [6]. 

In proposed method interpolation is done using both learning 
i.e. MLP and optimization i.e. PSO methods, for this bi-cubic 
interpolation is taken as a base. In bi-cubic interpolation 16 
neighbouring pixels of unknown pixel are used for weighted 
average as shown in Fig. 4. 

 

Fig. 4. Process of bi-cubic interpolation 

In Fig.4 left most figure represents 16 known LR pixels, middle 
figure represents intermediate value calculation and final HR 
pixel calculation is shown in the right most figure. Blue coloured 
pixels are known LR pixels, as shown in the middle image, using 
weighted average of these pixels, 4 red coloured pixel values i.e. 
intermediate values are calculated horizontally, after that as 
shown in the right most image, vertical weighted average of 
these 4 intermediate values gives value of HR pixel. 

F. Inverse Discrete Wavelet Transform 

The Inverse of the DWT process is known as IDWT, and it 
is used to reconstruct the processed sub bands [16]. In our 

proposed method after PSO and MLP based interpolation, these 
interpolated high frequency sub bands and the interpolated LR 
image are combined using IDWT. First-level IDWT is shown in 
Fig. 5. 

 

Fig. 5. Inverse Discrete Wavelet Transform of an image 

III. RESULTS AND DISCUSSIONS 

Here, we have used “Football”, “Baboon”, “House”, 
“Letters”, “Parrot”, “Monarch”, “Foreman”, “Peppers”, 
“Texture 1” and “Texture 2” as test images for experimental 
purpose, as shown in Fig. 6. Experiments are performed on Intel 
core 3, 2.3 GHz processor with 4 GB RAM using MATLAB 
2016a. 

 

Fig. 6. LR Test images: (a) Baboon, (b) Letters, (c) House, (d) Football, (e) 

Monarch, (f) Foreman, (g) Peppers, (h) Parrot, (i) Texture1 and (j) 
Texture2 

Performance evaluation of our proposed method with four 
predefined methods viz., bi-cubic method [6], Chopade et al. [5], 
Yu et al. [14], and Man et al. [9] using our considered test 
images is shown visually (as shown in Figs. 7-16) as well as 
quantitatively. For quantitative performance evaluation, we have 
used three full reference image quality estimation parameters 
viz., Peak Signal to Noise Ratio (PSNR), Structural Similarity 
Index (SSIM) and Normalized Cross Correlation (NCC) [19, 
20]. Experimental results of these quality assessment parameters 
for all the considered methods and for our proposed method are 
listed in Table I also, Bar charts for each of the quality 
assessment parameters are shown in Figs. 17 (a-c). 

In this paper, we have concentrated our work in the visually 
dominant region and for that saliency model and DWT are used. 
Therefore from the cropped part of Figs. 7-16 (e) we can see that 
our method gives better results in both edge as well as in non-
edge region. Also, Results of quality assessment parameters of 
our proposed method for considered test images are high 
compared to bi-cubic, Chopade et al., Yu et al. and Man et al. 
methods as shown in Table I. 
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Fig. 7. Baboon: HR images for methods: (a) Bi-cubic [6], (b) Chopade et al. [5], (c) Yu et al. [14], (d) Man et al. [9] and (e) proposed 

 
Fig. 8. Letters: HR images for methods: (a) Bi-cubic [6], (b) Chopade et al. [5], (c) Yu et al. [14], (d) Man et al. [9] and (e) proposed 

 
Fig. 9. House: HR images for methods: (a) Bi-cubic [6], (b) Chopade et al. [5], (c) Yu et al. [14], (d) Man et al. [9] and (e) proposed 

 
Fig. 10. Football: HR images for methods: (a) Bi-cubic [6], (b) Chopade et al. [5], (c) Yu et al. [14], (d) Man et al. [9] and (e) proposed 

 
Fig. 11. Monarch: HR images for methods: (a) Bi-cubic [6], (b) Chopade et al. [5], (c) Yu et al. [14], (d) Man et al. [9] and (e) proposed 

(a) (b) (c) (d) (e) 

(a) (b) (c) (d) (e) 

(a) (b) (c) (d) (e) 

(a) (b) (c) (d) (e) 

(a) (b) (c) (d) (e) 
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Fig. 12. Foreman: HR images for methods: (a) Bi-cubic [6], (b) Chopade et al. [5], (c) Yu et al. [14], (d) Man et al. [9] and (e) proposed 

 
Fig. 13. Peppers: HR images for methods: (a) Bi-cubic [6], (b) Chopade et al. [5], (c) Yu et al. [14], (d) Man et al. [9] and (e) proposed 

 
Fig. 14. Parrot: HR images for methods: (a) Bi-cubic [6], (b) Chopade et al. [5], (c) Yu et al. [14], (d) Man et al. [9] and (e) proposed 

 
Fig. 15. Texture1: HR images for methods: (a) Bi-cubic [6], (b) Chopade et al. [5], (c) Yu et al. [14], (d) Man et al. [9] and (e) proposed 

 
Fig. 16. Texture2: HR images for methods: (a) Bi-cubic [6], (b) Chopade et al. [5], (c) Yu et al. [14], (d) Man et al. [9] and (e) proposed 
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TABLE I.  RESULTS FOR PSNR, SSIM AND NCC COMPARISON OF OUR PROPOSED SR METHOD WITH BI-CUBIC [6], CHOPADE ET AL. [5], YU ET AL. [14], AND 

MAN ET AL. [9] METHODS ON CONSIDERED TEST IMAGES 

 Baboon Letters House Football Monarch Foreman Peppers Parrot Texture1 Texture2 

PSNR 

Bi-cubic 24.973 21.012 22.528 30.075 27.019 19.324 31.096 24.368 17.012 18.637 
Chopade et al. 24.608 22.491 26.799 31.015 27.223 24.860 32.631 26.786 22.595 17.113 

Yu et al. 24.764 22.745 24.048 28.284 27.138 27.023 32.354 24.677 26.897 18.643 
Man et al. 25.368 24.953 31.323 34.414 28.982 27.465 32.352 30.619 35.127 20.373 
Proposed 27.834 24.826 31.992 35.347 30.395 27.467 33.989 34.013 38.916 20.994 

SSIM 

Bi-cubic 0.6051 0.7684 0.8269 0.6382 0.6792 0.7399 0.6801 0.6965 0.9131 0.7617 
Chopade et al. 0.5360 0.8323 0.9095 0.8761 0.6984 0.9095 0.7263 0.7237 0.8177 0.7566 

Yu et al. 0.6297 0.7283 0.9103 0.6120 0.7193 0.7594 0.8823 0.8034 0.9062 0.7509 
Man et al. 0.7367 0.9131 0.9446 0.8950 0.8955 0.9210 0.8261 0.9100 0.9723 0.7718 
Proposed 0.9453 0.9368 0.9701 0.8992 0.9268 0.9222 0.8792 0.9294 0.9903 0.7959 

NCC 

Bi-cubic 0.5372 0.6073 0.6994 0.8592 0.5970 0.8867 0.6977 0.6828 0.5929 0.4981 
Chopade et al. 0.4352 0.5844 0.6798 0.8535 0.5924 0.8801 0.6972 0.6745 0.5382 0.4567 

Yu et al. 0.4171 0.5526 0.6640 0.7563 0.5643 0.8521 0.6185 0.6850 0.4378 0.4483 
Man et al. 0.4123 0.5487 0.6785 0.8196 0.5673 0.8657 0.6094 0.6456 0.5284 0.4495 
Proposed 0.4089 0.5647 0.6473 0.8070 0.5247 0.6670 0.5373 0.6138 0.4937 0.4518 

Figs. 17 (a-c) gives bar charts for quantitative performance 
evaluation of our proposed method with the four considered 
methods, where, light blue bar represents our proposed method. 

 

(a) 

 
(b) 

 
(c) 

Fig. 17. Bar charts representing comparison of (a) PSNR, (b) SSIM and (c) 

NCC of our proposed method with considered SR methods for 

considered test images 

IV. CONCLUSION 

In this paper we proposed Saliency guided Image Super 
resolution using PSO and MLP based interpolation in wavelet 
domain, and therefore tried to combine advantages of all these 
methods. Though interpolation based methods produce 
processing artifacts, combining them with DWT, MLP and PSO 
avoids this problem also complexity of interpolation based 
methods is less than other SR methods therefore our proposed 
method acts as a mid-way between the complexity and the 
quality. Experimental results for considered test images show 
that our method gives a promising solution for SR problem and 
outperforms other considered methods. 

However, selection of window for PSO or MLP based 
interpolation is based on the fixed condition i.e. if window 
contains 8 or more occurrences of 1 in its corresponding saliency 
model, then that region is considered as visually dominant 
region. This condition can be automated, but complexity of the 
solution will increase subsequently therefore, there is a need to 
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find a solution that will automate the process but will also not 
increase the complexity. 
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Abstract— Because of man-made occasions and regular causes, 

numerous areas on the land are experiencing quick and wide-

running changes in vegetation spread. Vegetation is the significant 

piece of land spread and its progressions have a significant effect on 

the vitality and mass biochemical cycles. It is also a key marker of 

territorial natural condition change. Change discovery alludes to 

the way toward recognizing contrasts in the condition of a state by 

watching it at various occasions. The Multi Spectral Remote 

Sensing pictures are proficient for acquiring a superior 

comprehension of the earth condition and its changes. A 

Convolution Neural Network (CNN) plays a prominent role in 

classifying the images more accurately, compared to other Machine 

Learning algorithms. This paper concentrates on identifying the 

vegetation change in Bapatla region of Andhra Pradesh state, India 

between the years 2015 to 2017 using multi spectral Landsat images 

and deep learning techniques and the experimental results shown a 

decrease in vegetation land in approximately 240 square kilo 

meters. 

Keywords— Change Detection; Convolution Neural Network; 

Multi spectral; Vegetation Cover 

 

I. INTRODUCTION 

Due to the normal catastrophes and the occasions made by 
man on nature, fast changes are being seen on the society in 
numerous countries[1]. To get by on the earth, vegetation is 
one of the major source and profitable asset accessible on the 
earth. In order to understand and manage environment at large 
variety of temporal and spatial scales, up-to-date and reliable 
information is required all the time.  

So as to spare these assets, one way is to gather the satellite 
pictures of those specific territories amid various timespans and 
investigate the progressions before they get vanished. 
Remotely detected information like aerial photos and satellite 
pictures are the main alternative that permits identifying land 
spread changes on a vast scale [2].  

Satellite pictures have the capability of offering the most 
exact and most recent data contrasted with measurable, 
topographic or land use maps.  

 

 

 

 

 

   Manually, the changes cannot be identified from those images. 
Therefore, advanced techniques and systems are required to find 

out them. At present the Deep Learning Methods are very 

commonly used to trace out these changes [3]. In this paper, the 

vegetation land change in Bapatla region of Andhra Pradesh 

state, India between the years 2015 to 2017 was identified using 

Convolution Neural Network (CNN) [4] and to cross-check the 

acquired outcomes, Natural Difference Vegetation Index 

(NDVI) [5] concept was used.  

   The changes obtained through both the concepts were 

compared and it was observed a decrease of vegetation land in 

nearly 240 sq. km  from both the methods. 

 

II. LITERATURE REVIEW 

   Kevin and Louis de Jong [6] proposed an effective 
unsupervised technique for recognizing pertinent changes 
between two unique images of the equivalent scene. A CNN 
for semantic division is executed to separate compacted picture 
highlights, just as to group the identified changes into the right 
semantic classes. A difference picture is made utilizing the 
element map data created by the CNN, without unequivocally 
training on the target contrast pictures.  

   Kyungsun and Lim [7] proposed a novel change calculation 
for high goals satellite pictures utilizing CNNs, which does not 
require any preprocessing, for example, ortho-amendment and 
classification was proposed. They planned three encoder-
decoder-organized CNNs, which yield change maps from an 
info pair of RGB satellite pictures.  

   Antonio Mazza [8] proposed a little sans cloud division of the 
objective picture, a smaller CNN is prepared to play out the 
ideal estimation. To approve the proposed methodology, they 
centered around the estimation of the NDVI, utilizing coupled 
Sentinel-1 and Sentinel-2 time-arrangement obtained over a 
rural area.  

   Meera Gandhi. G [9] presented an upgraded Change 
Detection technique for the examination of Satellite picture 
dependent on NDVI. NDVI differencing was used as change 
detection method. 
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   Majed and Ibrahim [10] proposed that Remote Sensing 
information in blend with the fitting multispectral groups, for 
example, Landsat OLI/TIR and TM information were utilized to 
change discovery of vegetation spread utilizing vegetation 
records for the times of 1990 – 2015 in Ajloun zone, where this 
investigation zone has the most forest cover in Jordan.  

 

III. THEORETICAL BACKGROUND 

   Different Algorithms are available in Machine learning and 
deep Learning for classification. Here CNN was used for 
accurate classification. And NDVI was used to validate the 
results obtained from CNN.  

A. CNN 

   Convolutional Neural Networks are complex feed forward 
neural systems [4]. CNNs are utilized for image classification 

and recognition in view of its high accuracy. Major steps in 

classifying the images in the present work are as follows. 

Input: Training Data, Output: Classified image 

Step-1: Take the image dataset.   

Step-2: Pass the data set through the first layer called         

             convolutional layer (Conv2D) with activation  

             function relu and filter of size (1,1). 

Step-3: Flatten the output from conv2D layer. 

Step-4: Give the flattened image to the Dense layer  

             with 64 neurons and activation function, relu. 
Step-5: Repeat Step 4 again with 32, 16 neurons and   

             with same activation function. 

Step-6: Give the output from step 5 again to the   

             Dense layer with softmax activation function   

             for 5 classes. 

Step-7: Obtain final classified image output. 

 

B. NDVI 
   The Chlorophyll in the plant observes visible light and 
transmits the Infrared light. The vegetation rate can be 
determined dependent on this wonder. NDVI evaluates 
vegetation by estimating the distinction between near infrared 
(which vegetation emphatically reflects) and red light (which 
vegetation assimilates). NDVI dependably extends from - 1 to 
+1. Negative quantities near -1 represent water bodies, values 
near +1 represent thick green leaves and NDVI near Zero 
indicate urban land [5]. 

NDVI will be calculated using equation 1 

          NDVI =  
NIR−Red

NIR+Red
            (1) 

 
where Red and NIR are the spectral reflectance measurements 
obtained in the red (visible) and near- infrared regions.  

C. Accuracy 
   Accuracy is the most natural execution measure and it is 

essentially a proportion of effectively anticipated observation to 

all observations. The accuracy can be calculated using equation 2 

[11]. 

 

 

 

 

 

 

 
 

 

 

                 Accuracy =  
TP+TN

TP+FP+FN+TN
      (2) 

 

Where, True Positives (TP) and True Negatives (TN) are 
the effectively predicted positive and negative classes 
which imply that the predicted positive and negative 
classes are same as actual positive and negatives. 
Whereas False Positives (FP) and False Positives (FP) 
occur when the actual and predicted values are different. 

 

IV. EXPERIMENTAL RESULTS 

   The essential purpose for this research work is to 
discover whether the vegetation has expanded or 
diminished amid various timeframes. Figure 1 indicates 
the flow involved in this work.  

 
Fig.1. Architecture diagram 

 

A. Dataset and Software used 

   The Source for the Dataset is US government Earth Explorer 
website (http://earthexplorer.usgs. gov/) [12]. Here Landsat 7 

ETM scenes containing Bapatla, Guntur District, Andhra 

Pradesh, India Datasets with Latitude 15° 53' 47.8392'' N and 

Longitude 80° 27' 37.5624'' E.  were considered. These are the 

multi-spectral images, comprising of 8 bands, for the years 

2015 and 2017. To achieve this study, experimentation was 

done using Anaconda3 Installer  version 5.3.0 with Python 

version 3.7. 

B. Data Preprocessing 

The aim of Pre-processing is an improvement of the image 
data that suppresses unwanted distortions or upgrades some 
image features for further processing. Data preprocessing here 
involves the Normalization, which evacuate the radiometric 
errors and effects of atmosphere by ‘atmospheric correction’ on 
the satellite images [13]. Next, image cleaning, which involves 
the removal of noise and Brightness corrections were performed. 
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C. Building the Model 

Before building the model, image stacking, combining all 
bands into a solitary image was done. This was accomplished for 
both the years independently. There are various CNN 
architectures/models for image classification [14].  

     Here a model, which incorporates convolution and dense 
layers with activation functions 'Rectified Linear Unit (relu)' and 
'softmax' were used. Relu [15] is to be used for nonlinear objects 
and soft max [16] in the case of multi class classification. The 
convolution layer is the first layer through which the image in the 
form of matrix of pixel values is passed into it. Then, by passing 
the channel filter to all positions, a matrix is acquired. 

   Dense layers perform classification on the features extricated 

by the convolutional layers. Commonly, a CNN is made out of 

a heap of modules that include feature extraction. The last 

module is trailed by at least one dense layer. The last dense 

layer in a CNN contains one node for each target class in the 

model, with a softmax function to create a value between 0– 1 

for each node. 

 

 
Fig.2. Model for Classification 

 

   The Model for classification used in this work is shown in 

the figure 2. Here the input image is reshaped and given to the 

Convolutional layer. Then, the software selects a filter with 

size (1,1) and the activation function used was relu. Next, the 

image is flattened and given to the dense layers. Initially, 64 

neurons were given with relu activation function, followed by 

32 and 16 neurons. Here, 5 classes namely     Vegetation, 

Water, Roads, Buildings, Soil were considered. So, 5 neurons  

were given, one for each target class with soft max activation 

function in the dense layer. Thus, the image when passed 

through this model gets classified. 

 

D. Classification 

   Since, a supervised CNN was used, training should be 

provided for it. The pictures from a similar territory, as shown 

in the figure 3 and figure 4 were considered as input for training 

the model. To know how precisely the model is functioning, the 

entire input was isolated as pixels into 70 percent train data and 

30 percent test data. At first, the model was trained with 70 

percent of the train data. Next, the test information was given to  

 

 

 

 

 

 

 

 

 

 

it. After getting the ideal accuracy, the two satellite pictures of 

the years 2015, 2017 were given as contribution to the model 

for classification. In this work, 5 classes, Vegetation, Water, 

Roads, Buildings, Soil were considered. 

 
Fig.3. Sample Training Image1 

  
Fig.4. Sample Training Image2 

 

E. Change Map   

The change map was obtained by differencing the classified 
images one from the other pixel-by-pixel. The change map 
contains the changes in all the classes. By isolating each class 
from the change map, the change can be acquired 
independently for each class. 

F.    Band Selection 

The 8 bands for Landsat 7 ETM are Blue, Green, Red, Near 
Infrared, Shortwave Infrared 1, Thermal, Shortwave Infrared 2, 
Panchromatic [17]. For calculating the NDVI, only red and near 
infrared bands are required [18]. In the Satellite sensor 
considered here, band 3 represents the red and band 4 
represents the infrared. So, these bands were used to calculate 
the NDVI.  

G. NDVI Differencing 
NDVI Differencing is the process of subtracting one NDVI 

image from the other NDVI image. The NDVI images were 
produced by applying the NDVI to 2015, 2017 datasets 
separately by considering the red and infrared bands using 
equation 1. Since the Vegetation values of NDVI ranges from 
0.3 to 0.8, only those pixel values were considered in the image 
obtained from NDVI Differencing and the change was 
calculated [5]. 

 

V.  EXPERIMENTAL RESULTS 

A. Confusion Matrix 

   After training the model, a confusion matrix along with heat 
map[19], for the pictures used in classification was drawn 
between the actual and predicted values to know how accurately 
the model is working. Figure 5 shows the confusion matrix and 
the heat map for 5 classes. Here 1800, 1000, 3463, 3083, 577 
pixels respectively in each class were correctly classified into 
the corresponding classes. 
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Fig.5. Confusion Matrix and Heat Map 

 

B. Accuracy of the Model 

   By increasing the number of epochs from 1 to 15, the 
Accuracy of the Model increased from 82% to 92% and 
the loss decreased from 42% to 17% as shown in the 
figure 6. 

 

 
Fig.6. Accuracy of the Model 

 

C. Classified Image 

   The 8 bands of Landsat 7 ETM Satellite were stacked 
together into a single image and then processed. The 
stacked images of 2015 and 2017 were passed to the 
model for classification. The classified images were shown 
in the figure 7 and figure 8. 

  
Fig.7. Classified Image of the year 2015 

 

 

 

 

 

 

 

 
Fig.8. Classified Image of the year 2017 

D. Change in Vegetation 

   The Change map was obtained by subtracting the classified 
images of 2015 and 2017 from one another The 5 classes from 
the change map were separated and change in each class was 
found out. Figure 9 shows the change in vegetation. 

 
Fig.9. Change in Vegetation 

E. NDVI Images 

   The NDVI images of the years 2015 and 2017 images were 
shown in the figures 10 and 11. 

 
Fig.10. 2015 NDVI Image 

 
Fig.11. 2017 NDVI Image 

 

F. NDVI Differencing and Change Detection 

   The NDVI Differencing was done through subtracting 2017 
NDVI image from 2015 NDVI image. As vegetation index 
ranges from 0.3 to 0.8, by fixing a threshold as 0.3 to 0.8, the 
change in Vegetation was calculated and it was observed as 
239.35 sq km as shown in the figure 12. 
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Fig.12. Change obtained through NDVI. 

 

VI. CONCLUSION 

   The Change discovery is a proficient method to identify 
the changes in the regular assets and make vital strides 
before they become evaporated. For recognizing changes 
over various timespans, Remote Sensing will be extremely 
useful. This paper identified the change in Vegetation for 
the years 2015 and 2017 in Bapatla, Guntur District of 
Andhra Pradesh, India utilizing CNN and NDVI ideas. It 
has been seen that the Vegetation was diminished from 
2015 to 2017. The reduction in vegetation got through 
CNN with an accuracy of 92 percent was 243.62 square 
kilometers and through NDVI was 239.35 square 
kilometers. The change acquired through both the ideas 
was almost equivalent.  
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Abstract— The proposed circuit is analog closed loop circuit 

which corrects quadrature error over high frequency range. 
The exhibited circuit comprises of stage bolted circle type 

engineering and it is helpful for quadrature blunder redress. 

Simple shut circle is utilized to address quadrature mistake 

for advanced clock. It consumes 1.99mA current from 1v 

supply over high frequency range. The circuit was design in 

cadence virtuoso software in 90nm technology file. The circuit 

works over high frequency range that is 100MHz to 2GHz. In 

presented method impact of duty cycle distortion due to 

mismatch in input clocks also discussed. The proposed 

technique works on high frequency as well as low frequency. 
 

Keywords— analog closed loop, duty cycle mismatch, 

quadrature, quadrature correction,  quadrature error, phase 

locked loop,  

 

I    INTRODUCTION 

Quadrature signal is the pair of periodic signal are said to 

be in quadrature when they differ in phase by 90 degree. 

This Quadrature phase separation is critical task, but 

quadrature separation is very important for wireless and 

wired communication. Presently a days advance in cmos 
innovation empower the usage of high recurrence 

quadrature signal generator, however quadrature partition 

is in charge of jumble in sign produce quadrature mistake 

after cautious format dealing with. Imbalance occurs in 

quadrature clock while separation those are phase 

imbalance and amplitude imbalance. The sufficiency 

awkwardness in quadrature clock is effectively cured by 

utilizing advanced cushion which act as plentifulness 

modulator and right the adequacy befuddle in clock. If 

there should arise an occurrence of stage unevenness 

requires stage change circuit to address it. 
Quadrature error leads to different types of errors in 

different types of communication systems such as poor 

error vector magnitude performance in wireless transmitter 

and in wireless receiver it increase bit error rate ratio and 

wired communication it worsen the jitter which can affect 

eye parameter.[1] If quadrature error is present it also 

reduce the image rejection ratio because circuit is depend 

on the phase separation to achieve good image rejection 

ratio. 

In this paper we present a simple circuit that constantly 

right the confounds in quadrature signal over the high 
recurrence extend. This analog circuit is based on phase 

locked loop type architecture. Low frequency and high 

frequency challenges are address in this paper. The present 

circuit is only design for wired and wireless 

communication. This system is targeted for the application 

of software define radio(SDR) and cognitive radio(CR). 

                              
 
                            (a) 

                 
               (b)                              

Fig1                                                                           

(a)xor based doubler output when clocks are in perfect 

quadrature[1] 

(b)xor based doubler output when quadrature error is 

present[1] 

 

                 II    RELATED WORK 

 

Immual raja, student member ,ieee ,Vishal khatri , 

Zaira zahir and Gulab Banerjee proposed A 0.1-2GHz 

Quadrature amendment circle for advanced multiphase 

check age circuits in 130 nm cmos (2017) this paper shows 
a simple circuit that can persistently address quadrature 

mistake over high recurrence run. Here this analog circuit 

is based on the phase locked loop architecture. Both 

challenges at high frequency and low frequency are 

addressed in this paper.[1] 

 

Immanuel Raja ,Gaurab Banerjee, Mohamad A. 

zeidan, jacob A. Abraham A 0.1-3.5 GHz Duty cycle 

measurement and correction technique in 130nm CMOS 

(2016)  this paper presents a DCC (duty cycle corrector) 

technique by using PMC to correct duty cycle of the square 
wave over the frequency range of 100MHz to 3.5GHz this 

circuit works over frequency where most of the system 

fails.[2] 

 

B.Kang Plan and examination of a ultra-wideband 

programmed self aligning upconverter in 65nm cmos 

(2012) here ultra-wideband phase interpolator is used to 

correct quadrature mismatches .ultra-wideband means it 

use very low energy for short range, high bandwidth 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 625



communications over high frequency. Phase interpolator is 

a circuit in the receiver of the serial link.[3] 

 

Notten, Maxime BeMarc nard, A CMOS quadrature 

down-conversion mixer with analog i/q correction (2006) 

in this paper i/q gain and mismatches are corrected for 
down -conversion mixer with the help of variable 

resistance over the frequency of 470 MHz to 720MHz.[4] 

 

S.Navid, F.Behbahani, A.Fotowat A Hajimiri Level 

bolted circle a strategy for broadband quadrature clock age 

(1997) In this paper mistake right between two quadrature 

signal a predisposition created by circle to move the dc 

dimension of info clock over the recurrence scope of 40 to 

500 MHz [5] 

 

III  BLOCK DIAGRAM DESCRIPTION 

 
A simple shut circle that having negative criticism which is 

utilized to address quadrature mistake between two clock 

stage Fig 1(a) describe two clocks that having 50% duty 

cycle and both are exactly quadrature so after XORing at 

output we get twice the input frequency and 50% duty 

cycle. In (b) both clocks are not perfectly quadrature and 

also not 50% duty cycle so after XORing output will be 

non 50% duty cycle means quadrature error is present in 

second case. 

 

 
Fig 2 Block diagram of the quadrature correction loop 

 

In Fig2 fixed delay which presented I way and variable 

delay is presented in Q way here fixed deferral is utilized 

here in light of the fact that it enables the circle to work 

over bigger scope of sign. Timekeepers from variable 

deferral and fixed postpone go to xor and quadrature 
blunder location is done at the yield of the xor. This yield 

go to DCD which produce voltage which is corresponding 

to obligation cycle at the info. Same voltage go to OTA 

which give addition to circle and create control voltage for 

variable deferral, as indicated by this control voltage 

variable postpone will fluctuate and quadrature mistake get 

remedied. In the event that edge partition between the I and 

Q tickers is not exactly π/2, at that point circle will deliver 

vctrl with the end goal that Q clock will be got more 

deferral than fixed postponement in I way. What's more, in 

the event that point partition is more than π/2 , then vctrl 

produces littler than the fixed postpone way. 
 

 

IV  CIRCUIT LEVEL DISCRIPTION 

A.Variable delay:- 

 
                Fig 3 delay used in loop 

 

Delay cell contain two inverter one current starved inverter 

and is followed by digital inverter. The current kept 

inverter comprises from a maneatis load for both Nmos and 

Pmos. Maneatis load gives surety of wide tuning of range, 

which helps in lessening the quantity of defer cells 

prompting territory and power saving. between input and 
output two inverters are present. The charging and 

discharging current of output capacitance is depends on 

first inverter i.e current starved inverter. The second stage 

inverter is for improving the ascent and fall time of circuit. 

The variety in deferral happen regarding control voltage. 

               
Fig4 output of delay 

 

In presented output, output of delay will be same as input 

but gives some delay at output. If control voltage will vary 

then distortion of output will change and get proper output. 
 

 

B. Current mode logic XOR 

The xor rationale is use to change over quadrature blunder 

to obligation cycle mistake implies at the yield of xor 

quadrature detecting is performed whether responsibility 

cycle is half or not. It gives yield as double the information 

recurrence. For high recurrence input timekeepers it is 

beyond the realm of imagination to expect to execute with 

straightforward xor on account of that cml xor is utilized. 
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Fig5 schematic of CML-based XOR 

 

In usage Nmos transistors with Pmos load as appeared in 

the fig. The proportion of the time length for which the sign 

is more prominent than the regular mode voltage to the all 

out time is taken as obligation cycle 

 
Fig 6.Output of cml xor 

 

Here in output of cml xor will get two output one is xor and 

another one is xnor output which is totally opposite to the 

xor output and here useful output is xor. 

 

C. Duty cycle detector 

DCD is a DA (differential enhancer) based channel ,here 

current guided through one arm or other by the yield of cml 
xor . At yield of dcd two capacitors are available on each 

arm. It is dynamic low pass channel which create 

differential dc normal voltage yield of xor. This yield is 

corresponding to the yield of xor. DCD is differential 

amplifier which produce output difference of two input 

signal. 
 

 

Fig 7. DCD schematics 

                        

     Output of DCD 

 

Fig 8 waveform of DCD 

 

The  output of DCD is based on differential amplifier, here 

both input having same phase so at the output we are 

getting opposite cycles it means difference of both input is 

zero. If at the output of  DCD both the cycle is in same 

phase that means duty cycle is of 50% 

 
D. Operational trans- conductance amplifier 

 

OTA is use to give increase to the circuit and it create 

control voltage. Ota provide control voltage to variable 

delay with the help of bias translational circuit. The circuit 

is biased at 100uA. 

 

Fig 9. Schematic of OTA 

Capacitor is set at the yield of OTA for additionally 

separating for the control voltage. Here OTA provide gain 

21dB. Voltage of OTA transfer to variable delay and 

according to this voltage variable delay vary and 

quadrature error will get corrected 

 

Fig 10 waveform of OTA 

From AC analysis we can say that circuit will work 10^9 

Hz frequency shows in first waveform and second 

waveform shows that it gives gain of 21dB. 

 

E. Bias-translational circuit 
Two voltages for variable delay are send from bias 

translational circuit. The output voltage of OTA are 

provided to bias translational circuit. The output voltage is 

provides for nmos and pmos of control voltage. 
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Fig 11 Bias translational circuit schematic 
 

Input to the bias translational circuit is vpulse and at the 

output we will get two equal voltages. This bias 

translational circuit gives for 1v at output is 500mv and 

500mv of two voltages 

 

Fig 12 output of bias translational circuit 

V  MATHEMATICAL ANALYSIS OF THE 

QUADRATURE LOOP 

KDELAY KXOR

+

-
KDCD/(1+S/P1)

KVCDELAY

KOTA/(1+S/P2)

ØQOUT

ØIIN

ØIOUT

ØQIN

VCTRL

OTA

DUTY CYCLE DETECTOR

VOLTAGE CONTROLLED DELAY CELL

XOR GATE

DELAY CELL

KXOR¶/2

 

    Fig 13. Mathematical representation of quadrature 

correction loop 

Let ФIin is the period of the information I clock and ФQin 
is the period of Q clock. ФIout is the yield from fixed 

deferral while ФQout is yield from variable postponement. 

The quadrature mistake among ФIin and ФQout is limited 

by second request negative input circle which produce 

control voltage for the voltage controlled defer cell. Фqe is 

the quadrature mistake between the ФIout and ФQout. The 

XOR square has gain Kxor and it convert quadrature 

blunder Фqe into obligation cycle deviation. In the event 

that obligation cycle is half, at that point at the yield of xor 

it spoken to by KXOR(π/2).If duty is non 50% then DCD 

will detect and generate voltage corresponding to duty 

cycle. DCD is used as low pass filter having pole p1 and 

gain KDC. This voltage pass to the OTA and it will amplify 

the voltage. It has dc gain KOTA and pole p2 generate 

voltage VCTRL. This voltage pass to variable delay introduce 

some delay in ФQin and generate ФQout. 

So yield period of quadrature clock ФQout is given by 

   
. /2. . . . .

1 / 1 1 / 2
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Let xorK . . .DC OTA VCDELAYK K K = K 

Then closed loop equation for Qout  
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After solving equation 
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Multiply p1p2 to bracket at denominator 
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Multiply denominator with Qout  
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  is the common recurrence and  is the damping 

coefficient of the framework  

 1 1 2,K p p     

  

1 2

2 1 1 2

p p

K p p






 

1 2

2

p p
 




           [1]

 

The shafts p1 and p2 avoid the middle to limit the settling 

time. In any case, separate between p1and p2 posts choose 

the abundancy of the swell on control voltage this presents 

jitter in the clock. In the event that p1 and p2 are keep 

nearer to focus, at that point low pass activity is better and 
control voltage is exceptionally slick. To limit the 

quadrature mistake a high estimation of K is required. 

 

VI  IMPACT OF DUTY CYCLE DETECTOR 

I

Q

I XOR Q

TQ

D1T

T

DQT

 
                                    Fig 14. Impact on duty cycle 

In above fig I and Q the two tickers having T timeframe 

and flipping somewhere in the range of 0 and 1. The time 

slack between two tickers is TQ. At the point when this 

apply to quadrature circle then non half obligation cycle 

sway the amendment execution of circle . this system is 

valuable for location of quadrature mistake. The circles 

accuracy is rely upon the quadrature finder. Henceforth 

sway on obligation cycle is broke down. 
The output of xor is given to DCD which generate the dc 

normal of yield of xor  

So 

( ) ( ) ( )x t i t q t 
………………..(1)

 

Let d(t) is output of the DCD 
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To analyze the quadrature error, we can write 

4
Q e

T
T Q 

…………………(4)

 

Here eQ  is quadrature error between I and Q clocks so d(t) 

can be write 

21
( ) ( )

2

Q

Q I

T
d t D D

T


   

………………………

….(5)

 

In above condition demonstrates change of quadrature 

mistake and obligation cycle blunder in the yield of DCD  

 

On the off chance that the two checks are in ideal 

quadrature there is no contortion in obligation cycle 

1
( )

2
d t   

Here is the dc average of a 50% duty cycle . 

A nonzero quadrature error ( eQ ) result is 

21
( )

2

eQ
d t

T


  .[1]………………………(6) 

 

 
VII IMPLEMENTATION CIRCUIT AND RESULTS 

 

Fig 15.implemented quadrature correction loop 
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In implemented circuit all modules are combined and 

voltage provide to the circuit is 1v and the same circuit is 

built in 90nm technology file. First two block is of delay 

blocks one is fixed delay and second is of variable delay. 

Fixed delay inputs are vpulse for main input and other 

input contains 0v supply and output is given to xor. 

Variable delay again contain vpulse to main input another 
input is comes from bias translational circuit. The output of 

variable delay is given to second input of xor. At the output 

of xor quadrature sensing is done same output is given to 

DCD and DCD generate voltage according to input. The 

same output of DCD is pass to input of OTA and OTA 

gives amplified voltage to bias translational input and bias 

translational dive this voltage and pass to variable delay. 

The output of this loop is as below 

 

              Fig 16. Exact quadrature clock 

In fig 16 shows exact quadrature clock here angle between 

Iin and Qin is 90 degree and therefore at output we are 

getting 50% of duty cycle it means there is no error present 

in the clocks. 

 
 Fig 17. Angle between Iin and Qin is greater than 90 

degree. 

 

The above fig 17 shows that angle between Iin and Qin is 

greater than 90 degree so at the output we are not getting 

50% of duty cycle it means here quadrature error is present 

so after correction the waveform will look like below 

waveform 

 

Fig 18 corrected waveform for greater than 90deg. 

 
Now in above fig we can see that duty cycle is of 50% 

means error is removed in this clocks signal and both 

clocks in perfect quadrature. Here variable delay get vary it 

will be less than the fixed delay and before variable delay 

was greater then it will become less than previous delay 

 

 

Fig 19. Angle between Iin and Qin is less than 90degree 

 

In above angle between Iin and Qin is less than 90 degree 

so in output we are getting non 50% duty cycle it means 

there is quadrature error is present so corrected output 

waveform is given below 

 

 

Fig 20. Corrected waveform from less than 90 degree 

 

In above fig quadrature error get corrected because at 

output we are getting 50% duty cycle. So here variable 

delay vary and error get corrected. Variable delay is greater 

than fixed delay means previous variable delay was greater 

than the after corrected waveform. 
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    Table1  Comparison with previous circuit 
Specifications  Previous 

method 

Present method 

Technology 130nm 90nm 

Power dissipation 4.49 mw 1.19mw 

Voltage required 1.2v 1v 

Current required 5.4mA 1.99mA 

 

VIII CONCLUSION 

In proposed method quadrature error of signal is corrected 

with the help of analog closed loop circuit the loop is based 

on the phase loked loop architecture.If angle between two 

clock signal is greater than 90 deg then variable delay will 

be less than the fixed delay and when angle between two 

clock signal is less than 90 deg then variable delay is 
greater than the fixed delay. power dissipation also 

minimized as compare to previous technology. 

 
IX FUTURE SCOPE 

 

Through the performancee of the system in terms of quality 
is satisfactory for the application of quadrature error 

correction loop that is analog closed loop. But for specific 

angle measurement and correction is also required for duty 

cycle correction so this kind of improvement is required 

 .   

REFERENCES 

 

1. Immanuel Raja, Student Member, IEEE, Vishal 

Khatri, Zaira Zahir, Student Member, IEEE, and 

Gaurab Banerjee, Senior Member, IEEE “A 0.1–

2-GHz Quadrature Correction Loop for Digital 

Multiphase Clock Generation Circuits in 130-nm 
CMOS,” IEEE Trans. Very Large Scale Integr. 

(VLSI) Syst., vol. 24, no. 3,, March 2017.   

2. I. Raja, G. Banerjee, M. A. Zeidan, and J. A. 

Abraham, “A 0.1–3.5-GHz duty-cycle 

measurement and correction technique in 130-nm 

CMOS,” IEEE Trans. Very Large Scale Integr. 

(VLSI) Syst., vol. 24, no. 5, pp. 1975–1983, May 

2016.   

3. B. Kang et al., “Design and analysis of an ultra-

wideband automatic self calibrating upconverter 

in 65-nm CMOS,” IEEE Trans. Microw. Theory 

Techn., vol. 60, no. 7, pp. 2178–2191, Jul. 2012. 

4.   M. Notten, M. Bernard, V. Rambeau, and J. van 

Sinderen, “A CMOS    quadrature down-  

conversion mixer with analog I/Q correction 

obtaining 55 dB of image rejection for TV on 

mobile applications,” in Proc. IEEE Radio Freq. 

Integr. Circuits (RFIC) Symp., Jun. 2006, p.  

 

5.     S. Navid, F. Behbahani, A. Fotowat, A. 

Hajimiri, R. Gaethke, and M Delurio, “                     

Level-locked loop: A technique for broadband 

quadrature signal   generation,” in Proc. IEEE     

Custom Integr. Circuits Conf, May 1997, pp.     

411–414. 
 

 

6. Elahi, K. Muhammad, and P. T. Balsara, “I/Q 

mismatch compensation in a 90nm low-    CMOS 

receiver,” in Proc. IEEE Int. Solid-State Circuits 

Conf., Dig. Tech. Papers, ISSCC., vol. 1. Feb. 

2005,pp. 542–616. 

 

7. B. Bhukania, S. Ramakrishnan, and Y. 

Darwhekar, “IQ mismatch compensation using 

time domain signal processing: A practical 

approach,”in Proc. IEEE Int. Symp. Circuits Syst. 
(ISCAS), May/Jun. 2010, pp. 1021–1024. 

 

8. N. Qi, Z. Song, B. Chi, A. Wang, T. Ren, and Z. 

Wang, “A multi-mode complex bandpass filter 

with gm-assisted power optimization and I/Q 

calibration,” in Proc. IEEE Int. Symp. Circuits 

Syst. (ISCAS), May 2013, pp. 1845–1848. 

 

9. M. Notten, M. Bernard, V. Rambeau, and J. van 

Sinderen, “A CMOS quadrature down-conversion 

mixer with analog I/Q correction obtaining 55 dB 
of image rejection for TV on mobile applications,” 

in Proc. IEEE Radio Freq. Integr. Circuits (RFIC) 

Symp., Jun. 2006, p. 4. 

 

10. J. Carballido et al., “A programmable 

calibration/BIST engine for RF and analog blocks       

in So Cs integrated in a 32 nm CMOS WiFi 

transceiver,” IEEE J. Solid-State Circuits, vol. 48, 

no. 7, pp. 1669–1679, Jul. 2013. 

 

11. N. Nguyen et al., “A 16-Gb/s differential I/O cell 

with 380fs RJ in an emulated 40nm DRAM 
process,” in Proc. IEEE Symp. VLSI Circuits, Jun. 

2008, pp. 128–129. 

 

12. J. L. Finol and M. Buchholz, “Design of an 

inphase and quadrature phase and amplitude 

imbalance compensation in quadrature receivers,” 

in Proc. 5th IEEE Int. Caracas Conf. Devices, 

Circuits Syst., vol. 1. Nov. 2004, pp. 254–258. 

 

 

 
 

 

 

 

 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 631



    Abstract — Lower voltage as well as high-speed subthreshold 

logic circuits are becoming important factors in modern VLSI 

technology. At subthreshold region, the effects of the process 

variations and the diminished ratio of active current to ideal 

current can introduce timing errors. These timing errors are 

responsible in the vandalism of the working capacity of the 

circuits operated at subthreshold region. An increase in 

propagation delay is observed when the threshold voltage of 

MOSFET is more than the supply voltage. This paper proposes 

a circuit to reduce the timing errors keeping the energy 

consumption to minimum amount. The proposed circuit uses a 

multiplexer implemented using transmission gates, to be used 

in the longest delay path of the logic circuit which is operated 

at subthreshold region. Forward body biasing notion is used to 

lower the MOSFET’s threshold voltage and is incorporated in 

the proposed circuit, thus, reducing the switching time of the 

MOSFETs. The proposed circuit is implemented using 

Cadence Virtuoso at 45 nm technology and compared with the 

circuit studied from literature survey. The supply voltage for 

the combinational circuit and the proposed circuit and the D 

flip-flop was 287 mV. The forward body biasing voltage VSB 

for NMOS and PMOS MOSFET was equal to 287 mV. The 

proposed circuit is applied to the longest delay path of the 64-

bit ripple carry adder operated at subthreshold region and the 

switching delay for high going and low going transition are 

measured and are reduced by 48.14% and 26.60% 

respectively. Also, the slope of transition of the output signal 

has been increased by 53.08% & 8.14% for rise and fall 

respectively. The total propagation delay diminished by 

30.12% as compared to existing technique. The energy per 

cycle and energy-delay product (EDP) turned down by 33.10% 

and 53.31% respectively, over the existing technique.  

 

    Keywords — Body biasing, subthreshold logic circuits, 

critical path delay, transmission gate, multiplexer 

I. INTRODUCTION 

    In modern VLSI technology, for low-power appliances 

sub-threshold digital circuits are becoming more important. 

Dynamic energy used by the digital subthreshold logic 

circuits can be reduced by decreasing supply voltage. But, 

whenever supply voltage becomes less than the threshold 

voltage of MOSFETs, it increases propagation delay. Digital 

logic circuits endure the process variation effect, whenever 

they are operated at the subthreshold region.  
    Furthermore, the subthreshold circuits endure diminished 

active to idle current ratio. This diminished current ratio and 

process variations effects encountered at subthreshold 

circuits can introduce timing errors. These timing errors 

damages the working ability of the subthreshold circuits. 

    In this work, a circuit is proposed which is to be used in 

the longest delay path (critical path) of the logic circuit 

operated at subthreshold region. The circuit uses multiplexer 

implemented using transmission gate. As an application, the 

proposed circuit is used in the critical path of the ripple 

carry adder with 64 bits to bring down the longest path 

delay. The MOSFETs using in the transmission gate of the 

proposed circuits are forward body biased so as to vary the 

threshold voltage that brings about variation in the switching 

characteristics of the circuit. Body biasing technique uses 

the body terminal for changing the threshold voltage of 

MOSFET. The proposed circuit that is applied to 64-bit 

ripple carry adder operated at subthreshold region, is 

implemented in Cadence Virtuoso at 45 nm technology and 

is compared with the existing circuit.  

    As an overview of the paper, Section II records the 

similar work to bring down the delay in critical path of 

subthreshold logic circuits. Section III, proposes multiplexer 

based circuit to be used to minimize the critical path delay 

whereas Section IV explore the implementation of the 

proposed circuit and its usage in 64-bit ripple carry adder as 

an application along with the simulation and comparative 

results with reference to the existing circuit. Section V deals 

with conclusion and future scope.   

II. RELATED WORK 

    Certain methods to minimize critical path delay and 

energy for subthreshold circuits that require extremely low 

power are discussed in this section. Adaptive feedback 

equalized technique proposed in [1] reduces the critical path 

delay and provides energy improvement in subthreshold 

digital circuits. In this, the author used a feedback 

equalization technique using a variable threshold inverter as 

shown in Fig. 1(a). The inverter’s threshold voltage is also 

called as mid-point voltage of the voltage transfer 

characteristics. This technique causes a change in the 

inverter’s threshold voltage based on the output of the logic 

circuit, so as to introduce faster switching. Changes in the 

inverter’s threshold voltage, in turn, changes the range for 

logic ‘0’ and logic ‘1’ quickly, based on the variation in the 

output available in the critical path of the logic circuit 

operated at subthreshold region of operation. The critical 

path delay signal is registered in the flip-flop. This feedback 

equalization circuit improves the switching range at a faster 

rate, using more number of MOSFETs in the used two 

feedback paths.   

    Feedback equalized technique proposed [2] reduces the 

critical path delay and energy of the circuit operated at 
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subthreshold. Here, authors have proposed only one 

feedback path. This technique is not applicable, if previous 

output and present output of combinational logic block are 

same. [3] presents the use of feedback equalization technique 

for the non-subthreshold circuit, using Schmitt-trigger to 

reduce the switching time. Transistor sizing methodology is 

proposed in [4] decreases the effect of process-variations. 

This approach introduces more  MOSFET parasitic leading 

to increase in propagation delay of subthreshold logic circuit.  

III. PROPOSED MODEL FOR CRITICAL PATH DELAY 

IMPROVEMENT 

    The proposed circuit shown in Fig. 1(b), uses a 

multiplexer implemented using transmission gate to 

minimize the delay along the critical path. The critical path 

is the longest path of the logic circuit and is used when 

operated at subthreshold region to improve the switching 

characteristics so that the output of the combinational logic 

circuit is registered in a flip-flop at a faster rate. The shown 

combinational logic block is operated at subthreshold 

region, that increases the delay in the generation of the 

output signal. The suggested circuit is used to improve the 

working of combinational circuits along the critical path by 

lowering the delay. 

 

   

Fig. 1(a). Existing logic design using feedback equalization  to improve the 

critical delay through logic circuit operated at subthreshold region [1].  

    The multiplexer based circuit uses two transmission gates 

TG1 and TG2 [5]. A single transmission gate is the parallel 

connection of PMOSFET and NMOSFET. The input to the 

NMOSFET of TG1 and TG2 are complement of each other. 

The MOSFETs used in the transmission gate are body 

biased. The forward body bias technique is used to reduce 

the threshold voltage of n-type and p-type MOSFETs. In 

this circuit, data inputs provided to multiplexer are constant 

logic ‘0’ and ‘1’. The select line of the multiplexer is the 

critical path signal of the logic circuit operated at the 

subthreshold region. The advantage of transmission gate is 

that they provide strong ‘1’ and ‘0’ values.                                                                             

    When the TG (transmission gate) is ON, both n-type and 

p-type MOSFETs are ON and they are in OFF state when 

the transmission gate is turned OFF.   

    When the critical path output Cout of the logic circuit 

operated at subthreshold region is equal to zero, TG1 will be 

in ON mode (MOSFET M1 and M2 are ON as shown in Fig. 

1(b).) and at the same time, TG2 will be in OFF mode 

(MOSFET M3 and M4 are OFF as shown in Fig. 1(b).), 

causing the multiplexer output to be strong logic ‘0’.   

 

 
 
Fig. 1(b). Proposed circuit to improve the working of logic circuit along the 

critical path.  

 

Fig. 1(c). Forward body-biased MOSFETs. (a) NMOS. (b) PMOS [7]. 

    When the critical path output Cout of the logic circuit 

operated at subthreshold region is equal to logic one, TG1 

will be in OFF condition (MOSFET M1 and M2 are OFF as 

observed in Fig. 1(b).) and at the same time the TG2 will be 

in ON (MOSFET M1 and M2 are ON as observed in Fig. 

1(b).), producing the multiplexer output as strong logic ‘1’. 

The MOSFETs used in the transmission gate are forward 

body-biased to decrease the threshold voltage of MOSFETs. 
The idea here is, though the Cout switches to the other logic 

level with higher delay, the MOSFETs used in the 

transmission gates are made more sensitive to the signal 

Cout, since their threshold voltage is reduced and causes the 

output of the multiplexer to switch faster. The proposed 

design can scale-down the transition time of MOSFETs and 

in turn bringing down the critical path delay of any logic 

circuit operated at subthreshold region.   

    The body terminal is used to change the threshold voltage 

of MOSFETs at the time of circuit operation. The change in 

threshold voltage of MOSFET using body biasing totally 

depends on the voltage polarity at source and body terminals 

(VSB) as shown in Fig. 1(c). Source-substrate p-n junction of 

MOSFET when reverse or forward biased, increases or 

decreases the threshold voltage of MOSFET respectively 

[6]. The width of the depletion region below the gate is 

reduced by operating MOSFET in the forward-body biasing. 

Ionic charge in the depletion region will be decreased by 

reducing the depletion width. To keep up the charge 
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balance, the mobile charge (number of electrons for an 

NMOSFET) within the inversion layer increases. After 

increasing the number of mobile charges within the 

inversion layer, the gate voltage of the MOSFET required   

reduces to reach a similar level of the inversion as compared 

to a zero body biased MOSFET. Therefore, after applying 

forward body biasing in the MOSFET, the threshold voltage 

will decrease [7].  

    Drivability of the MOSFET becomes better with forward 

body biasing [8-9]. Operating at subthreshold voltage lowers 

the power consumed [10]. Turning down the supply voltage 

to near threshold voltage in devices with short channel 

length, is a constructive solution for ultra-low power 

applications [11].  

 

IV. SIMULATION RESULS 

    The proposed circuit using multiplexer and the existing 

adaptive feedback equalization circuit are individually 

applied to 64-bit ripple carry adder operated at subthreshold 

region, are implemented in Cadence Virtuoso that uses 45 

nm technology and results are compared for the two designs 

for various parameters. Both the designs are operated at 287 

mV of supply voltage. 64-bit ripple carry adder has been 

selected as an application of the proposed delay 

minimization circuit. The critical path of 64-bit ripple carry 

adder is found on the final carry output generated at last. 

Hence, the proposed multiplexer based circuit is used for 

this carry output signal, Cout of the ripple carry adder with 

64 bits to decrease the delay along critical path in terms of 

switching the signal faster so that it can be captured by flip-

flop at a faster rate. The supply voltage for the 

combinational circuit and the proposed circuit and the D 

flip-flop was 287 mV for both the designs. The forward 

body biasing voltage, VSB for NMOS and PMOS MOSFET 

was equal to 287 mV. The threshold voltage of p-type and 

n-type MOSFETs before body biasing was measured to be 

441 mV and 496 mV respectively. The threshold voltage of 

PMOS and NMOS MOSFET after body biasing was 

measured to be 387 mV and 455 mV respectively.  

A. Implementation of 64-bit Ripple-carry Adder 

    The ripple-carry adder with 64 bits is implemented at 45 

nm technology and operated at subthreshold region. Sixty-

four full-adder cells are cascaded so that output carry of 

current stage full-adder is carry forward as an input carry to 

the consecutive stage full-adder and so on. The block 

diagram of a ripple-carry adder that can perform operations 

with 64 bits as input is as shown in Fig. 2. Here, sixty-four 

inputs A63 to A0 and B63 to B0 are provided to full adder 

cells 63 to 0. S63 to S0 are the sum outputs of the sixty-four 

stages of the full-adder. Here, Cin acts as initial carry input 

for the beginning stage full adder and Cout is the carry output 

signal in the final stage of 64-bit ripple carry adder.  

B. Implementation of Proposed Multiplexer-based circuit 

using forward body-biasing 

    The existing circuit of adaptive feedback equalization is 

implemented and applied to 64-bit ripple carry adder 

operated at subthreshold region. The entire circuit has been 

implemented in Cadence Virtuoso at 45 nm technology 

operating at 287 mV of supply voltage. Fig. 3(a) shows 

output of this implementation which uses adaptive feedback 

equalization idea to improve the critical path delay. Here, to 

bring out more clarity on the analysis, the input applied on 

A63 to A0 have same input signal and B63 to B0 have same 

input signal. A0, B0 and Cin are the input signal of first 1-bit 

full adder while, Cout is the final output carry signal of the 

combinational logic block. E_Out signal is the output signal 

of the adaptive feedback equalization technique before 

reaching the D flip-flop. 

 

 

 
 

 
Fig.2. Block diagram of ripple carry adder with 64 bits.   
 
 

 

 
 
Fig. 3(a) Functionality of existing logic circuit using adaptive feedback 

equalization technique applied for 64-bit ripple carry adder to improve the 

critical path delay. 

 

        The proposed circuit to decrease the critical path delay 

uses multiplexer. The multiplexer is implemented using two 

transmission gates. The select line of the multiplexer is the 

critical path output signal of the combinational logic block 

whose delay need to be minimized. The signal that goes to 

the transmission gates NMOS MOSFETs is complementary 

of each other, so that when TG1 is ON, TG2 is OFF and 

vice versa. The MOSFETs used in the transmission gates are 

forward body biased so as to reduce the threshold voltage of 

these MOSFETs making them more sensitive to the signal 

having higher switching delay characteristics. Therefore, 

this leads to the increase in the slope of the switching 

characteristics of the signal i. e. rising slope and falling 

slope of the signal.  

The transient analysis showing the functionality of the 64-

bit ripple carry adder when used with the proposed circuit to 

minimize the critical delay is shown in Fig 3(b). 
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  Fig. 3(b). Functionality of proposed logic circuit using multiplexer with 
forward body biasing technique applied for 64-bit ripple carry adder to 

improve the critical path delay   

 

    Here, to bring out more clarity on the analysis, the input 

applied on A63 to A0 have same input signal and B63 to B0 

have same input signal. A0, B0 and Cin are the input signal of 

first 1-bit full adder while, Cout is the final output carry 

signal of the combinational logic block. The Mux-Out signal 

shown in Fig. 3(b), is the output of multiplexer that gets 

registered in the followed flip-flop after a clock cycle. The 

results are measured with respect to the rise time or fall time 

and the slope associated with the two signals Mux-Out and 

Q which forms the output of the multiplexer and the output 

of the flip-flop respectively.    

    Switching delay of E_Out signal (Fig. 3(a)) is higher than 

the switching delay of Mux_Out signal (Fig. 3(b)). 

Reduction in rise or fall time and increase in the slope of 

these signals indicates the faster switching. The energy per 

cycle is measured having 33.10 % improvement.   

C. Master-slave Positive-edge Trigger D Flip-flop 

    Fig. 4 shows the used schematic of D flip-flop with 

positive edge trigger [12] in the design to register the output 

of multiplexer. The flip-flop uses transmission gates. There 

is no body biasing technique applied for any of the 

MOSFET in this circuit of the flip-flop. Master latch 

becomes active whenever clock goes to lower state and it 

samples input data signal into Qm with the slave latch is in 

hold condition and it retains previous value with the help of 

feedback. Slave becomes active, when clock goes to higher 

state and samples the master output (Qm) into final output 

(Q).    

D. Comparison Between Timing Characteristics of 64-bit 

ripple carry adder using existing technique and using 

proposed circuit to lower the delay along the critical 

path 

    The supply voltage for the combinational circuit and the 

proposed circuit and the D flip-flop was 287 mV. The 

forward body biasing voltage VSB for NMOS and PMOS 

MOSFET was equal to 287 mV. The threshold voltage of p-

channel and n-channel MOSFETs before body biasing was 

measured as 441 mV and 496 mV respectively.                 

The threshold voltage of p-channel and n-channel 

MOSFETs after body biasing was measured as 387 mV and 

455 mV respectively.   

 

 
 
Fig. 4. Schematic view of simple Master-Slave positive edge triggering 

Flip-Flop [12]. 

 

    Table I shows the comparison of rise & fall time at the 

output of the existing technique and the proposed circuit 

when applied to ripple carry adder with 64 bits. Cout is the 

final output of the critical path of the combinational logic 

circuit operated at subthreshold region. Table II shows the 

comparison of rise & fall slopes between the existing 

technique and the proposed circuit when applied for 64-bit 

ripple carry adder. Table III shows the comparison of total 

propagation delay, energy per cycle, energy-delay product 

(EDP) and corresponding achieved operating frequency of 

the D flip-flop of the existing technique and the proposed 

circuit when applied to ripple carry adder with 64 bits. 

    After providing forward-body biasing in proposed mux-

based logic design threshold voltage is lowered-down as 

compared to zero biased MOSFET. So, MOSFET sensitivity 

is increased. It has reduced switching delay from logic high 

to low and low to high (Table I). Therefore, this leads to 

decrease in total propagation delay of combinational logic 

block with mux-based logic design. Proposed mux-based 

logic design gives opportunity to increase clock frequency 

of the D flip-flop. Total energy per cycle of the proposed 

mux-based logic design applied for 64-bit ripple carry adder 

is reduced as compared to existing logic design using 

adaptive feedback equalization technique applied for 64-bit 

ripple carry adder. Energy-Delay product has also been 

lowered down as compared to existing circuit of adaptive 

feedback equalization when applied to 64-bit ripple carry 

adder. 

V. CONCLUSION AND FUTURE SCOPE 

    This paper proposes a circuit to improve the switching 

characteristic of the longest path (critical path) of the logic 

circuit operated at subthreshold region of the operation. The 

proposed circuit comprises of a multiplexer that is 

implemented using transmission gates and is used in the 

critical delay path of the logic circuit when operated at 

subthreshold region. Forward body biasing notion is 

incorporated in the proposed circuit to lower the threshold 

voltage of the MOSFETs so as to reduce the switching time 

of the MOSFETs. The proposed circuit is implemented 

using Cadence Virtuoso at 45 nm technology and compared 

with the circuit studied from literature survey at 287 mV. 

The supply voltage for the combinational circuit and the 

proposed circuit and the D flip-flop was 287 mV. The 

forward body biasing voltage VSB for NMOS and PMOS 

MOSFET was equal to 287 mV.   
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TABLE I COMPARISONS OF RISE TIME AND FALL TIME AT THE OUTPUT OF 

THE EXISTING CIRCUIT AND PROPOSED CIRCUIT USING MULTIPLEXER USED 

TO MINIMIZE THE DELAY ALONG CRITICAL PATH DELAY IN RIPPLE 

CARRY ADDER WITH 64 BITS 

TABLE II COMPARISONS OF RISING SLOPE TIME AND FALLING SLOPE  OF THE 

OUTPUT OF THE EXISTING CIRCUIT AND PROPOSED CIRCUIT USING 

MULTIPLEXER TO MINIMIZE THE DELAY ALONG THE  CRITICAL PATH IN 

64 BITS RIPPLE CARRY ADDER 

TABLE III COMPARISONS OF TOTAL PROPAGATION DELAY, MINIMUM  

ENERGY POINT, ENERGY DELAY PRODUCT AND CORRESPONDING OPERATING 

FREQUENCYOF THE OUTPUT OF THE EXISTING CIRCUIT AND PROPOSED 

CIRCUIT USING MULTIPLEXER TO MINIMIZE THE DELAY ALONG CRITICAL 

PATH DELAY FOR 64 BITS RIPPLE CARRY ADDER 

The threshold voltage of p-channel and n-channel 

MOSFETs before body biasing was measured as 441 mV 

and 496 mV respectively. The threshold voltage of of p-

channel and n-channel MOSFETs after body biasing was 

measured as 387 mV and 455 mV respectively. The 

proposed circuit is applied to the critical path of ripple carry 

adder with 64 bits operated in subthreshold region. The 

switching delay for high going and low going transition time 

at the signal given as input to D flip-flop is same as signal 

produced as output by the proposed circuit using multiplexer 

and are measured and are reduced by 48.14% and 26.60% 

respectively. Also, the slope of the transition of the output 

signal has been increased by 53.08% & 8.14% for rise and 

fall respectively. The total propagation delay diminished by 

30.12%, as compared to existing technique. The energy per 

cycle and energy-delay product (EDP) turned down by 

33.10% and 53.31% respectively, over the existing 

technique. The operating frequency of the proposed mux-

based logic design can increase by 50% as compared to the 

existing logic design keeping the same supply voltage. The 

flip-flop used can also be modified to make it more sensitive 

to detect and capture the critical delay path signal at a faster 

rate.  
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Design           

Methodology 

 

Rise time of the flip-

flop input signal 

(ns) 

 

Fall time 

of the flip-flop input 

signal 

(ns) 

 
Existing Adaptive 

Feedback 

equalization 
Circuit applied to 

64-bit ripple carry 

adder [1] 

 
 

1.99 

(at the output of 
Adaptive feedback 

equalizer circuit) 

 
 

1.838 

(at output of Adaptive 
feedback equalizer 

circuit) 

 

Proposed Circuit 

Using Multiplexer  
applied to 64-bit 

ripple carry adder 

 

1.032 

(at the output of the 
multiplexer) 

 

1.349 

(at the output of the 
multiplexer) 

 

 

 

Parameters 

 

Existing Adaptive 

Feedback 

equalization Circuit 

applied to 64-bit 

ripple carry adder 

[1] 

 

Proposed Circuit 

Using Multiplexer  

applied to 64-bit 

ripple carry adder 

 

Total propagation 
delay 

 

41.8 ns 

 

29.17 ns 

 

Energy/cycle 

 

1.4048 fJ/cycle 

 

0.9398 fJ/cycle 

 
Energy-Delay product 

(EDP) 

 
58.72 x 10-24 J.s 

 
27.41  x 10-24  J.s 

 

Achieved Operating 
frequency of   the D 

flip-flop 

 

 
25 MHz 

 

 
50 MHz 

 

Design           

Methodology 

 

Rising Slope of the 

flip-flop input 

signal 

 

Falling Slope of the 

flip-flop input signal 

 

Existing Adaptive 
Feedback equalization 

Circuit applied to 64-bit 

ripple carry adder [1] 

 

 
61.99 

 

 
69.96 

 

Proposed Circuit Using 

Multiplexer  applied to 
64-bit ripple carry adder 

 

 

94.90 

 

 

75.66 
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Abstract—Security defies one of the galactic barrier when
pondering the use of cloud services. Data outsourcing in the
cloud (DOC) is conventionally based on data encryption, which
imparts impregnable security, but deteriorating the efficiency
and rimming the functionalities of cloud. In this proposal we
aim to possess them by proposing a secret sharing scheme that
depends on partitioning the data and distributed storage over
multi-clouds. The scheme used in the proposal uses a combination
of symmetric (AES) and asymmetric (RSA) encryption techniques
to share the data among the peers in the cloud environment. The
proficiency of the suggested scheme has been demonstrated by
the empirical results.

Index Terms—multi-clouds, special key, AES, RSA, SISA.

I. INTRODUCTION

The digital revolution has yielded massive amounts of
multimedia stats that has become difficult to oversee, thus ul-
timately induced many organizations to switch to cloud-based
solutions. Nevertheless, these cloud-based solutions seem to be
economical but there dwells a numerous issue like reliability,
accessibility, security & covertness of the content that is being
assigned to these Cloud Service Providers (CSPs). Accidental
breaches in the cloud services owing to the inadequacy of fault
tolerance or server downtime have contributed to formidable
forfeit and financial losses in the past.

Multi-clouds have bloomed as a compelling way in offering
an eminent cloud service, as it entails outsourcing of data to
multiple cloud storage (MCS) servers which are sovereign as a
result sealing the data leakage issues. Nevertheless, archiving
the data at third-party servers will endanger its security,
thus encryption methods are implemented on the information
to retain its confidentiality. Encryption methods have been
implemented that split the data files into multiple chunks and
then archive these shares at distributed cloud server. However,
another vital aspect is storage volume at the servers, one such
approach is eliminating the data redundancy over the cloud
server. Thus, encryption of data will scramble the data so

that the hostile will not be able to read it, while removing
of redundant data will intend to locate coincident data.

Here in this proposal the data (.pdf, .jpg, .xlsx, .mp3) is
converted to its corresponding binary value which further
divided into 32-byte blocks. This 32-byte blocks is then
encrypted by using a hybrid encryption and stored over multi-
clouds.

II. BACKGROUND

Storing data on cloud using a single encryption algorithm
became a traditional approach and the system possess various
vulnerabilities. Instead of storing data, the trend of uploading
files on multiple clouds gathered attention as the data was
pretended to be safe as the intruder found it difficult to retrieve
data from multiple cloud. Storing the data by splitting it into
different chunks and uploading it on cloud was proposed in
[1] along with this encrypting the chunks increased integrity
authentication of the system to a greater extent also it removed
the flaws of encrypting information and uploading it on single
cloud.

MCS is a vital service of cloud computing, this grants user
to lay in the chunks of encrypted data at distinct cloud drives.
Thus, it endorses various CSPs to utilize a single interface in
lieu of traditional unique cloud service. Cloud security in the
first place aims to the subjects that link to information privacy
and protection facets of cloud computing. Such paradigm
hubs to the malign insider’s ingress to stored information,
safeguard from malicious files, elimination of the centralized
division of data storage, obsolete files and downloaded files
often. The proprietor of the data is less anxious for the future
of data stored in such cloud service model. Another aspect
is the ingress command on the data, the proposed scheme
seeks to ensure the CIA triad which pares malign insider’s
and file threats with an algorithm that enhances data sharing
covertness in MCS services. The proprietor can store and
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recover the data in the absence of merging conflicts to procure
significant information. The empirical outcomes specify that
the suggested model is apt for adopting the MCS services.

III. RELATED WORK

Ken Yang et al. [1] found that the use of clouds for storing
crucial data in distinct organizations is practiced these days.
The data was stored on the server and retrieved at any time and
from anywhere. It was made more secure in cloud storage with
proper security algorithms and authentication. The analysis
increased the availability and security of data at any time at the
receiver. For an intruder dealing with the single cloud system
is easier than multi-clouds. From this the idea of multi-clouds
gathered attention in cloud computing.

Jing Jang Hwang et al. [2] introduced the data sharing
techniques that were used in the cloud infrastructure were
susceptible to various kinds of attacks as many traditional
cryptographic techniques fail to provide essential authentica-
tion and data integrity for the user. Emphasis was done on
using data slicing using AES encryption. The parts of the data
were maintained on different clouds servers.

Xiao hua Jiae et al. [3] outlined the decline in employing
single clouds as the MCS elevated swiftly in CSPs arena.
Cloud computing imparts many gains in terms expenditure
and uptime. Guaranteeing the security of cloud computing is
a prime constituent in the cloud computing environment, as
end-user often stores delicate information on CSP which may
be untrustworthy. Single cloud became less popular among
CSPs as it fails to thrive the CIA triad, thus CSPs moved
towards MCS to store important information. It concluded
on recent research related to single and multi-cloud security
and addressed the use of multi-cloud providers to maintain
security. This work motivated to promote the use of multi-
clouds due to its ability to reduce security risks that affect the
single cloud to the application.

The summary of these papers augmented to storing the data
in multi- clouds rather than single cloud. The data should
be sliced and each unique chunk is stored in different cloud
servers. There was a supreme need of data encryption of
data using an optimum and mutually compatible cryptographic
algorithms. Finally not acquiescing the available encrypted
data to be easily procurable by focusing on encrypting the spe-
cial symmetric key. The multimedia data used was encrypted
using AES algorithm and the special key is being encrypted
using an asymmetric public key and all this information is
stored in clouds, which strengthens the data integrity of the
infrastructure.

IV. PROPOSED WORK

The application built is a secure data sharing application
that let us to take advantage of cloud computing using
enhanced encryption standards. The application strips away
all the redundancies and reduce the complexities of existing
systems, acting as a secure endpoint where users can share
data securely and in more meticulous way. In this proposal
we use hybrid encryption which guarantees improved security,

TABLE I: Existing vs Proposed

Existing work Limitations Proposed work
Data is divided
and stored on sin-
gle cloud

No better encryp-
tion

Data is encrypted
as well as divided
and stored on
multiple clouds

Data is encrypted
using AES algo-
rithm

Key produced by
AES algorithm is
not secured

Encryption of
Data Using AES
algorithm and
then splitted.

Data is encrypted
using RSA algo-
rithm

RSA is old Algo-
rithm and is not
safer for data en-
cryption.

Encryption of
AES key using
RSA algorithm

confidentiality, integrity of the application. One of the main
reason why we use hybrid encryption because the public-
key cryptosystems often confides to complicated mathematical
computations which is generally inefficient in contrast to
symmetric-key cryptosystems. A hybrid cryptosystem blends
the ease of public-key cryptosystem with the efficacy of
symmetric-key cryptosystem. The framework of the SISA ap-
plication is shown Fig. 1, here initially the data files (.pdf, .jpg,
.xlsx, .mp3) are converted to 32-byte array before performing
the AES encryption discussed latter.

Fig. 1: Framework of SISA

A. Advanced Encryption Standard (AES) Cryptosystem

AES is a symmetric block cipher cryptographic algorithm
which is hypothetically impenetrable in a non-trivial time,
discussed in algorithm 1. AES allows three variations in key
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lengths i.e 128, 192 & 256 bits where the encryption consists
of 10, 12 & 14 rounds respectively. All the rounds in each
case are identical besides the last round. For encryption,
each round consists of four steps : 1) Substitute bytes, 2)
Shift rows, 3) Mix columns & Add round key. The last step
consists of XORing the output of the previous three steps
with four words from the key schedule, the Fig. 2 shows
the basic structure of AES cryptosystem. Here we use the
AES encryption technique to encrypt the input data file (256
bits), this AES 256-bit encryption key is a special key as
in our case. In this proposal the AES 256-bit key can be
used to encrypt multimedia data (text, audio, pdf, jpg). The
integrity of data is ensured by the special key which is further
encrypted by using an asymmetric key (RSA), thus resulting an
hybrid encryption. This can be formally realised by the given
equations 1 , Let ‘P ’ be the plaintext, KAES be the special
key which is generated at a real-time using a pseudorandom
number generator called Linear Congruential Generator and
Kpri & Kpub be the receiver’s private and public RSA keys
respectively.

C1 = EAES(P,KAES)

C2 = ERSA(KAES ,Kpub)
(1)

Then, send both the ciphertexts C1 & C2 to the receiver. The
receiver can then recover the plaintext as shown in equations
2,

KAES = DRSA(C2,Kpri)

P = DAES(C1,KAES)
(2)

B. Linear Congruential Generator (LCG)

Linear congruential generators (LCGs) are class of pseu-
dorandom number (PRNG) algorithms used for generating
sequences of random-like numbers. They are prevalent among
the other prng’s primarily due to their ease of implementation,
speed and memory usage. LCGs are defined by the recurrence
relation as shown in equation 3 [11]:

Xn+1 = (aXn + c) mod m (3)

where,
m : the modulus ; a : the multiplier; c : the incrementer; X0

the starting value, or seed.
Thus, for example if we consider a = 11, c = 37, X0 =

1 and m = 100 then we can get, X0 = 1 , X1 = 48, X2 =
65, X3= 52, X4 = 9 and so on. In this proposal AES 256-bit
key is generated in this fashion and stored in 16 × 16 matrix
which is then used in the AES encryption process as discussed
above.

C. Rivest–Shamir–Adleman (RSA) Cryptosystem

It is asymmetric cryptographic algorithm popularly used
over internet to encrypt data. Generally, RSA algorithm
relies on the fact that the factorization of large integer is
computationally complex. Here the public-key & private-
key both consists of two numbers of which one is the
multiplication of the two large prime numbers. So if the

Fig. 2: Basic Structure of AES [7]

Algorithm 1 Data Encryption using AES Algorithm [7].

1: procedure MAIN
2: KeyExpansion (byte key [4 * Nk ], word w[Nb * (Nr

+ 1)], Nk)
3: begin
4: i=0
5: while(i<Nk)
6: w[i]s word [key[4*1],key [4t*i +1],key [4*i+2],key

[4*i+3]]
7: end while
8: while (i <Nb(Nr*1))
9: word temp= w[i<1]

10: if (i mod Nk = 0)
11: temp=SubWord (RotWord (temp)) xor Rcon [i / Nk]
12: else if (Nk = 8 and i mod Nk = 4)
13: temp SubWord (temp)
14: end if
15: w[i] = w[i - Nk] xor temp
16: i=i+1
17: end while
18: end procedure

private-key is compromised then the encryption fails, thus the
encryption strength entirely depends on the key size. Hence, if
this key size is doubled or tripled then the encryption strength
increases exponentially. Typically, RSA keys are of 1024-bits
or 2048-bits so if we used to encrypt large amount of data files
(.pdf, .jpg, .xlsx, .mp3) it will consume tremendous amount
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Algorithm 2 Data Splitting Algorithm [10].

1: procedure MAIN
2: Initiate db connection from user to application inter-

face.
3: Convert the data to binary
4: Generate a Secret key
5: Encrypt the data with Secret key.
6: Apply Rijndael key Schedule & derive RoundKey
7: BitXOR(state of byte, Block(RoundKey))
8: Apply Non-linear substitution step
9: SubByte: oldByte

newByte (LookUpTable)
10: ShiftRow: Transpose(state of Row)
11: MixColumn: Mix(state of column)
12: Add all the RoundKey
13: Check the size of data
14: Evaluate remainder = size % cloud no
15: Estimate the size of split data (S) =

Size of data−remainder
cloud no.

16: Last data size = S + remainder
17: Insert key values to random cloud
18: end procedure

Algorithm 3 AES key encryption using RSA algorithm [9].

1: procedure MAIN
2: Generate two different primes p and q
3: Calculate the modulusn = p ∗ q
4: Calculate the euler’s totient function Φ(n) = (p−1)∗

(q − 1)
5: Select for public exponent an integer e such that 1 <

e < Φ(n) and gcd(Φ(n), e) = 1
6: Calculate for the private exponent a value for d such

that d = e−1modΦ(n)
7: Public Key = [e, n]
8: Private Key = [d, n]
9: end procedure

of time. In this proposal, the RSA algorithm provides security
to the AES 256-bit key by encrypting it with its public key
as shown in equations 1. This encryption of the AES 256-bit
key remains anonymous to any intruder, thus provides an one
layer additional security. The receiver can decrypt the special
key using the private-key sent by the admin as shown in
equations 2. This enhances the compatibility and efficiency of
the SISA application and the system guarantees the superior
security of the encrypted data stored on the MCS [3].

RSA Key Generation

RSA required two large prime numbers ‘p’ and ‘q’ to
generate public and private keys. These prime numbers are
generated using the Linear Congruential Generator as dis-
cussed in subsection IV-B. This LCG algorithm is determin-
istic and therefore produce sequences of numbers that are not

statistically random.
• Generate large random numbers of desired magnitude

using LCG.
• Check whether these numbers are prime, otherwise pick

successive random numbers.
• Generate the public-key ‘e’ & the private-key ‘d’ which

are then selected based on the conditions as discussed in
the algorithm 3.

Thus, these RSA public-key & private-key of key size 1024-
bits is generated and is further used to encrypt-decrypt special
key as shown in equations 1,2.

D. Working of SISA Application

The application is a client-server based cloud infrastructure
where the files can be uploaded, downloaded, shared among
the connected server and clients. Initially, the sender / user
uploads the data files (.pdf, .jpg, .xlsx, .mp3) to the application
which is then converted to 32-byte array. This 32-byte array
(i.e. data file) is encrypted by using the AES 256-bit key (i.e.
special key). Now, before uploading this AES encrypted data
file on to the cloud servers the number of blocks are created on
to the encrypted data file which are then splitted symmetrically
into three parts and are then stored on to the three different
cloud servers, discussed in algorithm 2. Thus each cloud server
contains the unique part of a file.

The second part of the application is encrypting the special
key used for data file encryption using the RSA public-key. The
system encrypts the special key with the RSA public-key and
the generated private-key is sent to the receiver by the system.
Now, the data as well as the symmetric key is encrypted. This
enables hybrid encryption standards which are very difficult
to detect and computationally complex to attack easily.

At the receiver’s end, the sender first sends the RSA
private-key to the receiver only after which he can be able
to download the data file. The use of private-key here acts
as a obstruction for the decryption of data file using special
key as it is encrypted using the RSA public-key. Hence, the
system first decrypts the special key using RSA private-key
and then the data file is decrypted using that special key.
Finally, 32-byte array is converted back to the original data
file (.pdf, .jpg, .xlsx, .mp3) is downloaded at the receiver’s end.

Need for Hybrid Cryptosystem

1) Symmetric ciphers are significantly faster than asymmet-
ric in encrypting the files with larger size.

2) Asymmetric ciphers enables key exchange system but at
the cost of speed.

3) Asymmetric encryption decelerates the encryption pro-
cess, but with the concurrent use of symmetric encryp-
tion the overall system performance is enhanced.

V. RESULT ANALYSIS

A. Performance Measurements

The cycle count values for encryption or decryption which
depicts the the number of system clock cycles required to en-
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crypt or decrypt bytes of data. The amount of time required to
execute one of these routines for any system-clock frequency
can easily be calculated by using the following formula given
in equation 4 [13] :

Time =
Cycle Count

System Clock Frequency
(4)

The following are the parameters used for the encryption
algorithm performance :

1) Encryption Time (TE): It is the time taken to convert
the plaintext (in KB) to ciphertext.

2) Encryption Throughput (ThE): It is defined as the
total size of input file (in KB) over the total encryption
time (in seconds) as shown in equation 5.

ThE(KB/sec) =

∑
size of input files∑

TE
(5)

3) Decryption Time (TD): It is the time taken to convert
the ciphertext (in KB) to plaintext.

4) Decryption Throughput (ThD): It is defined as the
total size of input file (in KB) over the total decryption
time (in seconds) as shown in equation 6 [12].

ThD(KB/sec) =

∑
size of input files∑

TD
(6)

5) Average Time (Tavg) : It is defined as the ratio of total
encryption / decryption time over the total number of
files as shown in equation 7.

Tavg =

∑
TE or

∑
TD∑

number of input files
(7)

B. Graphical Analysis

The following Tables II & III shows the comparison of
AES & RSA cryptosystem with our proposed system. It is
observed that our proposed hybrid encryption is significantly
overlapping with the performance of AES algorithm. The
graphs 3a & 4a clearly depicts that the hybrid encryption is as
effective as the AES cryptosystem. On the other hand, in RSA
cryptosystem the time take taken for encryption and decryption
increases exponentially with the increase of the file size as
shown in the graphs 3b & 4b, which is not feasible. Hence, in
the proposal the RSA (1024) cryptosystem is used to encrypt
the AES 256-bit key which reduces the cost of encrypting
the much larger size data files. Thus, the proposal gets the
advantage of encrypting the large files using AES which is
comparatively faster than RSA and then by encrypting the
special key with RSA (1024) will computationally complex
the decryption process. This will ensure the integrity of the
data file.

VI. CONCLUSION

Despite the benefits of cloud storage of availability, less
computation time, etc. in the today’s digital world ‘data se-
curity’ remains the primary focus among the tech giants. This
led in the emerging of adapting the cryptographic techniques

TABLE II: Encryption Time (in Milliseconds) [13] [14]

File Size (in KB) AES RSA Proposed System
2 0.761 85 1.854

15 5.705 948 6.799
30 11.410 1949 12.504
55 20.919 3423 22.012
75 28.525 4463 29.619
90 34.231 5545 35.324
150 57.051 10018 58.145

Average Time 22.657 3775.857 23.751
Throughput (KB/msec) 2.629 0.016 2.508

TABLE III: Decryption Time (in Milliseconds) [13] [14]

File Size (in KB) AES RSA Proposed System
2 2.489 400 6.208

15 18.666 3302 22.385
30 37.332 6831 41.050
55 68.441 12426 72.160
75 93.329 16841 97.048
90 111.995 21141 115.714
150 186.659 39381 190.377

Average Time 74.130 14331.714 77.849
Throughput (KB/msec) 0.804 0.004 0.765

(a) AES vs Proposed

(b) RSA vs Proposed

Fig. 3: Encryption

to the data uploaded over the cloud. In the context, various
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(a) AES vs Proposed

(b) RSA vs Proposed

Fig. 4: Decryption

symmetric and asymmetric key encryption techniques were
used to store data on cloud over the period of time. A
hybrid of symmetric and asymmetric key encryption ( i.e. AES
and RSA) is proposed which focused on the encryption of
data file using symmetric key followed by the encryption of
symmetric key with asymmetric key, and storing this crucial
data and symmetric key in distributed cloud in encrypted
scheme. Encrypting the symmetric key was implemented as
the encryption of the key remained anonymous to any intruder
and it made the key to be decrypted first before decrypting
the data. The asymmetric key was used to further reduce the
cost of encrypting symmetric key using another symmetric key
algorithm which shows the compatibility of AES and RSA in
cryptography is superior.
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Abstract— With the developments in the internet and the rise of 

ecommerce applications and social networks, there is a lot of data 

generated daily. Thus, the transmission of this data safely 

through the web is an issue. Also, network security is gaining a 

greater importance as more and more people are moving towards 

the age of digital information. As the number of users increase, 

the cyber-attacks are becoming critical. There are various 

network security tools which deal with a lot of functions in 

contributing to the security of network. These network security 

tools help in finding the vulnerabilities in a website or a web 

application, to secure wi-fi networks, to crack passwords, to 

ensure message encryption etc. This paper describes some of such 

tools, which deal with vulnerability check in a website, wi-fi 

security, network scanning, network or protocol analyzing. 

 

 
Index Terms—Network security, Zed Attack Proxy, Aircrack-

ng, Wireshark, NMAP 

 

I. INTRODUCTION 

 

HE fast developments in the internet has attracted a huge 

number of users, increasing the data production rate. As 

more and more people are moving towards the digitalized 

information, this information has to be safely transmitted. The 

safe transmission of such data is an issue. Along with this, the 

network security has got a greater importance as there is an 

increase in the number of users day by day. Due to increase in 

the number of users, cyber-attacks have become a major 

threat[1].  

      Thus, in order to ensure the safe transmission of data and 

network security, there are various network security tools 

available. These network security tools perform different 

functions. There are various types of tools which are used for 

different purposes[2]. These tools perform variety of 

operations to contribute to the network security.  

Some of them help in sniffing the network or analyzing a 

protocol, some of them deal in securing a wi-fi network, some 

of them deal with password security, some check for the 

website security etc. 

       In this paper, we describe four such tools which perform 

certain tasks contributing to the network security[3]. We 

discuss about Zed Attack Proxy (ZAP) tool which deals in 

checking for the vulnerabilities in the websites or web 

 
 

application. How the threats in the websites are discovered and 

solutions are found using ZAP.  

      Then we discuss about Aircrack-ng tool which deals with 

password cracking of Wi-fi network. How this helps in 

discovering the effectiveness in the security of wi-fi network. 

Next, we discuss about the NMAP tool that is Network mapper 

which is a network scanner that helps in finding out the hosts 

and servers in a computer network. It sends packets and 

analyses the responses. 

     The next tool is Wireshark tool, which is a packet analyzer. 

It is used for network troubleshooting and analyzing the 

network, development of software and communication 

protocols. 

     We discuss how these tools work and their important 

contributions to ensure network security. 

 

II. ZED ATTACK PROXY 

      Zed Attack Proxy is an open source web application 

security scanner which is a free network security tool. It is an 

OWASP (Open Web Application Security Project) with the 

flagship status. It is completely free and open source[4]. ZAP 

is used for penetration testing of your website or a web 

application. It is ideal for the use of both beginners to the 

application security as well as professional penetration testers. 

It is becoming a framework for advanced testing. 

 

A. ZAP PRINCIPLES 

• It is free, open source which means anyone can access 

and use it. 

• It’s also cross platform that is it works on Linux, 

Windows and Macs. 

• It is easy to use; any user be it beginner or a 

professional can use it easily. 

• It is easy to install; it requires Java Runtime 

Environment but everything else is included in 

standard downloads. 

• It is fully internationalized, i.e., it’s been translated to 

many other languages. 

• It is fully documented, set of useful documents and 

helpline files are included. 

• It works well with other tools, so that we can use other 

tools in conjunction with zap if we need to. 

• It supports the use of well-regarded components. 
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B. ZAP MAIN FEATURES 

 

• Intercepting proxy: we configure the browser to proxy 

through zap so that zap can see through all the 

requests and responses. 

• Active and passive scanners: it provides both the active 

and passive scanners, so that passive scanners just 

examine through requests and responses and still 

recognise the types of problems just on that basis. But 

the active scanners are different and these can 

perform wide range of attacks only on applications 

that you have permission to test. 

• Spider: it is used to crawl the application, say for 

example to find the missed-out pages or hidden 

pages. 

• Report generation: zap can prepare reports based on 

the issues found including more advices and links on 

how to solve that particular problem. 

• Brute force component: it can also find files even if 

there are no links to them using brute force 

component, which is based on owasp dirbuster tool. 

• Fuzzing: it can also fuzz parameters and includes 

fuzzing libraries from the jbrofuzz and fuzz db tools. 

You can use fuzzing to find more subtle 

vulnerabilities that the automated scanners cannot 

find. 

• Extensibility: zap can be easily extended 

      Any web application has to be tested and security testing 

plays a vital role in it. There are many security threats that a 

website or a web application may face, like SQL injection, 

Broken authentication and session management, cross sight 

scripting, broken access control, security misconfiguration, 

sensitive data exposure, insufficient data protection, cross site 

request forgery etc. Zap helps in detecting all such threats and 

vulnerabilities, and possibly give solutions to the problems[5]. 

 

C.  WORKING OF ZAP 

 

Fig. 1. Block diagram of working of ZAP 

       Initially, zap creates a proxy server. The browser sends 

the traffic to pass through the zap proxy server, then the zap 

browser receives the URL and the attacks on URL with help of 

auto scanners that helps to find out the vulnerabilities in a 

website. Finally, a report is generated with the respective 

problem, its reason and also the solution for it. 

 

E. A SIMPLE PENETRATION TEST 

      Firstly, configure your browser to proxy through ZAP. 

Then, explore the application manually. Next, use spider to 

find ‘hidden’ content. See what issues the passive scanner has 

found. Finally, use the active scanner to find vulnerabilities 

F. WORKING SCENARIO 

 
 

Fig. 2. Initial window of ZAP before entering URL to attack 

 

     Initially the zap window looks like this as shown in the 

above figure.  

     We give a URL to attack in order to check for the possible 

vulnerabilities and then the scanning process starts. It is as 

shown in the below figure. 
 

 
 

Fig. 3. The scanning process in ZAP. 
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      Once the scanning process is done, the threats or the 

vulnerabilities discovered through scanning are listed in the 

alert section. 
 

 
  

Fig. 4. The description, type and other details of a threat scanned in 

scanning process. 

The description of the problem and also the possible 

solution for the threat is also given as shown in figure. 

 
 

Fig. 5. The solution for the problem given after the description of the 

vulnerability. 

Thus, Zed Attack Proxy is an effective tool to ensure security 

of the web applications or websites. 
 

 

III. AIRCRACK-NG 

A. FEATURES 

       It contains a suite of tools for the purpose of checking 

wireless networks. It is mainly used for: 

• Monitoring: Packet capturing and exporting of data to 

text files which is further used for processing by third 

party tools 

• Attacking: Replaying attacks, de-authentication, fake 

access points and others through packet injection 

• Testing: Checking driver capabilities and Wi-Fi cards 

(capture and injection) 

• Cracking: WEP and WPA PSK  

It contains four necessary parts [6]: 

• Airodump-ng: it records the coordinates of the entry or 

access points and captures the raw 802.11 packets. 

• Aireplay-ng: it is used for injecting frames into 

wireless networks. 

• Aircrack-ng: it is used for recovering keys once 

enough packets have been captured. 

• Airdecap-ng: it is used for decrypting the encrypted 

capture files. 

      Aircrack-ng is used mainly to test the weaknesses of 

wireless networks by accessing the network using WEP and 

WPA-PSK keys by decrypting encrypted packets stored. 

 

B. WORKING OF AIRCRACK-NG 

 
Fig. 6. Block diagram of working of aircrack-ng 

       Firstly , the aireplay-ng tool generates packets for 

simulating the traffic. Then the traffic generated, transmits 

packets and sends it to the airodump-ng tool. The airodump-ng 

tool captures the packets and then classifies them. Along with 

this tool, airmon-ng tool changes the adapter to monitor mode 

to capture all the packets[7]. Once, enough packets are 

captured, aircrack-ng recovers the key from captured packets. 

Finally, the airdecap-ng starts decrypting the contents of 

packets using the recovered key. The airolib-ng tool helps in 

fastening the password cracking process by precomputing the 

pairwise master keys[8]. 

 

C. WORKING SCENARIO 

The password is cracked by checking out all the 

possibilities in the password list. The output during the 

cracking process is as shown in fig. 7.  

Once the password is cracked, the aircrack-ng tool shows 

the respective password with the message as “KEY FOUND!”. 

The following figures show the output screen while 

aircracking takes place. 

The current passphrase represents the currently parsed 

password in the password list [9]. 
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Fig. 7. Output screen while checking for password in the password list. 

 

Once the password is cracked, the output screen is as shown. 

 

Fig. 8. The final output screen when the password is cracked with the 

message as KEY FOUND and the respective password. 

 

IV. NMAP 

       Nmap is basically known as foot printing tool or 

recognisant tool. This is the first step to find information about 

the target or the IP or the website. Nmap in normally the tool 

used with Linux, OS and the nmap for windows is known as 

zenmap. 

 

 Nmap is expanded as Network Mapper. It uses innovative raw 

IP packets to determine which hosts are available on the 

network, which hosts the services (application name and 

version), the operating system (and OS versions) that they 

work on, what packet filters or firewalls are in use and many 

other characters. It was initially designed to scan large 

networks quickly. Vulnerability detection, penetration testing, 

host discovery. The main use is for network exploration and 

security audits. We will also get to know what the flaws in our 

network are. It will help us find available ports and services. It 

will likewise be utilized for finding and abusing vulnerabilities 

in a system[10]. Nmap supports dozens of advanced 

techniques to map the network filled with IP filters, firewalls, 

routers and other hurdles. Many post scanning procedures 

(both UDP and TCP), OS detection, version detection, ping 

scraping etc. Nmap is a port scanner and is a tool used by 

system administrators and attackers (s) to identify vulnerability 

in operating systems[11]. This takes an IP address or host 

name and finds the source information associated with it. If an 

IP address is provided, it then finds the host to which it 

belongs to[12]. Nmap comes into use when we need to scan 

huge networks, nearly hundreds of thousands of machines. 

Nmap is a tool that can be used to find services that operate on 

Internet connection systems. It could potentially be used for 

black hat hacking as any other device, as precursor attempts to 

gain unauthorized access to computer equipment. Nmap is 

often used by security and systems administration to access the 

network for impairment. 

 
 

A. WORKING OF NMAP 

      Traditional command line and graphical (GUI) versions 

are available to suit our priorities. Binaries are also available 

for those who do not want to compile the NMP from the 

source.Nmap can be used for advanced ethical hacking as well 

as for scanning a network by using a command line “nmap –v 

–A target host”. 

      In the fig 9 the TCP scanning that is done using Nmap. 

First the command line “nmap –sS 192.168.86.1” is used to 

syn scan the TCP. This command sends a syn message to the 

target system (Responder in figure1) using the TCP IP stack, 

then the responder sends a syn+ack message to the initiator 

and the initiator sends the ack message which confirms the 3-

way hand shake.  

 
Fig. 9. TCP scanning using nmap. 

 

B. WORKING SCENARIO 

       Fig 10 shows the initial window of Nmap. Since Nmap is 

a scanning tool let us take the example of the tcp scanning and 

show the working scenario of Nmap. 

       Fig 10 is the initial window of the nmap and this is how it 

looks when we first open the window. To scan the TCP IP, we 

need to enter the command line “nmap –v –sn 192.168.0.0” in 

the command space as shown in fig 11. And once the scanning 
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of the TCP is done the final window looks like the fig 12 

which is the window that shows the entire scanning of TCP. 

        This is basically just an example to make us understand 

about the working of nmap. Similarly using the command 

lines, we can scan any network as shown in the example. 

 
Fig 10. Initial window of nmap. 

 

 
Fig 11: command entering 

 

Command line should be entered to scan the TCP, this is done 

by using the command line “nmap –v –sn 192.168.0.0” 

 
Fig 12:Final window after scanning. 

 

 

V. WIRESHARK 

       Wireshark is an open-source and open packet analyzer. It 

is used for network analysis, software and communications 

protocol development, troubleshooting and education. It puts 

the network card into promiscuous mode. This basically means 

it can intercept packets into the network, it is done by using 

libraries called as winpcap and libpcap. These winpcap and 

libpcap provide capture and filter capabilities on different 

platforms. Wireshark is a free and open-source protocol/ 

packet tracer[13]. Network attacks are almost identifiable by 

observing incoming and outgoing traffic, because unusual 

behavior is caused by the suspicious pattern of packets[14]. 

 

A. FEATURES OF WIRESHARK 

• The main feature of wireshark is, it has live capture 

and offline analysis. 

• It is a multiplatform i.e., it runs on multiple flatforms 

like windows, OS, linux etc. 

• Captured network data can be browsed through a 

graphical interface. 

• For dissecting new protocols, plug-ins can be created. 

• Most importantly it is a data capturing tool and a 

packet analyzer. 

 

 

B. WORKING OF WIRESHARK 

        The first thing we see is the list of all the network 

interfaces. We have to choose which interface we want 
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wireshark to capture on. Most of the time it will be the 

Ethernet or Wi-Fi interface.  Once we select the interface the 

wireshark starts capturing the packets. 

        Let us take an example of ping packet. Ping packets are a 

type of internet control message or part of the ICMP protocol. 

We can ask the wireshark to give us only ICMP packets. 

        The top part of the screen wireshark shows a list of all the 

packets seen and gives a brief information about them. 

The middle section of the wireshark window shows the lines 

that corresponds to one of the layers of the internet. Each of 

the layer is represented by the header that is contained by that 

packet. So, whenever the wireshark intercepts the packet it 

looks at all of the header on that packet so that we get 

complete information about the packet-ed every step of the 

network stack. 

        The bottom most part of the wireshark window shows the 

actual bits of the packets and what their encoding means. 

 

C. WORKING SCENARIO 

        Fig 13. shows the initial window of wireshark where all 

the network interfaces are present.  

 

 
Fig 13: initial window of wireshark. 

 

Fig 14 shows that the packets are being scanned. Here as for 

the example we have taken i.e., TCP, the packets are being 

scanned for that. 

 We can also get the input output graph for this TCP packet 

analyzer. This option is found in the statistics option and the 

graph is as shown in fig 15. 

Statistics also has many options such as packet length, end 

points, resolved addresses etc and one such option is capture 

file properties and this is shown in fig 16. 

 
Fig 14: Packet scanning. 

 
Fig 15: i/o graph. 

 

Under ideal conditions, the graph represents a line develops 

over time indicating efficient performance the TCP connection 

[15]. 

 

 
Fig 16: capture file properties. 
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VI. COMPARISON TABLE OF THE NETWORK 

SECURITY TOOLS 

NO. TOOL FUNCTION USES 

1. Zed Attack Proxy Web 

application 

security scanner 

Scans 

vulnerabilities 

in a web 

application, and 

gives solutions 

to those 

problems. 

2. Aircrack-ng Wi-fi network 

security 

checker 

used to test the 

weaknesses of 

wireless 

networks by 

accessing the 

network. 

3. NMAP Network 

mapper 

Gives all the 

information 

about a network 

about hosts, 

operating 

systems etc. 

4. Wireshark Packet analyzer used for 

network 

analysis, 

software and 

communications 

protocol 

development, 

troubleshooting 

and education. 

 

VII. CONCLUSION 

 

        Here we have exhibited the subject of Network Security 

and some of the Network Security Tools that will help us in 

finding the vulnerabilities in a website. In this paper we see the 

usage, main features, principles and the working scenarios of 

network security tools like zap, aircrack-ng, Nmap and 

Wireshark. Thus, all these tools help us in securing the 

network and preventing it to be vulnerable from any third-

party system. 
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Abstract- Piezoelectric devices are the alternative potential 

source for energy. The main focus of this paper is to 

maximize the output voltage in different shapes of 

piezoelectric cantilever beam with the same dimensions. In 

this paper we compare the power output between 

conventional structure and modified structure (E-shape) 

and conclude that modified structure has more possibilities 

in generating maximum power. The prototype E-shaped 

structure shows maximum deflection than the conventional 

one. This energy harvester is able to remove the battery 

problem in various fields like wireless, biomedical and so 

on. The various structure of cantilever beam is designed by 

using COMSOL multi-physics 5.1. The obtained results 

are compared using MATLAB simulation. 

Keywords- Cantilever, Unimorph Piezoelectric, 

Energy Harvesting. 

 

1. INTRODUCTION 

Advancements in wireless sensors in recent years have 

had major strides in the piezoelectric domain. When we 

realize the fundamental properties of piezoelectric 

effect, we can state that the amount of electric energy 

produced is directly proportional to the mechanical 

stress applied. Many researchers have tried to increase 

the amount of power generated through the use of 

cantilevers pertaining to the amount of stress and 

displacement caused by the cantilever beam which has 

lead to unique design modules like rectangular (cardinal 
form), step, trapezoidal and much more. Keeping the 

main focus about structural integrity this paper mainly 

showcases a new unique form of a cantilever beam 

design known as the modified E-structure which 

produces substantial displacement in turn increasing the 

sensitivity. Here an unimorph cantilever beam is 

utilized, unimorph has only one piezoelectric layer [4] 

attached to the substrate. Since energy harvesting is our 

primary objective, unimorph cantilever is viable choice. 

Given that the cantilever beam focuses on fundamental 

modes of frequency [1], the accuracy is tested using 
MATLAB of different transfer functions pertaining to 

the E structured cantilever beam [Fig 2]. Basically, there 

are two model of cantilever that can be used in two 

different modes-33 mode and 31 mode, where 33 mode 

(compressive mode) means the voltage is obtained in 

the 3-direction parallel to the direction of applied force 

and the 31 mode (Transverse mode) means the voltage 

is obtained in 1 direction perpendicular to the direction 

of applied force [5]. The one end of the unimorph 

cantilever beam is fixed while other end is suspended 

freely for motion. When the cantilever beam is deflected 

up and down from the vibrations produced by a 

mechanical force in the cantilever beam. This mechanical 

energy of the beam will get converted into electrical 

energy due to piezoelectric properties [8].  

Piezoelectric energy harvesting can be used as the 

alternative source of energy for the removal of battery 

problem.  PZT materials that can convert the ambient 

vibration energy surrounding them into electrical energy. 

This electrical energy can be stored and used to power 

others devices. Due to advance technology of wireless and 
MEMS technology the wireless sensor which are in 

remote area, this piezoelectric electric energy harvesting 

plays a vital role. In case of biomedical field to power 

sensors which are implant inside human body, this energy 

harvesting contributes to supply the power for example 

the artificial pacemaker. 

 

2. CLASSIFICATION OF CANTILEVERS 

This section presents the case study using finite element 

analysis in COMSOL Multiphysics to compare the 

traditional rectangular piezoelectric cantilever beam as 

shown in fig 1 and the derived E shaped as shown in fig 2. 

 

 
Figure 1: Frequency simulation of rectangular cantilever 

beam 

 

 
Figure 2: Frequency simulation of E shaped cantilever 

beam 
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In order to perform a fair comparison, we need to keep 

the dimensions of both the beams equivalent as shown 

in Table 1. The required parameters are compared as 

shown in Table 2. When the length of piezoelectric and 

non-piezoelectric are equal the maximum power is 

generated [11]. The mechanics module of COMSOL 

Multiphysics is used to simulate the mechanical 

domains and the piezoelectric devices module to 

simulate the piezoelectric properties of the PZT5H layer 

[6]. 

 
Table 1:  CANTILEVER PARAMETERS  

Layer length 

(mm) 

Width 

(mm) 

Thickness 

(mm) 

Silicon 100 60 0.276 

PZT-5H 100 60 0.222 

 

Table 2:MATERIALS PROPERTIES 

Material properties PZT-5H   Silicon 

Young’s Modulus (GPa)  63   170 

Density (kg/m3)  7500   2329 

 Poisons Ratio  0.31   0.28 

 

Lead Zirconate Titanate (PZT) is a perovskite ceramic 

material that shows marked piezoelectric effect[2]. PZT 

can be prepared in many different forms depending on 

the application. Here with an approach to create an 

universal cantilever beam which could be used in 

multiple ways, we choose PZT based on the conclusions 

made in the paper[2]. Where temperature change above 

20°C does affect the output voltage(PZT-5H). 

Piezoelectric material works really well under the curie 

temp (200 °C ) and the energy produced increases as the 
loading increases while the  temperature decreases[2]. 

Table 3 shows comparison of different shapes used for 

analysis. 

 

Table 3: COMPARISON OF RECTANGULAR AND 

E-SHAPED BEAMS. 

   Geometry Stress, (N/m2) Piezoelectric 

voltage (V) 

  Rectangular 1.32*105 0.278 

  E-Shaped 1.64*105 0.32 

 

3. MESHING 

 
3.1 Meshing 

The finite element mesh is used to subdivide the 

Computer Aided Drawing (CAD) model into smaller 

domains called elements, over which a set of equations 

are solved. These equations approximately represent 

the superintended equation of interest via a set of 

polynomial functions defined over each element. As 

these elements are fragmented down into figuratively 

smaller modules, as the mesh is refined, the computed 

solution will approach the true solution 

 

Meshing is a basic procedure to produce a physical 

simulation through a grid structure than maps every part 

of the model to be fabricated. Here the model is meshed 

with physics control mesh and element size fine. Meshing 

can be done in many different forms namely tetrahedral 

[Fig 3] hexahedral and polyhedral. Tetrahedral form is 

adopted to construct the E cantilever (Fig 4) as it has 4 

vertices, 6 edges, and is bounded by 4 triangular faces 

which provides an immense amount of structural integrity. 
Tetrahedral meshing is easier to compute than hexahedral, 

as it simplifies complex geometry. Also another key 

feature is that tetrahedral can be transitioned into another 

form of meshing easily when compared hexahedral.  

 

 
Figure3: Typical Tetrahedral meshing (Comsol) 

 

 

 
Figure 4: Tetrahedral meshing applied for E cantilever 

 
 

3.2 Mathematical modelling 

A definite system can be represented by different 

peripherals which may be physical or not depending on its 

application. A mathematical model as the name states 

represents this in a mathematical concept. A schematic of 

converting kinetic energy into electrical energy is 

represented in figure 5 [1] based on linear elasticity. 

 

 
Figure 5: Schematic of a generic vibration energy 

harvester. 
When control system analogy of translating mechanical 

models to electrical models is applied to the system in 
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[Fig 5] we get: 

 

𝑚
𝑑2𝑥(𝑡)

𝑑𝑡2 +(𝑏𝑒 + 𝑏𝑚)𝑥(𝑡) + 𝑘𝑥(𝑡) = 𝑓(𝑥)…. (1) 
𝑋(𝑠)

𝐹(𝑠)
= 𝑇𝐹 =

1

𝑚𝑆2+𝑘
 …………………………(2) 

   

The above obtained transfer function is used to verify 

the frequency values using MATLAB. 

General equations pertaining to a unimorph cantilever 

beam are as follows [3]: 

 

𝐾 =
𝐸𝑤𝑡3

4𝑡3 ………………………………….. (3)                      

𝑓𝑟 = ⍵/2𝜋=
1

2𝜋
√

𝐾

𝑚𝑒
 ……………………....(4) 

 

𝑓𝑛 =
(𝑣𝑛)2

2𝜋

1

𝑙2
√

𝐷𝑝

𝑚
 ………………………… (5) 

 

m=𝜌𝑝𝑡𝑝 + 𝜌𝑠𝑡𝑠…………………………….(6)   

𝐷𝑝 =
𝐸𝑝

2𝑡𝑝
2+𝐸𝑝

2𝑡𝑠
2+2𝐸𝑝

1𝐸𝑠
1𝑡𝑝

1𝑡𝑠
1(2𝑡𝑝

2+2𝑡𝑠
2+3𝑡𝑝

1𝑡𝑠
1)

12(𝐸𝑝𝑡𝑝
1+𝐸𝑠𝑡𝑠)

… (7) 

                                                                          

Where, 

𝐸𝑠 =Young’s modulus of substrate(Si), 

𝑙 = 𝑙𝑏 = Length of the beam, 

𝐸𝑝 =Young’s modulus of piezoelectric 

material(PZT5H) 

𝜌𝑝 =Density of piezoelectric material(PZT5H), 

𝑤=Width of the cantilever beam 

𝑤 = 𝑤𝑏 = 𝑤𝑚 = Width of the beam 

𝑡𝑝 =Thickness of piezoelectric material(PZT5H), 

𝑡 =Thickness of the cantilever beam 

𝜌𝑠=Density of substrate material(Si) 

𝑡𝑠= Thickness of substrate(Si), 

 
 

 

4. RESULTS AND DISCUSSIONS 

The mechanical pressure applied for simulation of 

various geometries is maintained  the same in all cases 

but gives us with different values [7]. As shown in 

figure 1 and figure 2 of rectangular and E shaped 

structure respectively depicts the simulation result of 

frequency and displacement. According to theoretical 

view increase in displacement increases the potential 

generate which ultimately increases the power [9]. The 

modified E shape structure have maximum 

displacement than the traditional rectangular structure. 
The geometric dimensions and force applied for 

simulation are same in both rectangular and E shaped 

structure but gives different output [10]. From the 

accompanying examination we can lead towards the 

most appropriate geometry for the collecting application 

which delivers us the greatest stupendous at the 

generator stub as talked about in the later segment [12]. 

 

4.1 Model Frequency Analysis 

Due to the vibrating swing action of the beam, multiple 

bending resonance frequencies and their models were 

drawn out. 
 

 

The results of the first 5 eigen frequencies are shown in 

Fig 6. 

 

 
𝑓1 = 96.24𝐻𝑧,  First mode 

 
𝑓2 = 196.78𝐻𝑧, Second mode 

        
𝑓3 = 215.63𝐻𝑧,  Third mode 

          
𝑓4 = 268.63𝐻𝑧, Fourth mode 

 
𝑓5 =475.69𝐻𝑧, Fifth mode 

 

 Figure 6: Different mode of vibrations of cantilever 

beams  

By performing simulations through the COMSOL 
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Multiphysics we acquire the following average values: 

 

Table 4: COMPARISON OF RESULTS 

 

Geometry Eigen 

frequency 

(Hz) 

Displacement 

(mm) 

Rectangular 36.091 0.464 

E shaped 29.456 0.651  

 

 

4.2 Verification using MATLAB 

Taking in consideration of the possible errors caused as 

the number of iterations are more, the following values 

were verified in MATLAB using bode plot concept. The 

frequency obtained from the COMSOL simulation is 

compared with the frequency obtained from matlab 

simulation which is shown in figure 7. As the frequency 

obtained from COMSOL simulation is 29.45 while the 

frequency obtained from matlab simulation is 32. 
 

Using equation (2) where the following substitutions are 

made: 

m=0.006923 kg 

Damping coefficient(B) = 0 (assumption) 

Stiffness(K) = 6.8 

 

We get a graph as shown in figure 7, from which we can 

draw that the eigen frequency value is 29.123Hz.  

 

 
              Figure 7: Bode plot obtained from      

MATLAB simulation 

 

                      

5. CONCLUSION 

From the results obtained and verified it is evident that 
the new formulated E shaped cantilever beam produces 

more displacement when compared with the traditional 

Rectangular shaped beam. Since the output power 

generated is more in this particular prototype as 

compared to other structures, it can used in bio sensors, 

wireless sensors, ultrasonic imaging and so on. 

 

5.1 Future scope 

The performance of the beams can be estimated by 

incorporating residual stress of the beams. Mesh less 

tools can be used to evaluate the performance of the 
structures. As, it is observed the displacement of the E 

shaped cantilever beam is considerably more than the 

conventional structures, different types of structures can 

be derived to increase the efficiency of this module. 
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Abstract—Solid state transformer (SST) is an alternative 

concept of traditional line frequency transformer in the 

distribution circuits. It has expedience such as small volume, less 

weight, high power density, controlled power factor etc. It is 

very beneficial for future power system. This paper 

encompasses the system design and demonstration of a high 

voltage SST laboratory prototype model for smart grid 

applications. The high voltage high frequency 5KVA SST 

operating at 3 kHz designs are the prime segments of the system, 

including power stage are highlighted. Transformers magnetic 

core materials are compare and selected. The high voltage high 

frequency 5KVA, 3 KHz transformer prototype are designed 

and integrate with load. 

Keywords – High frequency transformer, dc to dc converter, 

inverter, rectifier, solid state transformer.  

I. INTRODUCTION 

Nowadays, power electronics is one of the advance 
technologies in the power system which has been focused on 
the improvement of power density and efficiency 
simultaneously minimising the weight, cost with volume [1]. 
Varieties of redevelopment technologies are present 
incorporating high frequency system employed with 
attachments, such as battery storage system, flexible 
alternative current transmission system, high voltage dc 
transmission system, and fuel cell system and power 
management for computers [2]. 

We are using SST as an alternative to the traditional line 
frequency transformer because to overcome the disadvantages 
of traditional transformer such as bulky size and heavy weight, 
transformer oil can be harmful when exposed to the 
environment which are used in traditional transformer cooling 
as well as insulating purpose, large magnetic inrush current 
produces harmonics, undesirable results at the input side such 
as fluctuations effects output waveform with impressions of 
power deficit at average loads, Voltage regulation is not 
optimum etc. SST has discriminative characteristics than 
traditional, as less weight, low volume, high power density, 
high power factor. Controlled power factor, reactive power 
compensation, metering or advanced distribution automation, 
harmonic filtering etc. [9] 

Recently, SST is another one high frequency link power 
conversion system to use in distribution systems with the 
development of the high voltage power device technology 

[1].SST exhibits good features such as small weight and 
volume, controlled power factor, high power density, voltage 
sag etc. compare to traditional transformer [2]. SST is 
combination of different materials such as boron, silicon, iron 
and phosphorus.  SST is oil free and dry type insulated high 
voltage high frequency transformer is mostly preferred due to 
its safety and environmental consideration; it is one of the 
advantages of solid state transformer. When line frequency 
transformer are used in the system then FACTS devices are 
used to compensating purpose but its alternative SST are used 
then there will be automatically compensation takes place 
which is in built in the system.  

The remaining part of the paper is drafted as follows. In 
section II, configuration of SST are explained. In section III, 
design of high frequency transformer are presented. In section 
IV, selection of power devices are presented. In section V, 
summarization of SST function are presented. Finally, 
conclusion of the paper is given by in section VI.   

 

II. CONFIGURATION OF SST 

 

DC 

SUPPLY
INVERTER

HIGH 

FREQUENCY 

TRANSFORMER

AC TO DC 

CONVERTER

LOAD

 

Fig. 1. Configuration of SST 

In the recent decade, high power converter is named as 
power electronics transformer or solid state transformer, has 
getting more attention and used in the distribution system. 
Configuration of solid state transformer (SST) are shown in 
figure 1. 

Solid state transformer is one of the best power electronics 
device which is a coil free, self-regulating, and able to correct 
the power quality problems, prevents system form load 
disturbances as well as fault from primary supply side, 
converts ac to ac, dc to dc, dc to ac with any desired frequency 
[3]. 
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The basic operation of SST is shown in figure 1. In this 
operation dc suppy220 volt is given to the system then inverter 
is the one of the power electronics device used to convert dc 
to ac and ac supply 230 volt is supply to the high frequency 
transformer, rating of high frequency transformer is 5KVA 
and frequency is 3 KHz so size as well as weight will be 
reduces then output of the high frequency transformer is 48 
volt given to rectifier and convert 48 volt ac to 48 volt dc. 
Output of the rectifier is dc connected to dc load like battery 
charging, electronic workshop and electrical vehicle charging 
[1]. If input supply is ac then that time firstly converting 50 
Hz ac voltage into dc voltage by using the rectifier. The output 
of the rectifier is provided to dc to dc dual active bridge 
converter, in which firstly inverter are used to convert dc 
voltage into ac voltage at high frequency and supply to high 
frequency transformer where step up or step down the voltage 
and output of transformer is provided to rectifier an again 
convert to dc voltage, finally integrate with dc micro grid as 
well as ac micro grid [2]. Due to high frequency volume and 
weight are reduced, so power ratings are required high to 
reduces weight and volume of transformer effectively. 

 

SST1

5 KVA, 220V/

48V

220 VOLT DC 

BUS

48 VOLT DC BUS

SST2

3 KVA,48V/

(0-20)V

BATTERY 

CHARGING

EV 

CHARGING

ELECTRONIC 

WORKSHOP

 

Fig. 2. Innovative architecture of project 

Innovative distribution architecture proposed in the project 

is shown in fig.2.it is proposed to use two solid state 

transformers. Ratings of these transformers are 5KVA and 

3KVA respectively. Input supply is 220V dc and output 

voltage is variable from 0 to 20V dc. The output is provided 

to electric vehicle charging, battery charging, and electronic 

workshop. Also interaction of 48V photovoltaic supply 

system is proposed for supply to loads through solid state 

transformer 2, use of this transformer is unidirectional. But 

when supply is not available then use of main input supply is 

proposed, which will be provided through solid state 

transformer 1 as shown in figure 2 and this transformer is 

bidirectional transformer. 

 SST is a very beneficial for future distribution power 
system means in future increases residential load demand and 
that time required high power rating distribution transformer 
to improve capacity of the system [2]. If there is a limited 
space to install transformer, that time SST is a one of the best 
solution. 

The prior work on SST was either components eccentric 
or had restricted functionality designed for traction systems. 
Despite of all the distribution system remained destitute from 
this technique [1]. 

The concept of solid state transformer is very straight 
forward and also challenging. High power density power 
electronic circuit are required, so the operation of SST 
challenges for both hardware as well as control design. SST 
contains many components such as high frequency 
transformer, gate drive, power devices, heat sink, cooling 
system, control circuit, etc. 

The paper can be summarized as follows, 

1. Design of solid state transformer  

2. Design of high performance system controller for 
solid state transformer. 

3. The demonstration of prototype for loads like as 
electrical vehicle charging, battery charging, 
electrical vehicle etc. 

         

III. DESIGN OF HIGH FREQUENCY TRANSFORMER  

 Table1 shows the specification of 5 KVA solid state 
transformer. Different parameters are defined like input 
voltage, output voltage, input current, output current and 
switching frequency which is the basic parameters required to 
design the solid state transformer. 

A. Specifications of SST : 

Table I - Specifications of SST 

Power 

rating 

5 KVA Frequency  3KHz 

Input DC 

voltage 

220V Primary side 

current  

23.92A 

Output DC  

voltage 

48V Secondary side 

current  

104.16A 

Primary 

AC voltage 

230V Secondary AC  

voltage  

48V 

 

 

B. Selection of Core material :  

 

There are different types of core material are 

available such as ferrite, amorphous and nanocrystalline and 

silicon steel. By comparing all materials characteristics, we 

are selected amorphous core material it has also many 

advantages as well as disadvantages.  Amorphous core 

material has the highest saturation flux density (1.56T) than 
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other materials and losses taking place in the core are 

marginally accepted for a band of several kilohertz. The 

subjected core is cheaper therefore, it shows the requisite 

operational cost ratio performance in terms of switching 

frequency less than 5-10 kHz [5]. Table 2 shows the 

comparison between different core materials. Core materials 

are comparing and selected amorphous core material in the c 

core shape and it has high permeability with 25 micrometre 

strip thickness.  

At the time of transformer design core losses are very 

important factor to be considered and these are find out by 

using Steinmetz equation. [1] 

 

𝑃𝑐𝑣 = 𝐾 × 𝑓𝛼 × 𝐵𝑎𝑐
𝛽                            

Where, 𝑃𝑐𝑣= time average power loss per unit volume 

            𝐵𝑎𝑐= peak flux amplitude 

    K, α, β = Steinmetz constant 

   𝑓 = frequency of sinusoidal excitation 

For different core material has different Steinmetz 

constant and core losses at 3 KHz frequency which are shown 

in table 2. Amorphous core material has less core losses than 

silicon steel. 

 
C. Selection of wire: 

Selection of the conducting wire depends on the rating of 
current. We are selected copper conducting wire for winding 
purpose at different size for primary and secondary side 
because primary current is 23.92 A, 10 SWG wire are used 
and secondary current is 104.16 A, 6×3 fibre glass enamel 
coating copper foil are used.[4] 

D. Calculations : 

 To find out the different parameters we are using following 
formulae’s [4], [7]; 

∑ 𝑉𝐴 = [
1

ƞ×cos 𝜑1
+

1

cos 𝜑2
]                (1) 

 

Equation 1 are used to find out VA rating of a transformer 
which is 10390.955VA and optimal flux density are calculated 
by using equation 2. Optimal flux density is less than 
saturation flux density which is 0.8066T. 

𝐵𝑜 = [
1 × √∆𝑇

𝐾𝑂
7

8⁄ × 𝐾𝑡 × 𝐾𝑓 × 𝐾𝑢

] × [
𝐾 × 𝑓 × ∆𝑇

∑ 𝑉𝐴
]

1
6⁄

× [
1

(𝜌𝑐 × 𝐾𝑐 × 𝑓𝛼)
7

12⁄
]          (2) 

 

      𝐴𝑝 = 𝐾𝑜 × [
Ʃ𝑉𝐴

𝐾×f×∆T
]

4
3⁄ × [𝜌𝑐𝐾𝑐𝑓𝛼]

2
3⁄          (3)     

 As per [4], all constants and product of area are calculated 
to selection of core. By using equation (2) product of area 
135.1419 cm4, so we are selected AMCC-160 amorphous c 
core to high frequency transformer. [5] 

 

  𝑁𝑝 =
𝑉𝑝

𝑘𝑣×𝑘𝑓×𝐴𝑐×𝐵𝑜×𝑓
                                          (4)                                    

𝑁𝑠 =
𝑉𝑠

𝑘𝑣×𝑘𝑓×𝐴𝑐×𝐵𝑜×𝑓
                                             (5)                              

 

 By using equations (4) and (5) we are calculated primary 
and secondary side number of turns 36 and 8 respectively. 
Turns ratio are 4.5: 1. 

 

MLT=
Volume of winding(𝑉𝑤)

𝑊𝑖𝑛𝑑𝑜𝑤 𝑎𝑟𝑒𝑎(𝑊𝑎)
                            (6) 

But, 𝑉𝑤 = 𝑘𝑤 × 𝐴𝑝

3
4⁄                                                (7) 

 

 By using equations (6) and (7), calculated mean length of 
winding are 19 cm. also theoretically core and copper losses 
are calculated by using (8) and (9). Which are 12.6779 W and 
15.1121 W respectively. [4] 

𝑃𝑐𝑢 = 𝜌𝑤 × 𝑉𝑤 × 𝑘𝑢 × 𝐽2                                  (8) 

 

𝑃𝑓𝑒 = 𝑚 × 𝐾𝑐 × 𝑓𝛼 × 𝐵𝑚
𝛽                              (9) 

 

In equations current density J are used which is calculated by 
equation (10). 

𝐽 = [
𝛽 × ℎ × 𝐴𝑡 × ∆𝑇

(𝛽 + 2) × 𝜌𝑤 × 𝑘𝑢 × 𝑉𝑤

]

1
2⁄

= 𝐾𝑡 [
∆𝑇

𝐴𝑝

1
4⁄

]  
1

2⁄                  (10) 

 

High frequency transformer core AMCC-160 and core with 
winding are shown in figure 2. [5] 

 

 

Fig. 3. Core AMCC160 and core type transformer  
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Material Series Saturation 

Density 

(T) 

@ 25°C 

Strip 

Thickness 

(um) 

Permeab

ility 

 

K 

(𝑚𝑊
/𝑐𝑚3) 

 

 

α 

 

β 

Losses at 

3 KHz, 

0.3 T 

(𝑚𝑊
/𝑐𝑚3) 

 

 

Silicon 

Steel  

Silicon Steel 

Arnold Arnon5  

1.48 127 High 278.4 1.39 1.80 147 

Amorphous  Metglas2605SA1 1.56 25 High 46.7 1.51 1.74 30.2 

Ferrite A Ferroxcube3c96 0.44       N/A Medium 42.8 1.53 2.98 6.3 

Ferrite B Epcos N97 0.41 N/A Medium 44.0 1.36 2.72 7.4 

Nano 

crystalline 

A 

Hitachi Finemet 

FT-3M 

1.23 18 High 8.03 1.62 1.98 4.39 

Nano 

crystalline 

B 

VAC 

Vitroperm500F 

1.20 N/A High 2.48 1.80 2.08 1.47 

Nano 

crystalline 

C 

Magmet Namglas 

4 

1.23 25 High 3.75 1.71 1.97 2.30 

 

Table 2 – Comparison between different core materials and Steinmetz equation constant

IV. SELECTION OF POWER DEVICES 

 
 The input to the transformer should be high voltage and low 
current means 220-volt dc voltage and 23.92 ampere current. 
Faster and low loss switching at the high voltage side should be 
shows satisfactory performance by SiC power devices, however 
SiC power devices are not commercialized yet and the cost of 
the devices are higher than Si devices [1].In this project for high 
voltage side FNB34060T intelligent power module are used for 
inverting purpose which are shown in fig.4 pin configuration as 
per datasheet [6]. It is an advance module providing a fully 
featured, high performance inverter output stage for AC 
induction, BLDC and PMSM motors. These modules integrate 
optimized gate drive of the built in IGBT to minimize losses, 
while also providing multiple protections like under voltage lock 
out, over current shutdown, thermal monitoring of drive IC and 
fault reporting. It can support up to 20 KHz. All connections are 
as per datasheet [6]. 

For low voltage and high current side means 48-volt 104.166 
ampere current side two level H-bridge converter are used to 
convert 48 ac voltage to 48-volt dc voltage. There are four 
IRFB3077PbF MOSFEET are used which has rating 75 V/210 
A. [1] From the control objective, the phase shift PWM strategy 
is employed during rectification to cancel harmonics and 
minimizes size of filter. 

 

Fig. 4. FNB34060T IPM 

  

 The switching frequency is selected N times that of 
rectification stage and boost converter stage. To diminishes the 
size of passive components higher switching frequency selected. 
To improve efficiency and thermal design switching losses are 
big challenge. Between 5 to 20 KHz frequencies are selected for 
switching the power devices. There are 3 KHz switching 
frequency are selected which is multiple of 60 Hz. 

 Zero voltage switching is obtained by dual active bridge 
converter [11]. In this condition the turn on losses of IGBT and 
reverse recovery energy losses of parallel connected diode will 
be very small and turn off losses of the dual active bridge 
converter remains high due to its inherent operations.   
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 Gate driver design is one of the important parts in the SST 
design system which are used to high voltage side mosfet into 
which short circuit protection, active clamping circuit, fault 
isolation circuit, under voltage protection circuit are integrated. 
Pulse width modulation technique are used. [9] 

V. SUMMARIZATION OF SST FUNCTION 

 SST are used for different functions such as rejection of load 
disturbance, rejection of source disturbance, VAR 
compensation, dc micro-grid integration, ac micro-grid 
integration etc. All these described characteristics will be 
evaluated in SST prototype. The advantages over the 
conventional transformer. 

a) SST integrate with both AC and DC micro-grid 

b) SST shares both voltage and current 

c) Efficiency is good ac as well as dc load condition 

d) Source voltage sag means source disturbance rejection     

capability in SST 

e) Load disturbance rejection capabiltity in SST  

 

 

VI. CONCLUSION 

 This paper highlights the concept of design and 

demonstration of 5 KVA SST when input is 220-volt DC and 

output is 48-volt dc. Also required calculations and selection of 

material are explained in details. SST has many advantages than 

conventional line frequency transformer is deeply explained.  
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Abstract---ADC are the important blocks of signal processing 

systems. Depending on the type of ADC, the blocks involved 

in the design of an ADC will vary. This paper gives an 

insight to the design of comparator which will be used in 

different types of ADC’s. This paper also presents design of 

AND gate, digital counter and DAC used in Ramp ADC. The 

implementation of 8-bit Ramp ADC is carried out using 45 

nm technology in Cadence virtuoso tool and the consumed 

power is estimated. 

 

Keywords-Analog to Digital Converter (ADC), Digital to 

Analog Converter (DAC), comparator, digital counter, 

Operational Amplifier (Op-Amp), Toggle Flip-Flip (TFF), 

Multi Section Capacitive Digital to Analog Converter (MS-

CDAC). 

I. INTRODUCTION 

Data converters are important building blocks in modern 

mixed signal processing. The circuit of data converters acts as 

a link between the analog and digital worlds. Data converters 

are devices converting analog signals into digital signals and 

vice versa. It forms the critical components of all the systems. 

Data converters can be implemented in a number of ways, 

each taking a different performance parameters in terms of 

resolution, speed, power consumption, area, etc. 

II. REVIEW ON VARIOUS DESIGN TECHNIQUES OF ADC 

 
S. Bashir et al., [1] have proposed different types of 

ADC’s that are used in different application requirements. 

Different performance parameters like power consumption of 

different ADC’s are compared.  

D. Prashanth et al., [2] have designed a dynamic latch 

based comparator that further provides input and output 

separation. Thus kickback noise effect is reduced. 

P. M. Figueiredo et al., [3] have proposed a different 

types of comparators out of which latched comparator is one 

of them. One of the most commonly used comparator is 

dynamic latched comparator due to its speed. 

 K. M. Abozeid et al., [4] have designed a dynamic 

latched comparators, which is power efficient because, in 

regeneration phase they consume power and absence of static 

power consumption in reset phase . 

Yan Huang et al., [5] have presented the different types of 

latched comparators like static latched comparator, class AB 

latched comparator. The fabrication of the comparators are 

processed using 130 nm technology with power dissipation of 

0.75 mW 

Raghava Katreepalli et al., [6] have proposed design of 

synchronous counters which is energy efficient and the power 

consumption also reduced because clock is applied to different 

flip-flops simultaneously. 

Babita Diana K et al., [7] have designed a SAR ADC 

using a capacitive array DAC, which works based on charge 

redistribution principle. 

        Savitha.M et al., [8] have designed 14 bit SAR ADC. 

ADC performance is analyzed by using the two split capacitiv

e array DAC method to obtain power consumption. 

        Shinwoong Park et al., [9] have presented a paper that 

examines the concept of MS-CDAC’s, which allows for a 

broader range of CDAC section segmentation options beyond 

split - CDAC and C–2C. 

        Nikhil A. Bobade et al., [10] have presented a modified 

DAC structure. Hence modification is proposed in modified 

DAC structure has good power efficiency. 

 

III. Ramp ADC 

 

Ramp ADC is the type of counter ADC. It includes 

comparator, an AND gate, digital counter, and a DAC. The 

DAC output is taken as an input to the comparator where it is 

compared to the analog input signal and produces the 

comparative output from the designed comparator [2]. If 

output of the comparator is high then that gives a high input to 

the digital counter that act as a clock signal. The digital 

counter makes use of a Toggle Flip-Flop (TFF). Counter starts 

to count which will be further given as an input to the DAC. 

Ramp ADC block diagram is shown in Fig. 1. This block is 

incorporated from [1] and the comparator design is taken from 

[2]. In this work separate blocks are designed and 

interconnection between the individual blocks is done. 
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Fig. 1. Ramp ADC block diagram 

IV. COMPARATOR 

A comparator is a circuit which is used to compare two 

voltages and it produces the output as either one or a zero, 

depending on the voltage whether it is at the positive side or at 

the negative side. The fundamental functionality of the 

comparator is to find out if an applied input is greater or 

smaller than the reference signal and, depending on 

comparison, the binary output is generated. 

 

 

Fig. 2. Symbol of comparator 

Fig. 2 displays the comparator symbol. The input 

voltage is applied to the Vp terminal and Vn is supplied with 

reference voltage. If Vp terminal input voltage is higher than 

Vn, then the comparator output is logical ‘1’, where, as if the 

Vp terminal input voltage is lower than Vn, then the 

comparator output is none. 

ADC’s can be implemented using different types of 

comparators namely Op-Amp based comparator, Static 

latched comparator, Class-AB latched comparator [11]. Static 

and Class AB latched comparators are more power efficient, 

but after regeneration and reset phase there are some supply 

currents. That problem can be overcome by using Dynamic 

latched comparator [13]. It allows flow of current only during 

the regeneration phase [4]. Therefore, due to its high speed 

and minimized power consumption, Dynamic latched 

comparator is used in this work. 

V. DYNAMIC LATCHED COMPARATOR 

The comparator involves two phases of the operation. The 

output nodes of the comparators are discharged or charged to 

the source or ground respectively, depending on the 

architecture in the reset phase. In regeneration phase the 

digital value is generated at the comparator output. Hence 

there is power consumption. One of the benefit of Dynamic 

latched comparator is the absence of static power consumption 

in the reset phase [4]. Fig. 3 demonstrates the Dynamic 

latched comparator circuit diagram. 

When clk=low, transistors M4 and M3 are in ON state, 

that precharges the terminal Di+ and Di- to VDD such that  

transistors M5 and M6 are turned ON. This will discharges the 

OUT+ and OUT- to ground.  When clk=high, M3 and M4 are 

in OFF state and transistor M15 turned ON,  due to which Di 

node starts to discharge.  The difference between voltages Di+ 

and Di- are applied to transistors M5 and M6. Initially 

transistors M6 and M5 are in ON state and gradually they 

becomes OFF. So the output nodes OUT+ and OUT- start 

regenerating when M5 and M6 are unable to ground the 

outputs. Power consumed by Dynamic latched comparator is 

75.94 pW. 

 

 

Fig. 3. Circuit Diagram of Dynamic latched comparator 

VI. AND GATE 

In Ramp ADC, control signal is provided using AND gate. 

One of AND inputs is the comparator output and another is a 

clock. The digital counter value increases depending on the 

AND gate output. Fig. 4 shows the AND Gate schematic. 
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Fig. 4. Schematic of AND gate 

VII.  DIGITAL COUNTER 

Two types, namely asynchronous counter and synchronous 

counter, are available. Asynchronous counters are having   

large propagation. But synchronous counters are more reliable 

and they can operate at high speed because the same clock is 

used for all flip-flops, which ensures that every output is 

changed at the same time. There is therefore more use of 

synchronous counters. Design of the counters should have 

high reliability and low power consumption [6]. Hence 

synchronous counters are used. 

 Digital counter plays major role in Ramp ADC. When 

output of the AND gate is applied to digital counter, the 

digital counter value increases until it becomes equal to 

sampled input value. The obtained digital output is applied to 

DAC. The 8-bit digital counter is designed by using TFF [6]. 

The schematic diagram of digital counter is shown in Fig. 5. 

 
 

Fig. 5. Schematic of digital counter 

 

VIII. DIGITAL TO ANALOG CONVERTER (DAC) 

DAC types are different [8]. Binary weighted and R-2R 

ladder structure is one of the easiest structures [12]. These 

structures of the DAC transform digital input into analog 

output. R-2R ladder type DAC is superior than Binary 

weighted resistor DAC [12]. Because the resistance changes 

depending on the binary bit in the Binary weighted resistor 

DAC. As the number of bits increases, therefore, the 

resistance will increase causing the effect of loading [11]. 

Besides that, dissipation of power and non-linearity will also 

increase. DAC is widely used with capacitor arrays [8]. 

Compared to conventional R-2R voltage driven techniques, 

capacitor arrays are easier to manufacture with fewer errors of 

mismatch [9].  It saves more power based on techniques of 

charge-redistribution [8]. It is noted that Charge redistribution 

DAC has a low power consumption of 1.315 μW compared to 

other DAC types. 

Fig 6 shows 8-bit Charge redistribution DAC. It consists of 

capacitors and switches. The circuit has two modes of 

operation. One is the reset mode and other is the conversion 

mode. In reset mode, the bottom plate of the capacitors gets 

discharge since all the switches are connected to ground. In 

conversion mode, the switch connection changes from ground 

to VREF [7], depending on the digital code. 

 

 
 

Fig. 6. Schematic of 8-bit charge redistribution DAC 

IX. RESULT 

Fig. 7. shows the output of comparator which is simulated 

in Cadence virtuoso tool with 45 nm technology. Likewise Fig. 

8 and Fig. 9 shows the output of AND gate and digital counter 

respectively. 
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Fig. 7. Output of Dynamic Latched comparator 

 

 
 

Fig. 8. Output of AND gate 

 

 
 

Fig. 9. Output of digital counter 

 

Output of the 8-bit charge redistribution DAC is shown in Fig. 

10. It is observed that the digital value ranging from 0 to 255 

are converted into analog voltage of 0 to 1.793V. 
 

 
 

Fig. 10. Output of 8-bit charge redistribution DAC 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 663



Transient response of  8-bit Ramp ADC is shown in Fig. 11. 

Output of the DAC is compared with input voltage. If the 

comparator output is high, the clock signal to the counter will 

be provided.Therefore counter value increases, that increased 

value is again fedback to the DAC. DAC will produce the 

digital output. 

 

 
 

Fig. 11. Output of 8-bit Ramp ADC 

 

The power consumed by 8-bit Ramp ADC is shown in Fig. 12.  
It is observed that 8-bit Ramp ADC consumes power of 3.247 

mW. 
 

 

 
 

Fig. 12. Power plot of 8-bit Ramp ADC 

X.   CONCLUSION 

The implementation of dynamic latched comparator, 

AND gate, Digital counter and DAC for Ramp ADC are 

designed using 45 nm technology and power analysis is made. 

The power consumed by the 8-bit Ramp ADC is 3.247 mW. 
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Abstract—Routing Protocol for Low power and Lossy 

Network (RPL) is a light weight routing protocol designed for 

LLN (Low Power Lossy Networks). It is a source routing 

protocol. Due to constrained nature of resources in LLN, RPL 

is exposed to various attacks such as blackhole attack, 

wormhole attack, rank attack, version attack, etc. IDS 

(Intrusion Detection System) is one of the countermeasures for 

detection and prevention of attacks for RPL based IoT. 

Traditional IDS techniques are not suitable for LLN due to 

certain characteristics like different protocol stack, standards 

and constrained resources. In this paper, we have presented 

various IDS research contribution for RPL based routing 

attacks. We have also classified the proposed IDS in the 

literature, according to the detection techniques. Therefore, 

this comparison will be an eye-opening stuff for future 

research in mitigating routing attacks for RPL based IoT. 

Key Words - IoT, RPL, IDS, attacks, countermeasures, 

security, attacks, blackhole, wormhole, knowledge driven 

approach 

I. INTRODUCTION: 

IoT is a collection of heterogeneous things or devices 

that are connected to the Internet. The devices will have a 

uniquely identity in the network. The devices can be RFID 

tags, sensors, actuators, smart phones and wide variety of 

smart devices. The emergence of IoT has led to the 

connection of people, devices, services and many objects 

[1]. It is deployed in wide range of applications from smart 

city to healthcare and intelligent transport systems. There 

are other domains in which IoT plays a remarkable role to 

improve the quality of our lives. The IoT has trans formed 

the objects or things from traditional to smart device with 

the help of Cloud Computing, Big Data, Communication 

Protocol, WSN and the Embedded Systems.[2] 

IoT=Sensing + Communication + Storage + Analysis  

The devices in IoT are heterogeneous and so they use 

various standards. There are many protocols used for 

communication. 6LoWPAN is one among them. It is a 

simple low-cost communication protocol. It provides 

communication in applications where the resources are 

constrained. The throughput of LLN is not much considered 

[3]. LoWPAN include devices that work together to connect 

the physical environment to real time applications. Example 

of LoWPAN is Wireless Sensors. The main characteristics 

of LoWPANs are low bandwidth and data rate, star and 

mesh topology, small sized packets. The architecture of 

6LoWPAN is depicted in Fig.1 

 

Fig.1. 6LoWPAN Architecture 

The major difference in the architecture of 6LoWPAN is 

the incorporation of a new layer. The new layer is called 

Adaptation Layer. The main functions of the adaptation 

layer [4] are: (i) Compression and Decompression of 

network (IPv6) and transport (UDP) header (ii) 

fragmentation and reassembly of packets and (iii) routing of 

packets. The routing can be taken care by Network Layer 

and Adaptation layer. The routing protocols used in 

traditional network and WSN are not suitable for IoT. The 

routing challenges of IoT are: heterogeneous devices, 

diverse networking, deployment of nodes, intermittent 

connectivity between nodes, multi-hop communication, 

fault tolerance, security and context awareness [5]. There 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 665

mailto:nandhinisv1@gmail.com


are many standards for IoT. RPL is one of the IoT standards. 

The remaining of this paper is organized as follows: 

Section- II presents the overview of the RPL protocol. 

Section-III rigorously discusses the classification of recent 

countermeasures for RPL based routing attacks in IoT. In 

section-IV, we have provided the concerns, challenges and 

opportunities related to RPL. The comparison is concluded 

in section-V. 

II. RPL OVERVIEW: 

RPLis a routing protocol designed for resource 

constrained networks. It is a Distance Vector routing 
protocol. RPL protocol has to find links and select nodes 

efficiently. It is also a source routing protocol. It allows the 
sender of a packet to specify the complete or partial route of 

a packet. The routes of the RPL are enhanced for traffic in 
both the directions. The root nodes will be a sink node for 

the topology. Finally, RPL constructs the DAG topology. 

The DAG consists of one or many DODAGs. There will be 
one DODAG for every sink node. RPL uses four values for 

maintaining and identifying a topology. They are 
RPLInstanceID, DODAGVersionNumber, DODAGID and 

Rank. RPL protocol and its operation is elaborated in [28]. 

A. Identifiers of RPL: 

 RPLInstanceID: It is used to identify the 

DODAGs. LLN consists of numerous 
RPLInstanceIDs. Each of it defines a group of 

DODAGs that are enhanced for different Objective 

Functions (OF).  

 DODAGID: It uniquely identifies the DODAG in 

the network. One instance of RPL can have many 
DODAGs but each have unique ID. 

(RPLInstanceID, DODAGID) represents a single 
DODAG uniquely. 

 DODAGVersionNumber: A DODAG is rebuild 
from the root occasionally. The reconstructed 

DODAG have a version number incremented from 

the previous one.  

 Rank: It determines the location of individual node 

with respect to the root of DODAG. Fig.2. depicts 
the DODAG that consists of nodes with various 

rank. 

 

Fig.2. RPL Rank 

B. Objective Function (OF): 

The objective function [6] defines (i) How the metrics of 
routing, objectives of optimization and related functions are 

used in the computation of Rank (ii) Selection of parents 

during the formation of (iii) Translation of one or more 
metrics into Rank. The various objective Functions are OF0, 

MRHOF [7], ETXOF [8], LBOF, TAOF  

C. RPL securtiy features: 

According to the specification of RPL, the 

implementation of security features is optional. It provides 

confidentiality and integrity of messages. RPL can use the 

link layer security mechanism and in their absences RPL 

can use its security modes: (i) Unsecured mode: In this 

mode, RPL message is sent using link layer security to meet 

the security requirements of applications. (ii)Pre-Installed 

mode: In this mode, if a node wishes to join an instance of 

RPL then it should have a pre-installed key. Using that it 

can generate and process secured message of RPL. 

(iii)Authenticated mode: As in the pre-installed mode, the 

nodes will have pre-installed keys in this mode also. Node 

can use the pre-installed keys to join as leaf in the instance 

of RPL. If it wishes to join as a router in the RPL instance, it 

should obtain a key from the authority of authentication. 

The process of authentication and obtaining keys are based 

on the implementation. The nodes in the RPL will send CC 

(Consistency check) message for protecting replay attacks. 

III. CLASSIFICATION OF COUNTERMEASURES 

FOR RPL BASED ROUTING ATTACKS: 

The resource constrained nature of nodes and links in the 

RPL has led to various attacks. IDS is one of the 

countermeasures for RPL based attacks. Various IDS based 

countermeasures, knowledge driven technologies 

approaches are discussed. Fig.3. depicts the classification of 

IDS. We have reviewed in depth about the detection 

technique-based IDS for attacks in RPL. The placement 

strategy of IDS is discussed in [27].  

A. NETWORK BASED APPROACH:  

The network-based IDS is used for monitoring the traffic 

in the network. It is also used for analyzing the traffic to 

protect the system from threats which are based on the 

networks. NIDS will read all the packets inbound to the 

network and searches for the pattern that are suspicious. If 

the threats are detected or discovered, based on the severity, 

the system can take action such as the IP of the source can 

be barred from accessing the network, the administrator can 

be notified, etc.,  
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Fig.3. Classification of IDS for RPL Based attacks 

1) SIGNATURE BASED DETECTION: In signature-

based approach, the signature or pattern of the attack is 

stored in the IDS internal database. If any network or 

system activity maps with the stored pattern then the alert 

will be generated. These IDS are effective in detecting the 

known threats. 

a) Liu [9] et al proposed an IDS based on Immunity 

Theory. The data in the IoT network is filtered 

using the immune mechanism. The IoT data is 

mapped to the elements of the immune 

environment. The concept of Artificial Immune 

System (AIS) and the proposed IDS is based on 

the artificial immunity. The detection element in 

the proposed IDS evolve dynamically for the 
purpose of self-learning and self-adaptation. 

b) As a large number of devices are connected to the 

Internet, providing security is a critical challenge. 

It is difficult to adapt traditional security 

measures to the nodes since they are constrained 

in resources, processing power, etc., Oh et al [10] 

proposed an IDS which operates on the resource 

constraints. It is a light weight security system 

which could operate on resource constrained 

devices. They proposed two techniques: auxiliary 

shifting and early detection to reduce the number 

of matchings performed on the constrained 

systems. The proposed light-weight system also 

achieved a good performance for a large number 
of patterns. 

c) Pongle [23] et al proposed an Intrusion detection 

system for real time. It is used for detection of 

wormhole and the attacker who performs  the 

attack. It uses the location and neighbor 

information for the detection of worm hole attack. 

Based on the strength of the received signal, the 

attacker is identified. This system consumes only 

fixed number of packets of UDP. So, it is 

beneficial for resource constrained environment. 

The centralized module is performing heavy 

processing and the light weight module will be 

running on all the sensor nodes. Since it is light 

weight, it saves energy on the sensor nodes. 

Based on the placement strategy, it is hybrid 

placement of IDS. Since the location information 

of nodes are added, the system is more efficient 

with less overhead and high detection rate. The 

memory consumption is also less. The proposed 

method yields 94% of detection rate.  

2) ANAMOLY BASED DETECTION: In anomaly-based 

IDS, at any instance the activity of a system will be 

compared with the normal behavior profile. If there is any 

deviation from the normal behavior i.e., if it exceeds the 

threshold value then the alert is generated. It is also 

efficient detect new kinds of attacks. The attacks related to 

wastage of resources can also be detected using this 

approach. 

a) Gupta et al [12] proposed an IDS based on the 

computational Intelligence. The malicious 

activities and intrusion can be detected in less 

duration. The proposed IDS is a three-tier 
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architecture. It is Anomaly based IDS. It is suited 

for both NIDs and HIDS. The majority flaws in 

the security is also presented in the paper. 

b) Cervantes et al [13] proposed Intrusion detection 

of SiNkhole attacks on 6LoWPAN for InterneT 

of Things (INTI). It is used for detection of 

sinkhole attack in the routing services of IoT. The 

proposed system combines trust, reputation 

strategies, watch dogs for analyzing the device 

behavior of the devices. Based on the behavior of 

the devices the nodes can be classified as 

attackers or not. The mobility of the node and 

self-repair mechanism of network are taken into 

consideration in the proposed INTI intrusion 

detection system. The effectiveness of the 

proposed system is measured in terms of 

detection rate, false positive and false negative 

rate. The system provided less false positive and 

negative rate. Since the placement of IDS 

changes over the time, it consumes more 

resources. The author in this paper does not 

discuss the impact of proposed solutions for low 
power devices. 

3) SPECIFICATION BASED APPROACH: In this 

scheme, specification represents the set of rules or the 

thresholds which are used to define the behavior of the 

network components. The network components can be 

routing tables, protocols and nodes. If there is any deviation 

from the defined specification, then the alert is generated. 

This is also similar to anomaly-based approach i.e., 

identifying the deviation from the normal behavior. But the 

difference between the two is that in this the specifications 

are defined manually and there is no need for training 

phase. Since the specifications are defined manually, it 

provides lower false positive rate in comparison with the 
anomaly detection. 

a) Le et al [14] proposed a Specification Based IDS 

for detecting topology attack (local repair and 

rank attack) in RPL. In the proposed system, the 

monitoring mechanism is described based on the 

finite state machine of RPL. The system can 

detect the threats in the routing operation. The 

overhead of the system is reasonable. The normal 

operation of the network is taken as an 

abstract(specification). This is done manually. If 

there is any malicious behavior, then that will 

break the specification. From that it is understood 

that attack is performed on the routing operation. 

b) Surendar et al [15] proposed a detection 

technique based on the specifications. The 

specifications are defined considering the 

constraints of resources. The limitations of INTI 

and SVELTE are improved. The consumption of 

energy by the proposed system is also low. It 

provides quick response against the detected 

attack. In the proposed system, the nodes in the 

network will be clustered and a leader will be 

elected based on the probability. [16] The nodes 

in the cluster will forward their rank value to the 

cluster head. Dempster-shaffer theory based on 

evidence is used to combine evidence from 

different nodes. The belief degree of the node is 

derived from it.  The cluster head will detect the 

attack and notify it to the root of DODAG. Once 

the attacker is detected, the reconstruction of 

DODAG will be done by the root node without 

including the attacker node. The proposed system 
is evaluated by the NS2 simulator. 

4) HYBRID APPROACHES: This approach takes the 

advantage of the scheme and minimize the influence of the 

drawbacks of the above schemes. 
a) The above proposed Intrusion Detection Systems 

can detect only specific attacks but not the attacks 

if they are combined. Napiah [17] et al proposed 

CHA-IDS (Compression Header Analyser) for 

the detection of combined attacks in 6LoWPAN. 

The proposed system is a multi-agent system that 

captures the raw data, manages it and perform 

analysis based on it. Based on the analysis, the 

system will take action. The features are selected 

based on correlation. It also utilizes Best First and 

Greedy Stepwise to identify the significant 

features. Only the significant features are 

identified for detection of attack. Then the 

features are tested using 6 machine learning 

algorithms for classifying malicious node and the 

good ones. The six machine learning algorithms 

are (i) MLP (ii) J48 (iii)SVM (iv) Navie Bayes 

(v) Logistic and (vi) Random forest. Among these 

algorithm J48 shows the better performance in 

detecting the attacks. So, J48 is used in CHA-IDS 

which provided 99% of true positive rate. The 

rule or the signature will be created by the ML 

algorithm and it is placed at 6BR. It is updated 

when new signatures are available. It is a hybrid 

IDS (Anomaly and signature based). The 

proposed system identifies the following attacks: 

(i) Flood attack (ii) Sinkhole attack (iii) 

Wormhole attack when they are combined also.  

b) Midi et al [18] proposed Kalis: Knowledge 

Driven Intrusion Detection System for detecting 

attacks in real time scenarios of IoT. It is 

designed for less constrained nodes. The system 

does not require any changes to the existing IoT 

system. Based on the IDS detection scheme, the 

proposed architecture is a hybrid approach 

(signature and anomaly based) and based on the 

placement strategy of IDS also it is a hybrid 
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approach (centralized and distributed). The 

system is able to detect attacks in various IoT 

protocols. The evaluation result shows that it is 

effective in detecting many attacks such as 

routing attacks, DoS, traditional attacks, etc.,   
c) Raza [19] et al proposed an IDS for the detection 

of various routing attacks (sinkhole, spoofing and 

selective forwarding attack). The IDS is a hybrid 

one since it is based on both Anomaly and 

Signature. It is a light weight effective IDs for 

constrained nodes. The IDS is also provided with 

mini firewall. It filters the traffic that are from 

malicious node before they reach the combined 

nodes. The IDS is placed in 6BR and all the 

constrained node. The advantages of the proposed 

IDS are:(i) The constrains of resources in 

6LoWPAN network is taken into consideration. 

(ii) There is an integrated mini-firewall for the 

filtering the traffic (iii) It is flexible and it can 

also be used for the detection of other attacks. 

The limitation is that the proposed IDS will be 

affected by Denial of Service (DoS) attack. 

B. KNOWLEDGE DRIVEN APPROACH: 

a) Geethapriya et al [20] proposed Deep Learning 

[DL] based IDS for IoT network. The intelligent 

IDS is tailored into the IoT network. DL is used 

for detection of malicious traffic. The proposed 

system provides security as a service. The IDS is 

implemented in a stand-alone device which is 

easy to integrate into IoT network. There are 

three phases in the proposed IDS: (i) Connection 

phase (ii) Anomaly phase (iii) Mitigation Phase. 

The DNN (Deep Neural Network) is 

implemented using Keras. Through this paper, the 

author has concluded that the usage of DL 

algorithms for detection of anomaly (blackhole 

attack, sinkhole attack, DDoS attack, wormhole 

attack) in IoT environment is feasible and 

practical. The average precision rate is 95% and 

the recall rate is 97% for different scenarios of 

attack. 

b) Verma [21] et al proposed NIDS for IoT which 

are based on RPL. NIDS will be acting as a first 

line of defense for the networks. There are no 

reliable datasets for IoT. So, IDS will be suffering 

in the advancement of accurate performance. 

RPL-NIDDIS 17 dataset is a synthetic dataset 

created by NetSim Simulation Platform. The 

authors have used this dataset for network IDS. 

They have also discussed 22 attributes that may 

compromise the IoT network. Correlation 

analysis is used for the determination of 

relationship in the future. The dataset developed 

is evaluated using Machine Learning techniques. 

c) Kfoury [22] et al proposed a Self-Organizing 

Map (SOM) neural network for clustering routing 

attacks that are inherited from WSN. It is used for 

notifying the administrator in the early stage 

itself. It reduces the power consumption of the 

node and the interruption in the network. SOM is 

a kind of neural network. It uses unsupervised 

learning for the conversion of high dimensional 

space into low dimensional space. This 

conversion is done for better visualization on a 

map. In this method, each and every node 

calculates its distance to the input vector. The 

Best matching unit holds the node that are closest 

to the input. Wireshark is used for capturing the 

traffic and the power tracer module of Contiki is 

used to get the power consumption of each node 

during the attacks. Thus, the SOM classified the 

sample in input training into: sink hole attack, 

Version attack, Hello Flood attack and clean data. 

TABLE I represents the summary of the review 

IDS along with its limitation and challenges.  

IV. CONCERNS, CHALLENGES & 

OPPORTUNITIES: 

From the review, it is understood that vast number of 

researches has been conducted for providing detection and 

prevention of attacks in RPL. The following issues are 

discussed below: 

 The implementation of security features of RPL 
remains unexplored. 

  There are large numbers of options available in 
RPL. Most of them remain unused. 

 As the number of devices in IoT increases daily, 
then new security and routing features are also 

need to be addressed.  

 Large number of tools and testbeds should be 

investigated for evaluation.  

 From the review, it is clear that IDS has been 
serving as one of the countermeasures for the 

attacks in RPL. The nodes in RPL are resource 
constrained but IDS need more computation. So, 

the expandability of IDS for RPL needs to be 
considered. 

 More researches were conducted in simulators 
especially Cooja. Hence, large number of tools 

(hardware and software) and testbeds should be 

investigated for evaluation. 
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TABLE I.    COMPARISON OF IDS DETECTION TECHNIQUES FOR RPL BASED IOT  ATTACKS: 

References Intrusion 

Detection 
Technique  

Threats 

addressed 

Advantages Limitations Countermeasure  

Cervantes et al 
[13] 

Hybrid 
(Reputation and 
trust strategies) 

Routing attack * Node mobility is taken into 
consideration 
* The self -repairing 
mechanism is also taken into 

account 

*More consumption of 
resources since IDS changes 
over time 

Self repairing mechanism 

Lee et al [24] Anomaly DoS *Light weight Intrusion 
detection system 
*Detection is accurate 

*Only energy of node is 
considered 
*Other parameters can be 
included 

- 

Wallgren et al 

[25] 

- Routing attack  *Resource constraints is 

considered 
*Less energy consumption in 
other nodes 

*Overhead is high in 6BR 

*Detection accuracy is less 

- 

Bhosale et al 
[26]  

 

Anomaly Wormhole 
attack 

*Detection rate is high 
*Different  wormhole attacks 

are considered 

*Energy consumption is 
high 

*Extended to other attacks 
also 

Real time IDS 

Pongle et al 
[23] 

Anomaly Routing attack *Packet overhead is low 
*Resource consumption is low 
 

* Only one type of attack is 
detected 
*False positive rate is high 

Real time IDS based on 
Received Signal Strength 

Liu et al [9] Signature - *High adaptability 

*Detection rate is high 

*Efficiency decreases with 

high volume data 

Immunity Thoery 

Oh et al [10] 
 

Signature Multiple 
attacks 

* Highly Scalable 
* Less usage of memory 

* Not suitable for real t ime 
* Less detection rate 

Auxilary shifting & early 
detection 

Gupta et al [12]  
 

Anomaly  - *Suitable for both NIDS and 
HIDS 

*Majority flaws in security is 
addressed 

*Energy consumption is 
more 

Computational Intelligence 

Le et al [14] Specification None *Less computation and storage 
overhead 
*Energy efficiency is high 

*More overhead Finite State Machine 

Surendar et al 

[15]  
 

Hybrid (Anomaly 

and signature) 

Sinkhole 

attack 

*Constraints of resources are 

considered 
*Less drop in the packet  
*Immediate response against 
detected attack 

*Unknown attacks can’t be 

detected 
* It  is not suitable for real 
t ime 

InDReS 

Napiah et al 

[17] 
 

Hybrid  Combined 

attacks 

* Detects both individual and 

combined attack 
* High detection rate 

*Can be extended to detect 

more attacks  

Compression Header 

analyser 

Midi et al [18]  
 

Hybrid (Anomaly 
and signature) 

Routing, DoS 
attack 

*Less usage of CPU and RAM  
* IDS is Self-adapting 
* Different IoT  protocols are 

taken into account  

* It  is not suitable for 
constrained nodes. 
* Computational overhead 

is high 

Knowledge driven 
Technique 

Raza [19]  
 

Hybrid Routing attack *Constraints of resources are 
considered 
* Flexible 

*SVELTE can be affected 
by DoS attack 
* Less detection rate 

Light weight IDS 

Geethapriya et 
al [20] 

Deep Learning Multiple 
attacks 

*Average precision and recall 
rate are high for different 

scenarios 
*Energy efficient  

*Large processing power is 
required 

*Requires more dataset  

Deep Neural Networks 

Verma  et al  
[21]  

Machine 
Learning  

Modern 
Routing attack 

*False positive rate 
*Accuracy is high 

*More time consumption   
*Requires more dataset to 

train 

Correlation analysis 

Kfoury   et al 

[22]  

Neural network Multiple 

attacks 

*Attacker is detected at the 

early stage 
*Power consumption is less 
*Less interruption of network 

*Computationally intensive Self Organising Map 
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V. CONCLUSION: 

Through this review paper, we have rigorously 

reviewed recent IDS based countermeasures for the 

detection and prevention of RPL based attacks. Since, 

the nodes in LLN are resource constrained, they are 

easily prone to attacks. The various attacks involved 

in RPL were discussed. Many investigations should 

be done to make IDS suitable for resource constrained 

nodes. The security features that are available in RPL 

should be explored and implemented for detection of 

attackers. Thus, this comparison will be an eye-

opening stuff for the researches, who conduct further 

investigation on attacks and countermeasures related 

to RPL. 
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Abstract—The rapid development on the field of communi-
cation require a secure exchange of information between the
sender and the reciepient. Information hiding techniques are
widely used in the field of communication such as military
applications, scientific research etc. Information hiding is a
general process or term which deals with embedding the message
for communication in the content.Otherwise we can say that it
refers to either producing the data to be hidden making the
existence of secret information to be unnoticeable.This process
leads to prevent unauthorized access.There are two inputs in the
steganography process, one is the cover object and the other is
secret object, both these inputs may be image, video, audio e.t.c.
Depending upon these cover objects, it can be categorized into
image steganography, video steganography, audio steganography
e.t.c. In this paper both cover and secret objects are image.

In this paper image steganography is performed with IWT
(Integer Wavelet Transform).Normally the steganography process
is performed with DWT (Discrete Wavelet Transform), while ap-
plying this transform there exists floating point coefficients,which
leads to floating point truncation results in loss of information,
to avoid this problem we choose IWT. Arnold transform is an
image scrambling technique applied to the secret image to ensure
security to it.

Index Terms—Integer Wavelet Transform, Arnold Transform,
DWT

I. INTRODUCTION

There are some basic criteria to categorize the steganog-
raphy process. The steganography classification based on the
cover objects are image steganography, video steganography,
audio steganography and network steganography[14]. The two
main process or algorithm in steganography is embedding
and extracting. These embedding and extracting processes are
performed on certain domains, based on these domains we
can classify into six main types. They are spatial domain
techniques, transform domain techniques, spread spectrum
based domain techniques, masking-filtering technique and
cover generation techniques[15].

The steganography processes are generally performed on
spatial domain and transform domain. The most frequently
used domain is spatial type, where it is easy for implementa-
tion (embedding and extracting processes), but security in this
domain is less as compared to the transform domain because
the unauthorized accessibility will be very high. The transform

domain is very difficult for implementation but security will
be very high as compared to the spatial domain.

In this paper, two main transforms are used in this steganog-
raphy process. One is the integer wavelet transform (IWT) and
Arnold transform. The IWT is applied to the cover object
to transform it for hiding the secret object, where integer
to integer or bit to bit mapping takes place. The Arnold
transform is implemented to provide secrecy to the secret
image , since it is an image scrambling transform.when it is
applied to an image, it becomes a diffused form where it is
not able to identify the image correctly. The diffused form
of secret image is embedded on the sub-bands cH, cV and
cD, since the sub-bands are invisible to human eye. This is
the entire steganography system. The strength of proposed
steganography system is analyzed by security analysis. The
security analysis is performed through cryptanalysis.

II. LITERATURE SURVEY

The techniques for hiding information from an unauthorized
access is known as steganography, hence the nature or property
of steganography is invisible to human eyes [1]. This paper
put forward a secure embedding steganography algorithm that
hides the secret object into the least significant bits (LSBs)
of integer wavelet transformed cover image in the form of
bits or bitstream. This indicates the two level decomposition
on LL band, where LL band is similar to the cA band.
When decomposition is performed on the image, produces or
decomposes to sub-bands are LL, LH, HL and HH sub-bands,
in which information on LL sub-band is homogeneous to the
original one and is visible to the human eye, because it is
the low frequency sub-band and remaining are high frequency
sub-bands, not highly visible to the human eye [17].Due to this
low frequency, LL sub-band is visible in nature,so the image
available from this band appears close to the original image
and the sub-bands LH, HL and HH are invisible for human
eyes due to its high frequency. These sub-bands are close to
cA, cH, cV and cD components or coefficients of the image,
where cA is the approximation coefficient of an image and
cH, cV and cD are detail coefficients of an image, they are
invisible to human eyes. This paper gives idea about choosing
IWT instead of DWT.
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Based on [2] it was stated that encrypting for hiding an
image in another gray image file using Least Significant
Bit (LSB) based Steganography and Arnolds transformation
algorithm based Cryptography. Here hiding process of secret
image into the cover image with minimum distortion made to
the cover image.

Steganography methods have many challenges such as high
hiding capacity and imperceptibility [3]. Here it proposes
integer wavelet transform (IWT) for increasing high hiding ca-
pacity and Optimum Pixel value Adjustment algorithm (OPA)
for elevating the image quality.The lead of Steganography,
over cryptography is that message do not engage attention to
themselves.

In [4] steganography is the practice of masking objects
like a file, message, image or video within another digital
image, simply the purpose of data hiding.Here conceal the
secret messages using integer wavelet transform (IWT). IWT
is mainly used for signalling tehniques.

According to [5] the main application of DWT (Discrete
Wavelet Transform) is image compression. The disadvantage
of the DWT is that the wavelet coefficients are real numbers.
In this case efficient lossless coding is not possible for linear
transforms. Integer Wavelet Transform (IWT) is a fundamental
modification of linear transforms, where each filter output is
rounded to the nearest integers. IWT can be a unified lossy
and lossless codec. The use of IWT is to reduce the memory
demands of the compression algorithms as integers are used
alternative to real numbers.

In [7] Cryptography and steganography are the two prime
fields for information reliability. Cryptography means tech-
nique in which the information is unsystematic in a dense
rubbish fashion during transference, steganography focuses on
masking the existence of the information. Combining both
technique gives a higher level of security in which even if the
use of covert channel is revealed, the real documentation will
not be opened. This paper gives attentiveness on concealing
multiple secret images in a single 24-bit cover image using
LSB substitution based image steganography. Each secret
image is encoded before hiding in the cover image using
Arnold Transform. Outputs disclose that the proposed method
successfully secures the high capacity data keeping the visual
quality of transmitted image satisfactory.

In [8] copyrights protection of plain texts is still a remaining
issue that must be improved in order to provide authentication
of proprietorship and obtain the desired validity. During the
last decade, digital watermarking and steganography tech-
niques have been used as option to block tampering, distortion,
and media forgery and also to protect both copyright and
authentication. This paper presents a comparative analysis of
information hiding techniques, especially on those ones which
are focused on modifying the structure and content of digital
texts.

In [18] it is a technique, where presence of secret message
cannot be detected, so it act as a tool for security purpose to
transmit the confidential information in a secure way.There are
varity of information hiding approaches exist and they differs

from each other depending upon message to be embedded,
usage of file types as a carrier or compression method etc.
Uncompressed file formats like BMP, GIFF, TIFF e.t.c based
on lossless compression provides high data hiding capacity,
that means the hiding capacity depends on types of cover
images used.

III. PROPOSED TECHNIQUE IN THIS PAPER

The paper proposes steganography based on image with
IWT and Arnold transform, here both cover object and secret
object are of different images. Both transforms are used
namely, IWT and Arnold transform is applied to cover image
and the secret image.

A. INTEGER WAVELET TRANSFORM

Widely used wavelet transform in steganography process
is DWT (Discrete Wavelet Transform). When it is applied
on the image, there exist floating point coefficients, leads to
floating point truncation, which may cause loss of information.
To avoid this problem, a new transform known as IWT
(Integer Wavelet Transform) is utilized in this work. Both
the transforms DWT and IWT leads to image compression
process. DWT leads to lossy data compression, in which
compresses data by discarding some of it. Its aim is to
minimize the amount of data that needs to be held. But in
IWT it is lossless data compression that allow original data to
be perfectly reconstructed from the compressed version.

B. ARNOLD TRANSFORM

Arnold transform is an image scrambling technique, which
scrambles the pixels of the image so we can say that it is an
image encryption method. When this transform is applied to
an image, the pixel location of the image gets changed thus
the image appears like a diffused form. We can say that it is
an iteration process which leads to change in position of the
pixel location, hence this transform depends on the number
of iterations and act as a key. The Arnold transform is an
image scrambling technique performed on the square image,
which shifts the pixel location from (x, y) to (x, y) without
changing its size.This transform change the pixel position of
the image without removing any information from the image.
This transform is area preserving and invertible without loss
of information. Let the pixel image be S=(x,y), where [x,y] =
[0,1,2,.......N-1] N implies size of the square image [18].

[
x′

y′

]
= A

[
x
y

]
(modN)

A =

[
1 p
q pq + 1

]
The values of p and q act as key points in this transform

Generally matrix A is written as

A =

[
1 1
1 2

]
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Another important ’key’ used in this transform is ’N’, the
number of iterations.For the same matrix A, different number
of iterations can be performed on an image, which results in
diffused form of image. The real image can be obtained by
taking contrary of Arnold transform through correct number
of iterations, if the number of iterations is incorrect we can’t
obtain the correct version of the original image.If the number
of iterations is very high, the transform takes more time to
obtain the output as well as in reverse stage.

Fig. 1. Arnold Transformed image

C. CRYPTANALYSIS

The cryptanalysis is applied to the entire steganography
system to analyze its strength for hiding the information.
The cryptanalysis is performed by providing certain attacks
to the entire steganography system. In this paper there are
three keys, p,q and number of iterations. Based on these
keys cryptanalysis is performed. The attacks preferred to this
steganogrphy system is brute force.

1) Brute Force Attack: Brute force attack is performed by
applying trial and error method through all possible keys.In
this paper the analysis of this attack should be performed
on extracting algorithm.Only the Arnold transformed image
is available to the attacker, so to obtain the original secret
image by the attacker he/she want to take the inverse of that
image.From this it is clear that all possible keys should be
applied to the inverse part of the Arnold transform.That is
the brute force attack should be performed on inverse Arnold
transform of an image by applying all possible keys.

Arnold transform is performed by iteration process on an
image to scramble it to obtain the diffused nature however
it is not at all clear, where we can perform many number of
iterations on the image .An attacker can easily access the orig-
inal secret image by applying all possible number of iterations
on an image, thus the attack can happen easily. To avoid this
we introduce new keys rather than the iteration or repetition
number. Let p and q are the newly introduced keys along with
the iteration or repetition number.By using the values of p,
q and iteration number we are performing Arnold transform,
thus the combined version of p,q and iteration number act as
keys in encryption and decryption. The only source available

to the attacker is the stego image, then he/she has to perform
extracting process by these three combinations of keys together
to obtain the original secret image. The attacker can attack
if and only if the combinations of keys should be similar
to that used in the embedding process. By this we can say
that, Brute force attack is performed by applying trial and
error method through all possible combinations of keys. In
this paper the analysis of this attack should be performed on
extracting algorithm. In extraction algorithm,after extracting
the secret image we have to perform inverse Arnold transform
by applying the three combinations of keys to extract the
original secret image. Only the Arnold transformed image is
available to the attacker, so to obtain the exact image by the
attacker he/she want to take the inverse of that image.From this
it is clear that all possible keys should be applied to the inverse
part of the Arnold transform.That is the brute force attack
should be performed on inverse Arnold transform of an image
by applying all possible keys.As per the experimental analysis,
some of the extracted images from different sets of keys results
similar images which makes the attacker confused,which is
shown in figure 2 and figure 3 . Hence it is the another
advantage while analyzing brute force attack.

Fig. 2. Extracted image with iteration number=1,p=1 and q=1

IV. ALGORITHMS
There are two phases in image steganography algorithms,

the embedding and the extracting phases.

A. Embedding process

There are two inputs in the embedding algorithm or process,
one input is cover image and other input is secret image.The
cover image is send to the IWT (Integer Wavelet Transform) to
obtain the transformed image for embedding the secret image
.The secret image is send for the Arnold transform to obtain
the scrambled image in diffused nature in order to enhance
security or secrecy to the secret image. The output produced
in the embedding process is the stego image.The algorithm for
embedding process is given below.
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Fig. 3. Extracted image with iteration number=1,p=1 and q=2

• In the embedding phase the IWT (integer wavelet trans-
form) is applied to the cover image (gray scale image)

• Obtained sub-bands of low and high frequencies, LL
(low-frequency sub-band), LH, HL and HH (high- fre-
quency sub-bands). These sub-bands can be termed as
coefficient bands such as approximation coefficient band
(cA) and detail coefficient bands (cV, cH, cD).The three
detail coefficients are vertical coefficient (cV), horizontal
coefficient (cH) and diagonal coefficient (cD)

• Apply Arnold transform on secret image
• Embed Arnold transformed secret image on the detail

coefficient bands of the IWT transformed cover image,
since the detail coefficient bands are invisible to the
human eye

• After embedding process, perform inverse (IWT) integer
wavelet transform to obtain the stego image.

Fig. 4. Embedding Process

B. Extracting Process

The extracting process or algorithm consist of one input
as the stego image and two outputs while the cover image

and secret image.The stego image is send to IWT to obtain
the transformed image from where we have to withdraw the
scrambled secret image.The extraction process produces two
sets of output as cover image and scrambled image. The
scrambled image is send for inverse Arnold transform to obtain
the original secret image. The algorithm for extracting process
is given below.
• In the extracting phase the IWT (integer wavelet trans-

form) is applied to the stego image
• Extract the secret image from the detail coefficient bands

(cV, cH, cD), this secret image is in the form of an Arnold
catmap and the transformed cover image

• Apply inverse Arnold transform on extracted image, in
order to obtain the real secret image

• Apply inverse IWT to obtain the original cover image

Fig. 5. Extracting Process

V. EXPERIMENTAL ANALYSIS

The proposed steganography algorithm is based on IWT and
Arnold Transform. The advantage of this system is analyzed
based on its comparison with steganography system based
on DWT and Arnold Transform. Mainly the information is
available on LL sub band, the figure given below shows the
difference in LL sub band applied with IWT and DWT on the
same image.

Fig. 6. Difference in LL sub band

From this above figure it is clear that the steganogra-
phy with IWT is the better one.Comparing IWT and DWT
steganography system, clarity on stego image is more in IWT
than in DWT. While comparing the performance evaluation
PSNR (Peak Signal to Noise Ratio), SNR (Signal to Noise
Ratio) of IWT steganography system is higher than DWT
steganography system. But in the case of MSE (Mean Squared
Error), it is lower in IWT than in DWT. Based on all these
criteria we can conclude that the steganography system with
IWT and Arnold Transform is the best one. The strength
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of entire information hiding system should be analysed by
cryptanalysis. The cryptanalysis is performed by taking the
possible number of iterations for the iteration matrix A with
p and q values. Thus we can say that iteration number, p and
q values act as the combination of three keys for encryption
and decryption.

VI. PERFORMANCE EVALUATION

A. MSE-Mean Squared Error

It is square of error between original image and stego image
image.Mainly used to measure distortion in the image

MSE(O, S̃) = 1/U ∗ V
U∑
i=0

V∑
j=0

(O(i, j)− (S̃(i, j))2

O(i,j)=Original image
S̃(i, j)=Stego image In this paper a comparison of MSE is
made between DWT-Arnold steganography system and IWT-
Arnold steganography system. While comparing MSE, it is
high in DWT-Arnold steganography system than in IWT-
Arnold steganography system.From this it is clear that since
MSE is less in the case of IWT, the distortion of the image is
less.

B. PSNR-Peak Signal to Noise Ratio

(PSNR) is the ratio between the original cover image and
the stego image, in order to compare its quality.

PSNR(O, S̃) = 10log10
(L− 1)2

MSE(O, S̃)

O=Original image
S̃=Stego image
L=grey-level number On comparing PSNR values of IWT
and DWT steganography system,the IWT system have better
quality than the DWT-Arnold steganography system.

C. SNR-Signal to Noise Ratio

SNR is calculated as ratio of original image to affected
noise. Noise indicates difference between original image and
stego image

SNR(O, Ŝ) = 10log
(∑U

i=1

∑V
j=1(Oi,j)

2

UVMSE

)
(1)

Transforms MSE PSNR SNR
IWT 6.0900 106.7000 36.1110
DWT 35.5685 89.0519 18.4798

Performance analysis between two transforms

Images MSE PSNR SNR
Cameraman 6.0893 106.7012 36.1122

Lena 6.0900 106.7000 36.1110
Apple 6.0900 106.7000 36.1110

Baboon 6.0900 106.7000 36.1110
Performance analysis on different images

VII. CONCLUSION

The proposed steganography system is based on IWT (Inte-
ger Wavelet Transform) and Arnold transform .The developed
steganography system is analyzed through cryptanalysis, by
introducing simulation attack and brute force attack. Mainly
the attack is performed on stego image or cipher text by
the attacker. In this work a comparison is made between
IWT and DWT steganography system to prove IWT is the
best one for hiding the information. Here Arnold transform
is used for ensuring security on secret image before hiding.
A combination of three keys is used for embedding Arnold
transformed secret image to the cover image, to provide
high security to the secret image .The combination of three
keys are obtained from the Arnold transform in the form
of bits .From these keys we can measure the strength of
the steganography system in terms of bits by analyzing its
computation complexity.The proposed steganography system
withstand both simulation and brute force attacks.Simulation
attack is performed in extraction section by providing the
combination of keys entirely different from the embedding
process.The usage of different keys cannot extract the original
secret image, thus conclude that the developed steganography
system have the ability to withstand the attacks based on
simulation.Brute force attack is performed by applying trial
and error method through all possible combination of three
keys, the steganography medium would be very strong in data
hiding.
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Abstract—Health and security for cows have been an alarming 

concern over the South-Asian countries as many people depend on 

cows for a living. Cows are used for various purposes. For 

example: It can be used for milk production, crop farming and 

meat production. It is evident that the health of cows depend on 

what they eat and where they eat. Many measures can assess the 

quality of the food. One such way of providing reliable food is by 

the measurement of pH and temperature of the food. The 

environment in which the cows stay has significant effects in the 

wellbeing of the cows.  Foot diseases can occur if the cows stay near 

its own dung for too long. Sadly, no farm takes any measurements 

during the provision of food. Moreover, farms neither check the 

environmental conditions nor do they maintain it regularly. 

Furthermore, the security of cows inside the farm is very tough to 

maintain, as constant labor need to keep eyes on the cows. Our 

system looks after the health of cows by measuring pH and 

temperature of food. It keeps the environment clean by spraying 

water on the farm at regular intervals of time and security is kept 

in check by detecting whether the cows have crossed the gate of the 

farm. The system does all these processes automatically by using 

pH, temperature, RFID sensors, Arduino micro-controllers, water 

pump and a 9V battery to power up the pump. 

Keywords—Health, Security, Environment, pH, Temperature, 

Arduino, RFID, Sensors, Water pump, Cows. 

I. INTRODUCTION  

Health for cows has always been an important topic for the 
farmers and is still a difficult issue that needs to be addressed. 
Our system is the result of a research to help the farmers of any 
agriculture-based country. The system has undergone thorough 
revision for quite a number of times after the initial plan. It 
incorporates three different dimensions which includes the food 
monitoring system, environment monitoring system and 
antitheft system of cows. All these components need to be inside 
the farm. The food monitoring system measures the pH and 
temperature of the food for the cows and compares the data to a 
standard chart. If the values are inside the range of the chart, then 
the food is marked as edible and can be fed to the cows in the 
farm. The environment monitoring system consists of a water 
pump which sprays water at frequent intervals of time, generally 
4 hours, to drain out all sorts of dirt and wastes produced by 
cows. If this is not done, it could lead to serious diseases and 
health hazards for the cows. The anti-theft system consists of 
RFID tags which is placed on the neck of cows and a RFID 
sensor placed on the gate of the farm. If any cow escapes the 
gate or anyone steals a cow, the RFID system will trigger an 

alarm in the farm, letting all the farmers know that a cow has 
escaped from the boundaries of the farm. The system is designed 
to do all the following things mentioned above and we believe 
that this will not only make the lives of farmers easier but also 
help farmers to stay away from big losses such as the death of 
cows, escape of cows or the theft of cows from farms. 

II. LITERATURE REVIEW 

A lot of work has taken place on the topic of RFID based 

automatic anti-theft system. Geeth Jayendra, Sisil Kumarawadu 

and Lasantha Meegahapola have worked rigorously on the topic 

of RFID based anti-theft auto security system with an 

immobilizer [1]. Researchers have constantly focused on 

providing more security that would be efficient. We are now at 

an era of technology, where RFID systems can track livestock. 

Nabil Kannouf, Yousef Douzi, Mohammed Benabdellah, 

Abdelmalek Azizi have written a paper on RFID being used as 

a security measure on livestock [2]. Rand A. Mahmood has also 

written about the uses of RFID as a measure of security, starting 

from security of livestock to library books and personal 

identification documents [3]. Furthermore, there has also been 

work and an article on the topic of “CATTLE RFID & 

TRACKING SYSTEM” [4]. 

 

Ensuring food quality is something that is very crucial and 

many articles provide information on the quality of food   

provided to cattle. It is very evident that the enzymes can only 

work most properly in the time of digestion at a suitable pH and 

temperature range. M.B.de Ondarza  added to their website that 

the enzymes need a pH of 5.7-7.3 and an optimum temperature 

of 39 degrees to work properly during digestion [5].  

 

Lastly, we can frequently see the use of water pumps where 

microcontrollers have complete control due to different needs. 

Madhurima Santra implemented a system to turn on a water 

pump when the water level of a tank goes beneath a level [6]. 

Moreover, J. E. Okhaifoh, C. K. Igbinoba, and K. O. 

Eriaganoma also completed work on the topic of 

microcontroller based automatic control for water pumping 

machine with water level indicators using ultrasonic sensor [7]. 

Furthermore, water wastage from motor pump is a big issue. O 

Bamigboye, F. Ehiagwina, E. O. Seluwa and K. O. Gbadamosi 

have also worked together to design a microcontroller based 
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water pump that  works in a way which reduces the water 

wastage [8]. 

III. PROPOSED MODEL 

The system is designed in such a way that it takes data as 
input from the sensors according to the environment that the 
cows are in and then passes the data to the Arduino. The Arduino 
then computes and converts these electrical readings to scaled 
values like pH and temperature, which are understandable by 
humans. The interfaced software compares the computed values 
with a standard dataset to decide whether the food is appropriate 
for the cattle. If the pH value lies within the range 5.7-7.3, then 
it is within the acceptable range. Similarly, if the temperature 
lies within 38.5-39.5 degrees centigrade, then the temperature is 
also in the acceptable range. The food can be fed to the cows if 
and only if both the temperature and pH of the food are within 
the appropriate range. Lastly, if the temperature and pH are 
within the standard range, then the system will turn on the green 
light. Otherwise, it will turn the red light on. 

Similarly, the antitheft system detects any RFID card/tag 
close to the receiver. The cows have RFID tags wrapped around 
their neck. Any presence of the tag nearby the receiver would 
indicate that a cow is close to the gate and is about to escape. 
The RFID receiver would then dump information about the tag 
to the system, alarming the farmers about the escape. 

In addition, the environment monitoring system maintains a 
clean environment for the cows to live and grow. The motor 
pump sprays water on the surface of the farm to remove all sorts 
of wastes and dirt at frequent intervals of time.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Flow chart of the system 

 
Fig. 1. Flowchart of the system. 

The flowchart above represents the overall processes and 
activities within the system. The system is primarily divided into 
three parts. Firstly, for the environment management part, there 
is a timer which checks whether the time that the water pump 
was last turned on exceeds more than 4 hours. If the condition is 
true, then the pump automatically turns on to clean the 
surrounding area. Secondly, the temperature and pH of food is 
checked regularly. If the pH is within the normal range of 5.7-
7.3, then the temperature is checked. The temperature needs to 
be within 38.5 to 39.5 degree centigrade to be considered 
normal. If both of them are ok, then the food is good to be fed to 
the cows and a green light turns on. Otherwise, the red light turns 
on to warn the farmer that the food is not ok. Lastly, for the 
antitheft system, if the distance between the tag and receiver is 
less than the threshold value, it means that the cow is about to 
escape and the red light or alarm system turns on to warn about 
the escape. 

IV. RELATABLE EQUATIONS 

 We used the following equation to convert the analog 
voltage readings taken as input from sensors to digital pH values.  

   𝑝𝐻 𝑟𝑒𝑎𝑑𝑖𝑛𝑔 =  (5 − (𝑎𝑛𝑎𝑙𝑜𝑔 𝑟𝑒𝑎𝑑𝑖𝑛𝑔 ×
5

1023
)) ×

14

5
   (1) 
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V. HARDWARE DETAILS 

 The overall description of the hardware components are as 
follows: 

A. Arduino Uno R3  

In our project, we have used Arduino which is a board to 
interface between the hardware components, such as the 
temperature and pH sensors, and the computer. The system uses 
two Arduino Uno R3 boards in order to serve its needs. One 
Arduino Uno R3 board controls the pH, temperature, RFID 
sensors and another one controls the water pump. The latter 
Arduino also acts as a timer that allows the water pump to spray 
water on the surface at regular intervals. This is possible by 
using a delay in our code. The fact that this Arduino deals with 
only one component, allows the Arduino delay to work exactly 
like a clock. 

B. pH Sensor—SEN0161 

The pH sensor’s use for our research is to get an analog 
voltage from the solution that we are using as the food for cattle. 
The system is designed in the following way. The sensor is 
placed inside the solution which is the cow food over here. 
Readings from the sensor pass to the Arduino where it is 
processed. The sensor produces electric voltages based on the 
concentration of hydrogen ions in the solution. Furthermore, the 
pH sensor calculates the pH and gives us the actual reflection 
about the acidity of the food. The pH reading is obtained by 
converting the analog voltage using a suitable equation. If the 
pH lies within the actual range then we can say that the food is 
okay for the cattle to eat or else it is discarded. 

C. Temperature Sensor—DS18B20 

For our system, the temperature sensor gives us electric 
voltages just like the pH sensor. The voltage is directly 
proportional to the temperature, meaning that the reading is 
dependent on the temperature of the food. The reading is 
converted to a suitable temperature value by calling a built in 
function called getTemp (). Just like the process of collecting 
temperature, the working methodology is also very much the 
same. The temperature sensor gives us readings and if the 
readings are okay i.e. if they lie within the range, the food is 
accepted. The sensor gives us a reflection of the warmth of the 
food and whether it is suitable for the cows. However, for the 
food to be accepted, the temperature and pH should both be 
within the range. The food will not be accepted if any one of the 
tests fails. 

D. RFID sensor—MFRC522 

 RFID tag is placed around the cow’s neck and RFID 
receiver is kept on the side of the gate of the farm, which is 
further connected to the Arduino Uno R3. In general, the RFID 
receiver module gives a signal to the Arduino board whenever it 
sees any tag energizing the receiver module at a particular Radio 
Frequency. This means that whenever a cow passes or escapes 
through the gate, the RFID receiver module detects the tag and 
dumps information of the tag to the Arduino. Once information 
is dumped into the software system, the Red light for the “Cow 
stolen” signal is turned on in the maintenance room. This would 
let the farmers know that something is wrong inside indicating 
either a cow has escaped or someone has entered the farm and is 

running away with the cow. The RFID system was chosen over 
many other security systems because it is very cost efficient. 

 

TABLE I.  COMPARISON OF RFID SENSORS 

Items Passive 
RFID 

Active RFID Active RFID 
new version 

Communication. 
Range 

70cm / 3m-7m Greater than 
10m 

Approximately 
10m 

Life of Battery  No battery 
present 

Approximately 
1 year 

Around 1 year 

Security Weak N/A , or weak Strong 

Cost Less than $1 Less than $10 Around $10 

Application Distribution, 
inventory, 
tracking of 

goods 

Tracking person 

(restricted area) 

Tracking person 

 

The above table represents how different RFID sensors vary 
with their applications, cost, battery life and security. This also 
shows us that the use of RFID sensors for farming purposes is 
very economic [9]. 

E. Water pump 

Water pump is there to spray water and maintain a clean 
environment. A 9V potential difference with ample amount of 
current turns on the water pump. The Arduino controls the water 
pump via a mosfet which acts as the switch to turn the water 
pump on and off at regular intervals. The water pump sprays 
over the surface, cleans off dirt and dung produced cows. 

VI. BLOCK DIAGRAM OF THE SYSTEM 

 

 

Fig. 2. Block diagram explaining the process 

 The block diagram above represents the main functions 

of our system in terms of blocks. There are a total of two 

Arduinos and a 9V battery. The first arduino has inputs from 
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pH sensor, temperature sensor and RFID sensor respectively. 

The arduino mainly processes the inputs. Based on the rules set, 

it shows appropriate outputs that indicates the food quality and 

security status of the farm. The second Arduino’s output is 

connected to a water pump which is further driven by a 9V 

battery.  It mainly acts as a switch and is programmed in such a 

way that when the time that the pump was last turned on 

becomes greater than 4 hours, the output becomes high and the 

9V battery starts driving the water pump for a specific amount 

of time. 

VII. SCHEMATIC DIAGRAM OF THE SYSTEM 

 

Fig. 3. Schematic diagram of Arduino 1 and corresponding connections 

 

Fig. 4. Schematic diagram of Arduino 2 and corresponding connections 

 The two schematic diagrams above represent the 

elements which are connected to the two separate Arduinos in 

graphical format. Fig. 3 represents the circuit diagram of 

Arduino 1. This arduino is connected to a pH sensor, 

temperature sensor and RFID receiver respectively. All the 

sensors are connected to 5V and ground. There is a 4.7 kilo ohm 

resistor between the VCC and output of the temperature sensor. 

Moreover, in Fig. 4, the arduino acts as a switch. The output is 

connected to the gate of a nmos Q1. The drain is connected to 

the negative terminal of the pump. The pump is driven by a 9V 

battery. There is a resistor between the gate and source of Q1. 

All the components are grounded commonly.   

VIII. STATE OF THE SYSTEM 

The following table shows the state of the system at different 

conditions: 

TABLE II.  STATE OF THE SYSTEM 

 

pH Temperature 

range (0C) 

RFID 

range 

LED for 

Food 

RFID 

Indicator 

<5.7 <38.5 
Not 

close 
Red X 

>7.3 >39.5 
Not 

Close 
Red X 

5.7<ph<7.
3 

38.5<t<39.5 Close Green Red 

The following figures show the state of the system at 

different conditions. 

 

 

Fig. 5. Temperature vs Time graph 

 

Fig. 6. pH vs Time graph 
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 The green bars in both Figure 5 and 6 show the 

temperature and ph range of food which is ok to be fed to the 

cows, whereas the red portion is the range which is 

unacceptable. If the temperature is within 38.5 to 39.5 degrees 

celsius, then the food is ok. Moreover, a pH range of 5.7 to 7.3 

is acceptable to be fed to the cows. 

A. The Overview Of The System 

The design and architectural model of our system is as 

follows. There are two maintenance rooms on either side of the 

main area, where the cows reside. The room on the left contains 

a water pump which is powered by a 9V battery. The pump 

sprays water around the cows at regular period of time to clean 

any kind of dirt and waste produced by the cows, maintaining a 

hygienic environment. The room on the right has three main 

sensors connected to the Arduino inside it. They are: 1) 

Temperature sensor 2) pH sensor 3) RFID receiver. The 

temperature and pH sensors are both placed inside the food that 

will be served to the cow so that the right quality is ensured. 

The RFID receiver is placed near the exit to notify the owner 

about the escape of any cow from the farm. 

 

 
Fig. 7. Overall architecture of the System 

B.   When The Food Is Okay 

When the food that has been provided is within the pH 

and temperature range, a green light is seen to be turned on. 

This gives farmers the sign that they can continue to feed the 

cows.  

 

  
Fig. 8. Green light turned on , when the food is okay 

C. When The Food Is Not okay 

If the pH and temperature of the food is outside the 

standard range, a red light is turned on, meaning that the food 

cannot be fed to the cows. For example: If the temperature is 

above 39.5 or below 38.5 or the pH is above 7.3 or below 5.7, 

then the red light will automatically turn on to tell the farmer 

that the food provided must be changed. 

 

 
Fig. 9. Red light turned on, when the food is not okay 

D. When Cow Tries to Escape 

If the cow tries to escape then a red light would be 

turned on under the “COW HAS ESCAPED” section, alarming 

the farmers that the cow has been stolen or escaped and they 

should look for the cow in the nearby areas. 
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Fig. 10. Red light turned on as cow tries to escape 

VI. CONCLUSION AND FUTURE DIRECTION 

The design and implementation of smart security, food and 
environment monitoring system for cows using microcontroller 
is discussed in this paper. There are some new innovations in our 
system. For example: Previously, there were very less works on 
how to check the quality of food which should be provided to 
cows. In our system, we identified the parameters that can affect 
the quality of food and then implemented a system that 
automatically checks whether the food being provided to the 
cow is healthy, maintains a clean environment around cow’s 
living area and alerts the farmer of any security breach. Another 
advantage that our system has is that it minimizes big losses for 
farmers. Although there is an initial installation cost for farmers, 
the system reduces overall loss through prevention of unhealthy 
growth and theft of cows. Furthermore, the size of our system is 
very small, which is a major benefit. 

However, there is room for improvement. The system has 
used less variety of sensors and components in order to measure 
food quality. Different sensors can be used in order to get 
measurements that are more accurate and reliable. One such 
sensor is the turbidity sensor to get a better picture of the quality 
of the food [10]. It also gives a better understanding of the 
quality of water [11]. In addition, we are not checking the quality 
by measuring the vitamin and mineral content of the food. This 
is something which can be looked after for further research. 

A GPS system can also be used in the system to keep track 
of all the cows and monitor the position of each cow [12]. Hence, 
it will not only help us to alarm the farmers whether a cow has 
been escaped or stolen, but also track the exact position of where 
the cows are. 

A heart rate sensor can come in handy to measure the heart 
rate of all the cows. Records can be kept in the database. This 
would serve as an indicator to predict any expected disease or 
attack even beforehand [13]. 
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Abstract—This paper describes the implementation of 

automatic generation control (AGC) and automatic voltage 

regulator (AVR) under generation rate constraint (GRC) and  

coupling between automatic generation control and automatic 

voltage regulator while considering generation rate constrain of 

two areas for improve and better performance characteristic of 

load frequency control (LFC) problem. our control aim has to 

normalize the area control error (ACE), frequency error and tie-

line power error in spite of the presences of system uncertainties 

and external load disturbance, So that the required frequency 

and power interchange with adjacent structures are maintained 

in order to reduce the transient deviations and to provide zero 

steady state error in proper short time, the behavior of the 
planned is checked by MATLAB SIMULINK software.                  

Keywords— Automatic Generation Control (AGC); Automatic 

Voltage Regulator (AVR); Generation Rate Constraint (GRC); 

Area Control Error (ACE) 

I.  INTRODUCTION  

      Automatic generation control maintains a balance 

between the whole power generation and load demand, to keep 

the system frequency (normally 50 or 60 Hz) and regular 

power interchange with neighboring systems [1]. 

Load frequency control (LFC) performs a vital role for energy 

stability between load and era sides. In recent years, several 
robust design strategies have been delivered for LFC [2]–[4] 

The dynamic behavior of many industrial plants is heavily 

influenced by disturbances and, in particular , by change The 

dynamic conduct of many industrial flowers is closely 

influenced by disturbances and, in particular, by adjustments in 

the running point. This is commonly the case for electricity 

structures [5]. 

In an electrical grid, many synchronous turbines with different 

voltage rankings are connected to bus terminals which have the 

identical frequency and segment sequence as the generators. 

All generators linked in parallel ought to be run at the suitable 

capacity to meet the demand. If a generator loses synchrony 

there'll be changes within the voltage and frequency offer. It’s 

essential to synchronize the bus with the generators for the 

period of transmission for secure operation. also recognized as 

synchronous balance refers to the capability of a system to 

return to synchronism after any disturbance such as a sudden 

exchange in loading conditions offer frequency and voltage 

should frequently be among a positive prohibit to confirm safe 

and reliable operation of electrical instrumentation and 

equipment every at the client premises and throughout 

transmission and distribution. So it's crucial to be in an 

exceedingly position to screen and hold the voltage and 
frequency among limits. After an annoyance involving a net 

exchange in power, the System will enter a transient state 

which is regularly oscillatory and reflected by means of 

fluctuations in the energy flow over transmission lines. This is 

referred to as the dynamic system performance. In a tie-line 

connecting one team of turbines to another, these oscillation 

can also construct up and be mirrored via excessive 

fluctuations in power flow in the tie line. This will motive 

protective equipment to day trip [6]. 

The goal of this paper is to sketch a controller to perform LFC. 

At first an evaluation of one of a kind systems from previous 
research works was performed. The end result obtained. The 

Matlap/Simulink platform was used for all simulation 

outcomes obtained. The balance of the systems used to be 

investigated and the transient and constant country response of 

the systems have been simulated before any controller used to 

be designed. The manipulate goal is to minimize overshoot, 

settling time and steady state error. In LFC, deviation in 

frequency and tie line strength must return to zero in the 

minimal time and with minimal overshoot after a load alternate 

[7]. Controllers had been designed and tested to obtain this. 

Different kinds of controllers had been simulated in Simulink 
for the device specifically the PID, Fuzzy, Neuro-Fuzzy and 

Fuzzy-PID [8]–[11] to enhance its performance. Finally a 

comparative evaluation of the consequences from the unique 
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controllers was once achieved and the most appropriate one 

was once chosen. 

II.  TWO AREA POWER SYSTEM 

   Power systems have complex and multi-variable structures. 

Also, they consist of many one of a kind control blocks. Most 

of them are nonlinear and/or non-minimum segment systems 
[12]. Power systems are divided into manipulate areas related 

by tie lines. All generators are supposed to represent a coherent 

crew in every manipulate area. From experiments on electricity 

systems, it can be viewed that every place wants its gadget 

frequency and tie line strength go with the flow to be managed 

[3].   

  In intention of control at this point is to regulate the frequency 

of each area and at same time to regulate the tie-line power as 

per inter area power contract. In case of frequency proportional 

plus integral control is used to get zero steady state error in tie-

line power flow as compared to the contracted power, consider 

that each control area can be represented by an equivalent 
turbine, generator and governor system. Consider that case of 

an isolated control area here the incremental power
P PDG

  
 

was accounted for the rate of rise of kinetic energy  stored, and 

increase in area load caused due to rise in frequency. A tie-line 

transmits power in or out an area, so this fact must be taken 

into the incremental power equation of each individual area. 

Power transported out of area-1 is given by   

 

 
2 0 01

sin
1 1 2

12

V V
P
tie X

  

 

 (1) 

0 0
,

1 2
 

= power angle of equivalent machine of the two area  

For incremental change in 
0 0

1 2, 
 the incremental tie-line 

power is expressed as follows 
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  =Synchronizing coefficient 

As the incremental power angel are integral of incremental 

frequencies the equation is written as  

  2
1 12 1 2

P T f dt f dt
tie

     
 

(3) 

Where 1f  and 2f  are incremental frequency change in area-
1 and area-2 respectively. 

In the same way, the incremental tie-line power out of area-2 is 

given by following equation 

  1 21 2 12tieP T f dt f dt     
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(5) 

 
Fig.1. Block diagram of ALFC 

 

Similarly, the incremental power balance equation for area-1 is 

written as follow  

 
 1

1 1 1 1 1 10

1

2
G D tie

H d
P P f B f P

f dt
      

 

(6) 

It may be noted that all quantities other than frequency are in 

per unit in equation, taking Laplace transform of equation and 

recognizing, the equation is given as  
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Where as 
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When compared to the equation of isolated control area case, 

the only variation in the appearance of the signal 
 1tieP s

  is 

shown in fig (1). 

Taking Laplace transform of equation (3) the signal 

 1tieP s
is obtained as  

 
     12

1 1 2

2
tie

T
P s F s F s

S


     

 

(9) 

 

From the control area-2, 2( )tieP s
is given by taking the 

Laplace of the equation (9) 
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(10) 

 

III. RESPONSE OF TWO AREA SYSTEM UN 

CONTROLLED CASE   

A. Static Response 
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The change or deviation result in the frequency. 

Tie-line power under steady state conditions flow sudden step 

changes in load in two area. 

Say 1GP
, 2PG

 are the incremental changes in the generation 
in area-1 and area-2 owing to the load changes. 

f
Is the static change in frequency, which is same for both 

the areas, TLP
is the static change in the tie-line power that is 

transmitted from area-1 to area-2 . 

For the two areas, the dynamics are described by 

   

(11) 

   1
1 1 1 1 1 10

2
G D TL

H d
P P f B f P

f dt
       

  
 
   2

2 2 2 2 2 20

2
G D TL

H d
P P f B f P

f dt
       

 

(12) 

B. Dynamic Response 

A power system of two identical control areas is considered 

for analysis
'0 'gt t  

 for both the areas, 

The damping constants of two areas are neglected  

1 2 0  
 

By virtue the second assumption equation (11) and (12) 
become 
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Laplace transformation on both sides of equations (13) and 
(14) 
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From the block diagram, the following equations can be 
obtained 
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From the above equations, the following observations can be 
made

 

Fig. 2. SIMULINK model of two areas of AGC and AVR considering GRC 
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IV. SIMULATION STUDY 

The AGC and AVR  are implementation according to 
high speed loop of the  , since commotion control of 
generator have little time fixed contributed by field winding, 
where AGC loop is slow motion loop be forced major time 
constant take part by turbine and generator determination of 
inertia. So that the existing transient in excitation control 
loop mask many fast or does not influence the AGC loop. 
Practically these two are not non- interacting, the interaction 
exists but in opposite direction. Since AVR loop influence 
the magnitude of generated emf this model located in the 
magnitude of real power and hence AVR loop felt was 
existed in AGC loop. 

In this section develop AGC scheme is employed with 
AVR and considering generation rate constraint. Here 
coupling between AGC and AVR scheme is employed. The 
interaction between frequency domain and voltage cross 
coupling was exist and can some time disturbing. AVR loop 
impact the magnitude of generated emf and the internal emf 
magnitude of the real power. It is complemented that 
changes in AVR loop is felt in AGC loop. Generation rate 
constraint is not effect on the terminal voltage because the 
GRC is applied only from the speed governor system. 

Fig. 3. Comparisons between Dw1 with and without ACE &GRC 

 

Fig. 4. Comparisons between Dw2 with and without ACE and GRC 

Fig.5. Change frequency of two areas    AGC, AVR and GRC 

Fig.6. Terminal voltage of two areas AGC, AVR and GRC 

Fig.7. Comparison of change in frequency of area one 

In Fig. 5 develop AGC scheme with AVR and 
considering generation rate constraint of two areas. Here 
coupling between AGC and AVR scheme is employed. 
The interaction between frequency and voltage exists and 
cross coupling does exist and can some time troublesome. 
AVR loop affect the magnitude of generated emf. The 
internal emf determines the magnitude of real power. It is 
concluded that changes in AVR loop is felt in AGC loop. 

Fig. 6 represent the change in frequency of area 1 and 
area 2 the time settling and steady state error is less when 
coupling, Fig. 7 represent the comparison between 
frequency of area 1 its clear that the steady state and 
settling time is less but the over shoot is increase because 
that the GRC give the real state. Fig. 14 represent the 
generation rate constraint is not effect on the terminal 
voltage because the GRC is applied only from the speed 
governor system. 
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V. CONCLUSIONS 

The two major loops that are AVR loop and ALFC 
loop has been studied for two areas power system. The 
frequency of the system is dependent on real power output 
and is taken care of by ALFC. Terminal voltage of the 
system is dependent on the reactive power of the system 
and is taken care of by AVR loop. The cross coupling 
effects between the two loops are studied that are 
associated with low-frequency oscillations. It has been 
observed that even with GRCs the system stays stable and 
that the response are not much different with and without 
Generation Rate Constraints. 
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Abstract— Cognitive radio network (CRN) is the most emerging 

technology in wireless communication paradigm. The various 

components of CRNs include secondary user or cognitive user 

(CU), primary user or licensed user (LU), and spectrum holes. The 

CU is an unlicensed user which does not have license to access the 

spectrum. The license of the spectrum is hold by the LU. The CU 

nodes exploit the spectrum in an opportunistic manner in the radio 

environment of LU. The CU node vacates the band if LU appears 

and starts searching for other available unutilized band. Due to 

this, the researchers has experienced CRN is a highly dynamic 

environment. Therefore, one of generic problem coined in CRN is 

the coordination among the CUs for their resources. It can be 

viewed as, one, coordination among the CU nodes activities and, 

other, the channel assignment. To do this, a node may be 

designated as a special node called coordinator or leader that figure 

out which bit of the range is accessible, select the best accessible 

channel, facilitate access to this channel with other node, and clear 

the channel when another node is identified. Thus, the present 

contribution proposes a diffusion based coordinator election 

algorithm, a process to identify a coordinator in CRN. The works 

also illustrates flow of the algorithm using suitable examples. 

Keywords— cognitive radio network; coordinator; diffusion 

computation; CU; LU 

I.  INTRODUCTION  

The radio spectrum plays most vital role in the rapid 
growth of wireless communication technology. In limited 
availability, various research studies in [1, 2] has observed that 
the 15% to 85% spectrum are underutilized which imposing 
credential rip-off in the developments of wireless industries. 
The cognitive radio networks (CRN) is the emerging 
technology that ensure the effective utilization of radio 
spectrum and increases efficiency. The fundamental 
motivation behind subjective radio system innovation is to 
move the underutilized authorized range which has a place 
with the LU which should be possible entrepreneurially. The 
user(s) in CRNs identifies spectrum range called white space 
using predefined range task technique for communication. 
Along these lines, in addition, there is a need of new 
innovation for better use of range in remote system. 

CRNs have two sorts of user; one is primary user or 
license user (LU) which has the specialist to utilize the 
specific spectrum. Second is secondary user or cognitive user 
(CU) which not has the specialist to utilize the specific range 
band. There ought not to be any obstruction CU within the 

sight of LU. CU utilizes the spectrum range just without LU 
interference, artfully. In literature(s), the spectrum of CU is 
also called as free band or unutilized band of LU. The CRN 
identifies free band using following fundamental 
functionalities; spectrum sensing, spectrum detecting, 
spectrum sharing and spectrum mobility [2, 3]. The CU node 
keeps up a rundown of edges called local edge set (LES). 
From LES, few edges are used for control purposes, called 
public control edges (PCE), which is association set up with 
neighbors. 

A. Problem elucidation 

      In CRN, a CU node is furnished with an assortment of 

abilities, for example, learning, proficiency, insight, 

believability, and working to filter for similarity and enhanced 

channels. The requirements of a CU node for the spectrum 

band changes dynamically. This may leads sporadically 

changes to the radio environment. Usually, the random 

appearance of LU plays vital impact and adds unique 

challenges to the CRN. The CU may observe frequent specific 

spectrum mismatch and hence also adds dynamicity. 

Therefore, the synchronization of the node(s) activity and 

channels is examined relative area of research in CRN like 

other traditional wireless ad hoc networks. The coordinator 

election process elect a coordinator or leader nodes which may 

takes care of all synchronization related jobs. In this paper, we 

present a dynamic coordinator selection protocol for CRN. 

The coordinator is significant in a CRN in light of the fact that 

it guarantees better spectrum usage and keeps up the quality of 

services (QoS). The portrayal of issues present in coordinator 

choice can be comprehended with the accompanying fig.1. 

The conduct of the CU node changes quickly to discover the 

range free from the LU in radio situations. The edges in fig. 1, 

edge(a, b), edge(a, c, d) , edge(c, d) and edge(c, d) are the free 

which are detected by CUs nodes 1, 2, 3 and 4 individually. 

The CU nodes are called neighbors anytime in the event that 

they have at any rate one public control edge (PCE). Diverse 

neighborhood look conventions can be utilize to discover a 

neighbor node in the cognitive radio system [8, 9]. Here, PCE 

of CU node of 1 and 2 is edge (a) and PCE of nodes 2, 3 and 4 

are edge(c, d). The edge list can switch randomly and cause 

alterations to the topology because the LU can randomly 

arrive on its license edge at any moment.  
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For LU interference prediction, on LES, efficient detection 

method can be used [10]. If CUs have more number of PCE, 

their links are more stable. For example, links from 2, 3 and 4 

are more stable than from 1 to 2. In CRNs CUs can move out 

of scope or just next to the network. However, PCE may not 

present because required edge is presently occupies by LU. 

The monitoring of CU nodes and the allocation of edges in 

CRNs is therefore highly challenging. We need a suitable 

network coordinator to ensure stronger cooperation among 

CUs and assign spectrum holes or edge. Due to significant 

functional and operational difference with the traditional 

wireless networks, it is not possible to apply the present 

coordinator election procedures in CRN. We therefore need to 

develop a coordinator election technique appropriate for 

cognitive radio networks.  

 

 
 

Fig. 1 Example scenario 

 

B. Coordinator election in cognitive radio networks 

      By and large, coordinator elections are a solitary 

procedure. Once, the coordinator election computation 

algorithm is over, there is just a single chief in the networks. 

The special node act as the coordinator of the allotted task and 

the rest of the nodes will work ordinarily. The available 

coordinator can guarantee better coordination among CUs and 

proficient channel portion as portrayed above.  

C. Proposed model 

      In our proposed framework, we consider a cognitive radio 

networks which comprises of m nodes and p edges. The CU is 

represented using unique id for portrayal in the system. Our 

coordinator decision protocol is based on diffusion 

computation [11] for extrema finding. Eventually, the 

proposed algorithm finds the max id node as the coordinator. 

The computation gets started as soon as departure of a leader 

is observed by any node. The node will be treated as source or 

initiator (initial_node). As the diffusion method spreads, it 

creates the spanning tree. In case if multiple nodes start 

diffusion computation simultaneously, only higher id diffusion 

node survives. If a node receives election message, it is 

acknowledges using acknowledgement message. On receiving 

multiple acknowledgements, the initial node selects the 

highest id node as a leader and informs other. If a node i 

observe the presence of LU in the channel, the node removes 

immediately from the network. 

II. RELATED WORK 

      There are several conventions for ad hoc networks focused 

on diffusion computation found in literature [ 12-14 ]. TORA 

[18] is a well-known directing convention dependent on 

diffusion computation. The messages can be tracked among 

remote system nodes. In CRN, not many coordinator decision 

conventions have been suggested. Bansal et al. [16] suggested 

two election coordinator conventions for a single multi-

channel jump radio scheme without any identification of 

effect, one probabilistic and one randomly assigned. The 

election of the coordinator of this convention takes place at 

various phases. The measurement of name room is reduced by 

a factor of 2 in every span of the previous round. The selected 

node will be proclaimed as the system coordinator at the end 

of the specific phase. The entire round number depends on the 

amount of nodes in the scheme. The method used by 

randomization is probabilistic. In the final phase, only the CU 

node is dynamic and tuned in. In particular, as a system 

coordinator, a CU node, involved in the last phase of 

communication, is declared. In a fully-connected cognitive 

radio system, Arachchige et al.[ 17] suggested an unequal 

strategy to coordinator choice. Furthermore, the designers 

have used the neighboring revelation coordinator node. 

Exactly, the scheme coordinator of a CU node participating in 

the last phase is declared. The neighboring CU node 

dependably stay associated with one another with at any rate 

one normal edge. The CU nodes interface in different methods 

of activity trading control messages so as to play out the 

decision. Mittal et al.[8 ] shows a crash-considered cognitive 

radio system election convention. The assessment suggested in 

[16] is an extension of the diffusion. The designers anticipate 

the scheme to be uniform. There might be more than one 

coordinator in the instinctual systems of size. Two coordinator 

are 2x times separated.  

        In the event that two chiefs exist inside the inclusion 

zone, the determination of a coordinator is performed based on 

[16]. The work in [18] depicts list strategy for coordinator 

decision. The creators have figured an articulation for 

processing sampling components (SF). The parameters include 

amount of energy (E), CU quantity (Z) and free links (K). The 

aim is to determine the estimated CU nodes for the sample 

components (SC). As cognitive radio coordinator a CU node 

with the highest notable sampling component (SC) value 

pronounces itself. Author in [15], proposed leader election 

protocol for CRNs in which diffusion computation technique 

and message passing is used. A bio-inspired coordination 

election protocol for CRNs is proposed in [19], the 

protocol utilizes ant's intelligence to investigate the radio 

spectrum. 

III. SYSTEM MODEL 

We assume a cognitive radio networks consists of m CUs 
and p correspondence channel. The CU user communicates 
with each other using communication channel. The 
communication channels are also termed as links or edges. 
The edges are bidirectional and not really FIFO.. Every CU 
has unique identification number(id) which is used to 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 690



represent by natural number system. We use diffusion 
computation method and message passing approach to find the 
maximum identity node in the network. Every node is 
assumed to maintain some set of data structure during message 
passing in leader election process. The quantity of all edges 
acquaints by all CUs is known as the global edge set (GES). 
We consider various information and message, given in table 
I. Other assumptions are listed as follows which have been 
used in our algorithm. 

A. Communication edges 

The CU nodes are associated intelligently through the 

correspondence edges.  

 

B. Unique identification number 

id  is the natural numbers. 

C. Diffusion computation 

      In diffusion computation process, election instance is 

generated. The election message is spread over the network. 

This is also called as the expansion of the spanning tree.  

 

D. Highest id node finding 

The algorithm finds maximum id node as the coordinator 
in the networks. If we observe more than one initiators, the 
node with highest id will give higher preference. 

E. Communication network 

CUs are associated in the correspondence organize. We 
utilize radio range or edges (channel) for the system creation 
in the cognitive radio networks. The communication networks 
reveal spanning tree while coordination process is in progress. 

F. Interference of primary user 

      When LU appears, the CU needs to disengage itself from 

that specific edge, immediately, if single PCE present. This 

situation can be taken care of by prob_reply () function. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. PROPOSED ALGRITHM 

A. Description of data structure and messages 

The following table I and II listed various data structures and 

message used in the algorithm. 

 
TABLE I.  

 

                                   TABLE II 

  

Function  Explanation  

Initiat_prob( ) If reply  from child doesn’t come parent 

remove the child from Ack_buffer 

If probe from parent doesn’t come child 

announce leader  

 

B. Text of proposed algorithm 

The present coordinator election algorithm has been shown in 

the three procedural steps as following. 

 

      Procedure 1:  initialization and broadcasting 

1. Node observe departure of leader, 

initial_node=node_id  

2. Init(initial_node) 

3. Involve(initial_node)=1, parent_id=node _id, 

max_id= node _id, Ack_buffer=Nbl_initial_node 

4. Broadcast E_M(initial_node,Lead_id ,parent_id) to 

child  

Abbreviation  Description  

Buffer    Stores id of initial node received in 

Election message 

Count_ (child)       Signifies number of election message 

received by ith node. 

Parent_id   Signifies current parent node for 

computation. 

Child_id     Signifies current child node for 

computation. 

Involve  Signifies whether node i is participating 

in election or coordinator. 

Initial_node    Signifies current node id who started 

election. 

Ack_buffer     Stores nodes from where A_ck have to 

come 

Max_id Stores highest downstream node 

including that particular node 

E_M Message to expand the spanning tree 

A_ck Message to recognize receipt of an E_M 

Lead_id Message to declare the new coordinator 

probe Message to decide whether a hub is as 

yet associated 

Reply  Message sent because of a Probe 

message 

Nbl Stores neighbor of a node 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 691



5. While parent_id.Lid==child_id.Lid 

a. Involve(child_id)=1 

b. Max=child_id 

c. Initiate_probe(parent_id, child_id) 

d. While received E_M 

i. Count(child_id)++ 

ii. Buffer[]=initial_node 

e. End While 

f. If(count(child_id)>1) 

g. Compute_max_initial_node_using_buffer(ch

ild_id) 

h. Ack_buffer=Nbl_child except parent 

i. Parent_node=child_node 

j. Broadcast E_M(initial_node, 

Lid,Parent_node)to child  

6. End While 

7. Discard E_M and send N_Ack as node has different 

leader OR same E_M originator 

Procedure 2: Receiving Acknowledgement 

1. Upon receiving A_ck  from node j, Remove j from 

Ack_buffer compute max_ id 

2.             While ack buffer is empty  

3.                      If node is initial node then 

lead_id=max_id and broadcast lead                              

message(lead_id) to the child 

4.                         Else send A_ck(max_id) to parent 

5.                     End if 

6.             End while 

Procedure 3: Announcing leader in network 

1. Upon receiving lead message(lead_id) 

2. While  node.involve==1 

3.                     Node.lead=lead_id and set 

Node.Involve=0 

4.                    Broadcast leader message to child 

5. End while 

6. If  node.involve=0 

7.       Then find max leader and broadcast lead 

message (lead_id)to smaller leader sub network 

8. End if. 

C. Description of algorithm 

The proposed convention is given in content. This 
convention contains three system procedures: Iinitialization 
and broadcasting, Receiving Acknowledgment, and 
Aannouncing leader in the networks. For appraisal of figuring, 
we use a couple of data structure and messages which are 
given in the table I. In the midst of the count system every 
node keeps up that data structure. On amid the computation 
procedure, every node may reach in any procedure and acts 
the states of the system, accordingly. 

Essentially, we will depict the convention in three cases; in 
first, there is no interference of LU impedance or node 
portability and node crashes. In next, it will contain states of 
disappointment because of LU impedance or node versatility 
and node crashes. The progress of protocol in first case is 
appeared in text. Thus, in our proposed convention when any 
node observe departure of its coordinator, it will begin the 
computation by instating itself as an initial node, and 
communicate the election message to its child or neighbor by 
keeping up the every one of the data structure. The E_M 
message advances data structure, for example, id of the initial 
node for particularly called initiator node. In the event that 
various elections E_M message received by any node i from 
initiator, the message is simply discarded and N_Ack send to 
the parent. The A_ck message is utilized to recognize the E_M 
message so as to recoil the spreading over tree. The A_ck 
message answers Max_id of node i. At the point when the 
initial node receives acknowledgement (A_ck) from all 
neighbors, the initiator node presently has the most 
noteworthy id put away in Max_id. The initiator node declared 
most extreme node as a coordinator for the associated CU 
node i in cognitive radio networks. 

Leader message is used to declare the coordinator. If LU 
intrude on the channel, the influenced node leaves the channel 
and this situation can be dealt with by initial_probe( ). In this, 
if reply of child does not come in finite time, the parent will 
expel child from its ack_buffer list. On the off chance that 
prob from parent does not come in fix measure of time, child 
node will report the leader in sub network going about as a 
virtual initiator in light of the fact that in the long run it will 
have most extreme id in its sub network. The partaking CU 
node i have exceptional identifier esteem go from 1….m. In 
the event when node with involve= 0, represent it has leader. 
Otherwise, it is 1 and starts to search for a coordinator. At the 
point when any node receives E_M and on the off chance that 
its leader and parent leader is same and involve is 0, at that 
point node involve in the computation. Each time, on 
receiving E_M, every node will augment its count(child). At 
the point when count of node more noteworthy than 1 node 
chooses highest id CU as initiator node and rest of the nodes 
are consider as ordinary CU. After getting the E_M if node 
have its leader (involve=0) or originator of election message is 
same node will basically dispose of the message and send 
N_Ack. Otherwise node will take an interest all the while and 
communicate the election message to neighbor aside from the 
parent node in the wake of introducing the Ack_buffer. Second 
part of calculation is getting of affirmation. At the point when 
any node gets the A_ck or N_Ack from node j it will expel j 
from the Ack_buffer list. Node need to figure the maximum id 
and update Maxi_id if A_ck got. In the event that Ack_buffer is 
vacant and node isn't starting node it will send the A_ck to its 
parent with most extreme id node of downstream network. 
Third procedure is receiving the leader message. After 
accepting leader message there will be two possibilities the 
node is either have its coordinator or it is hanging tight for the 
leader. On the off chance that node has its leader, at that point 
most extreme leader_id node will be chosen as leader and new 
leader will be declared to littler leader sub network otherwise 
node will store its new leader. The working of algorithm is 
given in fig. 2, 3, and 4.
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Fig. 2 Initialization and E_M broadcasting 

 

 

 

 

 
 

Fig. 3 Acknowledgement delivering 
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Fig. 4 Handling failure condition and announce leader 

 

 

V. CONCLUSION 

     We proposed a coordinator election algorithm to find a 

maximum id node in cognitive radio networks. We have used 

diffusion computation method to find a coordinator node. The 

illustration of the algorithm has been included to verify the 

fairness of the protocol. It is an improved version of the 

diffusion based leader election protocol in CRN. The example 

demonstration claims its dynamicity while performing 

coordination election in cognitive radio networks. 
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Abstract— The proposed model, Multi-Hop Low Duty Cycle 

Medium Access Control (MLDC-MAC) protocol, assumes that 

the deployment area is composed of equal-sized grids. The sensor 

nodes that fall within a grid are considered to be the part of the 

same cluster. The base station appoints the node with the highest 

residual energy as the cluster head in each grid. The base station 

also establishes multi-hop paths for communicating with the 

cluster heads and broadcasts the schedule for inter-cluster 

communication in the network. After receiving this information, 

each cluster head broadcasts a schedule for intra-cluster 

communication within its cluster. When a cluster head receives 

data from the source nodes in its cluster, it computes the 

aggregate and sends it to the base station. The simulation results 

show that MLDC-MAC increases the network lifetime compared 

with Low Duty Cycle MAC (LDC-MAC) protocol and Bit-Map-

Assisted MAC (BMA-MAC) protocol. 

Keywords— Data Slot, Control Slot, Energy, Radio, 

Communication. 

I. INTRODUCTION 

A Wireless Sensor Network (WSN) is a collection of 
numerous autonomous devices (sensor nodes) that are 
deployed in a region to monitor the physical or environmental 
conditions and report it to a Base Station (BS) [1], [2]. Once 
deployed, a WSN may be required to provide uninterrupted 
services for several days or even years. Nonetheless, sensor 
nodes are powered by small batteries which have low energy 
storage capacities. Moreover, if the geographic or climatic 
conditions are not favourable, replacing or recharging the 
batteries is not a feasible solution. Hence, Medium Access 
Control (MAC) protocols that are designed for WSNs, 
inherently include one or more energy saving schemes to meet 
the network objectives [3], [4].  

Usually, the radio/transceiver of a sensor node consumes 
the maximum amount of energy in its lifetime. It has been 
found that the radio drains a considerable amount of energy 
even when it is idle (neither transmitting nor receiving) [5], [6]. 
To this end, most of the MAC protocols turn OFF the radio 
when it is not working. In Time Division Multiple Access 
(TDMA) based MAC protocols, each node is allotted one or 
more slots in a periodically repeating time frame during which 
it can send/receive data. At all other times, the node keeps its 
radio OFF to conserve energy. This helps in minimizing energy 
consuming factors like overhearing, idle listening and collision. 

Clustering is another technique to conserve the energy of 
sensor nodes in which nodes are grouped into clusters and one 

node in each cluster is appointed as the cluster-head (CH). The 
function of the CH is to collect data from all the non-cluster-
head (non-CH) nodes and forward it to the BS. Hence, non-CH 
nodes are involved in short-range communications only.  

This paper presents a cluster-based multi-hop routing 
protocol named Multi-Hop Low Duty Cycle MAC (MLDC-
MAC) in which the deployment area is composed of n equal-
sized grids. Sensor nodes falling within a grid are considered to 
be the part of the same cluster. The BS appoints the node with 
the highest residual energy as the CH in each cluster. All the 
CHs communicate with the BS via multi-hop paths that are 
established during the setup phase of the protocol. MLDC-
MAC adopts a centralized CH election scheme which results in 
uniform distribution of CHs in the network. An efficient CH 
rotation scheme (enforced by the rule to appoint the node with 
the highest residual energy as the CH in each cluster) ensures 
even distribution of load among the nodes in the network. 

This paper is organized as follows. Section II discusses the 
related work. Section III describes the working of the proposed 
model. Section IV discusses the results of the simulations and 
section V concludes the paper. 

II. RELATED WORK 

In BMA-RR [7], the cluster formation process is same as 
LEACH [8]. The overall working of BMA-RR is same as 
BMA-MAC [9]. However, a source node can claim multiple 
data slots as per its requirement. After receiving control 
messages from all the source nodes, the CH gets to know how 
many data slots each source node requires. Based on this 
information, the CH sets up and broadcasts a TDMA schedule. 
A one-bit S/R flag informs the node whether it should go into 
sending mode or receiving mode during the allocated slots. As 
the name suggests, data slot(s) are allotted on a round-robin 
basis. A node turns its radio ON during the allocated data 
slot(s) to perform the assigned task. A one-bit data mode flag 
informs the CH if the destination is any other node. If the data 
is for any other node, CH will forward it to that node in the 
next session. In BMA-RR, nodes with multiple data slots 
toggle their radios between ON and OFF numerous times 
within a frame. 

BS-MAC [10] follows the same procedure during the set-
up phase as discussed above. Towards the end of the set-up 
phase, each CH broadcasts a Control Slot allocation 
(CS_ALLOC) message in which it assigns one control slot to 
each non-CH. This message also contains unique 1-byte short 
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addresses for the CH and its members to communicate among 
themselves. A source node sends a control message in its 
control slot whereas a non-source node keeps its radio OFF to 
save energy. Each CH uses Shortest Job First (SJF) Algorithm 
to assign data slots to the source nodes and this information is 
broadcast through a data slot announcement (ADS_ANN) 
message. A source node wakes up during the allotted data 
slot(s) to transmit/receive data to/from its CH. If a node wants 
to send data to another node, it has to be sent to the CH in the 
current session. In the next session, the CH will forward the 
data to the destination node. 

BEST-MAC [11] is a modification of BS-MAC in which a 
Contention Access Period (CAP) is introduced after the control 
slots. The nodes which could not join the network during the 
set-up phase send join-request messages during this period. A 
CH acknowledges the receipt of these messages but does not 
assign control slots to such nodes. They are allocated control 
slots in the announcement period when the CH allocates data 
slots to the source nodes. Data slot allocation is done on the 
basis of the Knapsack Optimization Algorithm. BEST-MAC 
also uses shorter time slots which can lead to frequent 
reservation and scheduling. The CAP may lead to idle listening 
of CHs after a few sessions. This is so because all the left-out 
nodes may have joined the network by then. 

In LDC-MAC [12], the setup phase is same as LEACH. 
After the formation of clusters, each CH broadcasts a schedule 
in its cluster. Every non-CH node is allotted one control slot 
and one data slot. A source node transmits a control message 
and a data message in the allocated control slot and data slot 
respectively. A non-source node keeps its radio OFF for the 
entire duration of the frame. A CH identifies the source nodes 
by the control messages received from them and stays awake 
during the corresponding data slots. However, in this process 
the CH may have to toggle its radio between ON and OFF 
multiple times within a frame. Moreover, data slots that are not 
used by their owners are wasted. 

The proposed model is a modification of LDC-MAC in 
which CHs are appointed by the BS. They communicate with 
the BS via multi-hop paths that are established during the set-
up phase of the protocol. In the next section, the proposed 
model has been discussed in detail. 

III. PROPOSED MODEL 

The proposed model assumes that the deployment area is 
composed of n equal-sized grids. Sensor nodes lying in a grid 
are considered to be the part of the same cluster. All the sensor 
nodes are homogenous, stationary, and fitted with GPS devices 
that can be used to know their locations. It is assumed that each 
node in the deployment area can transmit to the BS directly. It 
is also assumed that all the nodes are time synchronized. This 
can be achieved by having the BS broadcast a synchronization 
pulse at the start of each round. The proposed model divides a 
round into two phases: Set-up Phase and Steady-state Phase. 
Fig. 1 shows the working of MLDC-MAC protocol. 

A. Set-up Phase 

After deployment, each sensor node transmits a HELLO 
message to the BS. This message contains information which 

is in the following format – (SNid, SNloc, SNre). Here SNid 
represents the sensor node ID, SNloc represents its location, 
and SNre represents its residual energy. After receiving 
HELLO messages from all the sensor nodes, BS chooses the 
node which has the highest SNre as the CH in each grid. If two 
or more nodes fulfil this criterion, then any node can be 
elected CH randomly. A node whose SNre is below a 
predefined threshold is not considered in the CH election 
process.  

After CH election, BS broadcasts a duty allocation 
(DUTY) message that contains information for each node 
which is in the following format- (SNid, CHid, SNloc). Here, 
CHid is the ID of the node’s CH. If the CHid for a node 
matches the ID of the node, then the node itself has been 
elected as a CH for the current round. The DUTY message 
informs each non-CH node about the allotted CH. It also 
informs each CH about the non-CH nodes in its cluster. 

 

Fig. 1. Working of MLDC-MAC protocol 

 

After a timeout period, BS broadcasts the schedule for 
inter-cluster communication (SCHbs) in the network. This 
message contains information about the locations and sizes of 
control slots and data slots in a frame. The message also 
contains information for each CH which is in the following 
format – (SNid, UCHid, DSnum, UCHloc). Here, SNid represents 
the ID of a CH and not a non-CH node. Here, UCHid 
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represents the ID of the upstream CH, DSnum represents the 
data slot number in which the CH should communicate with 
its upstream CH, and UCHloc represents the location of the 
upstream CH. Each CH can identify its upstream CH and the 
data slot allocated for inter-cluster communication from SCHbs 
message. 

After receiving SCHbs message, each CH broadcasts the 
schedule for intra-cluster communication (SCHch) in its 
cluster. This message contains information for each non-CH 
node which is in the following format – (SNid, CSnum, DSnum). 
Here, SNid represents the ID of a non-CH node, CSnum 
represents the control slot that has been allotted to it, and 
DSnum represents the data slot that has been allotted to it. Each 
non- CH node identifies the allotted control slot and data slot 
from SCHch message. The number of control slots and data 
slots within the intra-cluster communication period of a frame 
is fixed. Hence, some data slots and control slots may go 
unused depending on the size of the cluster. 

B. Steady-state Phase 

The steady-state phase consists of k equal-sized frames. A 
source node sends a control packet to its CH in the allocated 
control slot. The control packet informs the CH that the non-
CH node will be using its data slot to send a data packet. So, 
the CH keeps its radio ON during the corresponding data slot. 
The CH computes the aggregate of all the collected data, and 
sends it to its upstream CH/BS during the slot allocated in the 
inter-cluster communication period. A new round begins after 
k frames in which each sensor node sends a HELLO message 
and the whole process is repeated again. 

IV. RESULTS AND ANALYSIS 

All the protocols, MLDC-MAC, LDC-MAC, and BMA-
MAC are simulated using the Python Programming Language. 
In all the simulations, the First Order Radio Model [8] is used 
to calculate the energy consumption in sensor nodes. Table I 
shows the parameters that are used in the simulations. Here, 
Eelec represents the energy spent in running the transmitter or 
receiver circuitry, Eidle represents the energy spent in idle mode 
and ϵamp represents the energy spent in running the transmit 
amplifier. The BS is assumed to be located outside the 
deployment area but very close to it. The result shown for a 
simulation is the average of the results generated in 10 
iterations of that simulation. 

TABLE I.  SIMULATION PARAMETERS 

Parameters Values 

Deployment area (A) 50×50 m2, 100×100 m2 

Initial energy of node 10 Joules 
Eelec  50 nJ/bit 
Eidle  40 nJ/bit 

ϵamp  100 pJ/bit/m2 

Threshold energy 0.1 Joules 

Data/Schedule message size 500 Bytes 

Control message size 20 Bytes 

Number of frames in a round 20 

Number of CHs (C) 16, 25 

Number of nodes (N) 100, 200 

Each simulation result is followed by a table that represents 
the result in terms of RF (round number in which the first node 
dies) and RL (round number in which the last node dies) for 
each protocol that is simulated. For each protocol, the RF value 
is assumed to be the network lifetime in the protocol. Hence, 
the percentage increase/decrease in the network lifetime can be 
calculated by comparing the RF value in one protocol with the 
RF value in another. 

For the first simulation, 100 nodes are randomly deployed 
in a 100×100m2 area and the number of CHs is 16. Fig. 2 
shows the graph that is generated after the first simulation. 
Table II shows when the first node and the last node of each 
protocol dies in the first simulation. 

 

Fig. 2. First Simulation: N=100, A=100×100m2, C=16. 

TABLE II.  RESULTS OF FIRST SIMULATION IN TERMS OF RF AND RL 

Protocol RF RL 

BMA-MAC 446 600 

LDC-MAC 719 1264 

MLDC-MAC 1119 2073 

 

For the second simulation, 200 nodes are randomly 
deployed in a 100×100m2 area and the number of CHs is 16. 
Fig. 3 shows the graph that is generated after the second 
simulation. Table III shows when the first node and the last 
node of each protocol dies in the second simulation. 

 

Fig. 3. Second Simulation: N=200, A=100×100m2, C=16. 

TABLE III.  RESULTS OF SECOND SIMULATION IN TERMS OF RF AND RL 

Protocol RF RL 

BMA-MAC 312 478 

LDC-MAC 636 1350 

MLDC-MAC 1126 2106 
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It is seen that MLDC-MAC saves more energy than BMA-
MAC and LDC-MAC in the first and second simulations. 
Further, the performance of MLDC-MAC is better when 200 
nodes are deployed in a 100×100m2 area than when 100 nodes 
are deployed in the same area. This is evident from the fact that 
the RF value in MLDC-MAC is higher in the second 
simulation than the first simulation. 

For the third simulation, 100 nodes are randomly deployed 
in a 100×100m2 area and the number of CHs is 25. Fig. 4 
shows the graph that is generated after the third simulation. 
Table IV shows when the first node and the last node of each 
protocol dies in the third simulation. 

 

Fig. 4. Third Simulation: N=100, A=100×100m2, C=25. 

TABLE IV.  RESULTS OF THIRD SIMULATION IN TERMS OF RF AND RL 

Protocol RF RL 

BMA-MAC 448 720 

LDC-MAC 556 1244 

MLDC-MAC 1110 2103 

 

For the fourth simulation, 200 nodes are randomly 
deployed in a 100×100m2 area and the number of CHs is 25. 
Fig. 5 shows the graph that is generated after the fourth 
simulation. Table V shows when the first node and the last 
node of each protocol dies in the fourth simulation. 

 

Fig. 5. Fourth Simulation: N=200, A=100×100m2, C=25. 

TABLE V.  RESULTS OF FOURTH SIMULATION IN TERMS OF RF AND RL 

Protocol RF RL 

BMA-MAC 468 618 

LDC-MAC 638 1024 

MLDC-MAC 1167 2100 

It is seen that MLDC-MAC saves more energy than BMA-
MAC and LDC-MAC in the third and fourth simulations also. 
Additionally, the RF value in MLDC-MAC is higher in the 
fourth simulation than the third simulation. Hence, it can be 
concluded again that performance of MLDC-MAC is better 
when 200 nodes are deployed in a 100×100m2 area than when 
100 nodes are deployed in the same area. 

For the fifth simulation, 100 nodes are randomly deployed 
in a 50×50m2 area and the number of CHs is 25. Fig. 6 shows 
the graph that is generated after the fifth simulation. Table VI 
shows when the first node and the last node of each protocol 
dies in the fifth simulation. 

 

Fig. 6. Fifth Simulation: N=100, A=50×50m2, C=25. 

TABLE VI.  RESULTS OF FIFTH SIMULATION IN TERMS OF RF AND RL 

Protocol RF RL 

BMA-MAC 534 828 

LDC-MAC 706 1308 

MLDC-MAC 1496 1785 

 

For the sixth simulation, 200 nodes are randomly deployed 
in a 50×50m2 area and the number of CHs is 25. Fig. 7 shows 
the graph that is generated after the sixth simulation. Table VII 
shows when the first node and the last node of each protocol 
dies in the sixth simulation. 

 

Fig. 7. Sixth Simulation: N=200, A=50×50m2, C=25. 

TABLE VII.  RESULTS OF SIXTH SIMULATION IN TERMS OF RF AND RL 

Protocol RF RL 

BMA-MAC 495 784 

LDC-MAC 700 1624 

MLDC-MAC 1474 1783 
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It can be concluded from the results of the fifth and sixth 
simulations that MLDC-MAC saves more energy than LDC-
MAC and BMA-MAC in both the simulations. When the 
results of the third and fifth simulations are compared, it is 
found that MLDC-MAC performs better when 100 nodes are 
deployed in a 50×50 m2 area than when they are deployed in a 
100×100 m2 area. Similarly, on comparing the results of fourth 
and sixth simulations, it is found that MLDC-MAC performs 
better when 200 nodes are deployed in a 50×50 m2 area than 
when they are deployed in a 100×100 m2 area. 

V. CONCLUSION AND FUTURE SCOPE 

MLDC-MAC has a centralized approach towards cluster 
head election unlike LDC-MAC and BMA-MAC. In MLDC-
MAC, the BS is responsible for electing cluster heads in the 
network. This ensures that the cluster heads are evenly 
distributed throughout the network. MLDC-MAC establishes 
multi-hop paths between cluster heads and the BS. This 
eliminates the requirement of long-range communications that 
are inevitable in LDC-MAC and BMA-MAC. The simulation 
results show that MLDC-MAC saves more energy than LDC-
MAC and BMA-MAC. The performance of the proposed 
protocol can be further enhanced by dynamically varying the 
size of grids for even distribution of load.  
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Abstract—Solutions for both constrained and unconstrained
problems of optimization pose a challenge from the past till date.
The genetic algorithm is a technique for solving such optimization
problems based on biological laws of evolution particularly
natural selection. In simple terms, a genetic algorithm is a
successor to the traditional evolutionary algorithm where at each
step it will select random solutions from the present population
and labels those as parents and uses them to reproduce to the
next generation as children with a series of biological operations,
namely reproduction, selection, crossover and mutation.
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I. INTRODUCTION

The use of Genetic Algorithm is not something that started
in recently[1]. Genetic Algorithms have been prevalent for
more than half a century. Genetic algorithms first came as
a result of the research of John Holland in the University
of Michigan around 1960, but were unpopular until the 90s.
The main purpose is to be used to solve problems in which
deterministic algorithms or other traditional algorithms are too
costly (time or processing). In simple terms problems which
were considered hard or impossible in terms of computation
were solved using genetic algorithms in record time and
processing capacities. Thanks to the latest advances in research
and development of artificial intelligence and soft computing
the advancement in genetic algorithm has been enormous.
Scientists from using genetic algorithm in their research for
optimization have now started to dedicate their total research
for the advancement of this very subject.

The Genetic Algorithm (GA) follows the Darwinian theory
of Natural Selection[1] which is based upon a bigger class of
Evolutionary Algorithms. As mentioned above, Genetic Algo-
rithms are mostly used for optimization of the conventional
problems. The genetic algorithm has biologically inspired
operations such as mutations, crossover and selection. The
“Survival of the fittest” theory of the Darwinian theory is the
basis of the Genetic Algorithm[5].

In any genetic algorithm problem, it is started by taking
a population of candidate solutions (possible solutions not
necessarily the best solution) called individuals or creatures
or phenotypes for the problem to be optimized in the given
context. Each solution is made up of one or more individual
set of properties (called chromosomes or genotype) which

undergoes the above operations to be crossed or mutated to
arrive at new solutions for the same problem.

This paper is basically divided into three parts. (1)The
first part of the paper deals with the introduction of Genetic
Algorithm and a brief history of how it all started. (2)The
second part will be dealing with the all the operations and the
theory which is used in genetic transformations and the (3)final
part will include a detailed application of genetic algorithm to
three classical problems one an algorithmic problem, one a
graph based problem and one finally a Formal language based
problem and also we will be looking at how it optimized the
solution methodology and also the current and future research
applications of GA in some of the most popular machine
learning areas.

II. BACKGROUND

The genetic algorithm is developed from Evolutionary al-
gorithms (EA)[1] which is a ‘generic population-based’ meta
heuristic optimization algorithm. An EA n which the GA is
based upon uses biologically inspired mechanisms such as
reproduction, mutation, recombination, and selection[7]. The
algorithm believes in the theory that the fittest offspring give
either the most suitable solution or will produce the fittest set
of offspring. This way the EA applies the concept of natural
selection.

Like an EA the GA also works similarly[16]. The evolu-
tion usually starts with a population of randomly generated
solutions or individuals called the initial population. This
process is iterative and each iterations population is called
a generation.In each of the generations a fitness evaluation
is done of all the newly generated population as well as the
currently existing chromosomes from the previous generations.
The value obtained by an objective function in the optimization
problem under consideration is called the fitness. A stochastic
selection of the more fit individuals is done from the current
population, and modifying the genome of each individual (re-
combined or mutated randomly) to form a new generation. The
newly generated candidate solutions are utilized in the next
generation (or iteration) of the genetic algorithm. Commonly,
the algorithm comes to a halt if a maximum number(set by
the user) of generations specified beforehand has reached,
or a fitness level which is considered as optimum or nearly
optimum(satisfactory) has been reached for the population[5].
The basic flow of a GA solution will be something as follows:
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Algorithm 1: Generic GA

1 Start
2 Initialize population randomly (say P)
3 Define fitness function of the problem
4 Determine the fitness of the population
5 while !Converging or Optimum not achieved do
6 Parent selection from population
7 Crossover operation for new population generation
8 Perform mutation on the new population
9 Calculate fitness of new population

10 end
11 If optimum achieved, display the final result
12 Stop

Fig. 1: Flow Chart of a GA

1) A genetically suitable representationx of the solution
domain in a format suitable for computation preferably
binary representation (0 and 1)[2].

2) A function to evaluate the fitness of the solution or the
population generated (fitness function).

3) Data Initialization.
Each candidate solution is usually represented as an array of

bits. Arrays or other forms of data structures can be similarly
used[16]. The main characteristic of these genetic representa-
tions that makes it convenient is the easy alignment of parts,
which makes crossover operations simpler. Representations
of variable lengths can also be used, but it makes crossover
implementations a bit more complex.

III. INITIAL POPULATION ASSIGNMENT

The first step in any GA problem is the initialization of
population[11] which is a part of the current generation.
A generation (say P, P0 is the initial population and Pt is
at iteration t) P0 is the initial population which is usually
generated randomly. In an iterative process the next generation
of population P1, P2. . . are constituted. When a population for
a GA is selected it is made sure that the population diversity
(a wide range of possible solutions) is maintained. A failure to

maintain population diversity may lead to a condition called
Premature Convergence[14].

A. Premature Convergence

Premature Convergence in Genetic Algorithm is analogous
to under-fitting in Artificial Neural Networks. The premature
convergence in a genetic algorithm is when the algorithm
reaches a minimum before it reaches the global optimum
solution. Usually, when a genetic algorithm per say any
evolutionary algorithm is trapped into a local maxima and
doesn’t move forward, it’s called a condition of premature
convergence.

1) Reasons for Premature Convergence
label=
a) Loss of Diversity: Diversity is how many numbers of

different solutions are there and how different they are.
The loss of diversity refers to how uniform the solutions
and thus all solutions are similar to the best one, so the
GA is stuck finding the weak and the strong ones.

b) Increased selective pressure to converge to best solution.
c) Over exploitation of the currently existing building

blocks from the current generation of population.
2) Prevention of Premature Convergence:
There are certain strategies to prevent the condition of

premature convergence
a) Increase the size of the population of the algorithm.
b) Uniform Crossover.
c) Replacing the population’s similar individuals
d) Segmentation of chromosomes of similar fitness called

fitness sharing
The population size is a crucial parameter to be kept in mind.
It shouldn’t be too large which might slow down the algorithm
and a very small population size might be small for the genetic
operations. The optimal size of the population is found by a
trial-and-error method.

B. Methods of Initialization

There are two methods of population initialization for a
Genetic Algorithm:

Random Initialization: In this method, the initial population
is populated with a bunch of totally random solutions.

Heuristic Initialization: This method populates the initial
population based on a known heuristic of the problem.

IV. GENETIC OPERATIONS

Genetic operators are those operators which are applied on
the population pool to edit or create new genes from currently
existing genes. There are quite a few genetic operators. Their
uses, properties and types are discussed below:

Selection: After the initial population initialization then the
next step in GA is the selection operation. This is the first
genetic operation. There are two types of selections:

a) Selection from the current generation to take part in this
generation’s reproduction. This is also called the parent
selection.
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b) Selections from the current generation’s parents and
offspring to go to the next generation. This is the
selection of survivors.

In this step, a single individual chromosome is to be selected
as a parent for the next generation of population, based on
fitness.

A. Fitness Proportionate Selection

This is a very popular way to select a parent. In this method
the parents are chosen on the basis of probability which is
proportional to their fitness. This means, higher the fitness
of the individuals, the higher chance of being selected to
reproduce and propagating the features to the next generation.

Fig. 2: Different methods to select parents for next generation

There are two ways of implementing the Fitness Propor-
tionate Selection:

1) Routlette Wheel Selection
This selection in this method is based on the proportionality

of the fitness of an individual chromosome. The fitter the
individual chromosome the higher the chances of the chro-
mosome being selected as a parent. The roulette selection
follows a principle of searching linearly through a wheel with
slots, where the slots of the wheel weighted proportional to
the fitness of the individual chromosomes. Then a chance
is taken by throwing a marble in the wheel and selects the
chromosome. Chromosome with bigger fitness will be selected
more times. A higher the fitness of the individual, greater the
size of the area on the pie and so it has a much higher chance
of landing in front of the fixed point when the wheel is spun.
Therefore, an individual is more probable to be selected if it
has a higher fitness value. This implements the “ survival of
the fittest ” law directly. The roulette wheel selection method
is show in Fig 3.

Fig. 3: Roulette Wheel Selection for a sample of 5

There are two main approaches to Roulette Wheel Selection:

a) Approach 1 : Stochastic Sampling with Replacement
This approach selects individual pairs for crossover with

probability proportional to their fitness values. Consider a
simple fitness and probability of 4 chromosomes. The example
as shown in table 1.

TABLE I: Stochastic sampling with 4 Chromosomes

No. Fitness(fi) Probability(Pi)
1 132 0.083
2 521 0.32
3 56 0.035
4 879 0.55

Total 1588 1.0

In this example the probability that an individual is chosen
as a parent for crossover is given by:

P (i) =
f(i)

Σf(i)
(1)

f(i) : fitness of individual i
P(i) : Probability that individual i is chosen

b) Approcah 2 : This approach has a specific approach
which is very similar to the roulette wheel:

It follows a few steps
a) The chromosomes are mapped to a contiguous line such

that the length of each individual segment is equal to
the size which is proportional to its fitness.

b) A number is generated in random and that chromosome
who has a segment falling in the selected random
number, is finally selected as parents.

This is done till the number of selected individuals to the
required number is obtained.

TABLE II: The table shows the data with some sample
population

No. Rank Fitness(fi) Probability(Pi)
1 9 1.6 0.19
2 8 1.4 0.15
3 7 1.2 0.13
4 6 1.0 0.11
5 5 0.8 0.08
6 4 0.6 0.07
7 3 0.4 0.0.3
8 2 0.2 0.02
9 1 0.0 0.00

Stochastic Universal Sampling : The first step is similar to
the approach 2 of the Roulette Wheel Selection. In this the
second step there are equally spaced pointers placed over the
lines as many individuals are to be selected.

2) Rank-Based Selection
This is an objectively selected selection method[14]. The fit-

ness is dependent on the individual’s rank Ranking introduces
a sense of uniformity among the individuals and acts as a
simple method to control selective pressure. The probability of
each chromosome selected is based upon its fitness normalized
by the total fitness of the population. There are two types
of ranking: Linear and Non-Linear ranking. Linear ranking
ranks the individual in population is ranked from 1 to n in the
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order of how fit the chromosomes are. Linear ranking assigns
a probability proportional to the individuals rank. In the non-
linear ranking method, it uses non-linear distribution. Like the
linear ranking but the rank is based on but not proportional to
the individual’s rank.

Tournament Based Selection : This is the simplest of all the
selection methods. In this method a K ( say =2) is taken and
k chromosomes are selected in random and the fittest of the
selected k chromosomes is permitted to reproduce.

Fig. 4: Tournamen Based Selection

3) Threshold based Selection
a) Truncation Selection

It is an artificial method used to select parents for a large
set of chromosomes. A parameter called Trunc is used as
a parameter for this method. Trunc indicates what part or
fraction of the existing population of chromosomes are to be
selected as a parent, The Trunc has a value ranging from 10%
- 50%. The chromosomes which are below the limit of the
threshold are not allowed to reproduce.

b) Survivor Selection
This selection method is the one which decides which

individuals are to be kept for the next generation and which
are to be kicked out. This process is known as replacement.
This type of selection reduces a population of (N+L) to N
where N is the number of parents or population size and L
is the number of off springs at the end of a generation. The
survivor selection is divided into 2 types as shown below:

c) Age Based Selection
In this method the fitness of the chromosome is not taken

into consideration. In this method a certain chromosome is
allowed to reproduce for a certain number of generations and
then it is kicked out even if it has the highest fitness.

Fig. 5: Survivor selection method and its types

d) Fitness-Based Selection
In this selection, children tend to replace the least fit chro-

mosomes in the population. The selection process followed

for the least-fit individuals can be done using one of the
above specified methods like tournament selection, fairness
proportionate selection etc. In this Elitism is the method
which helps preserve the fittest chromosomes during crossover
or mutation. In this method there are first copies of the
best chromosomes made to the new population. This method
increases the performance of the GA drastically.

V. CROSSOVER

Crossover or recombination is an method using in genetic
and evolutionary algorithms which is based on the biological
process of crossover done during reproduction. This method
is one of the few ways to generate new solutions from present
population existing by combining the genetic information of
parent chromosomes to generate new population or offspring.
There are other ways of generating solutions, from a single
parent where the parent is cloned as the offspring of the next
generation. Mutation of the newly generated off springs are
done before being added to the gene pool of the next genera-
tion. The different algorithms in evolutionary computing may
store the genetic information in different of data structures.
It generally uses bit arrays, trees or vectors of real numbers
so each genetic representation can be operated with crossover
operators of various types.

A. Single-Point Crossover

Both the parents’ chromosomes are taken and one point
known as the ‘crossover point’ is randomly assigned. The
gene information (bits) to the right of the selected point of
one parent chromosome is exchanged with the other parent
chromosome shown in fig 6. This results in a child chromo-
some or offspring which contains genetic material from both
the parent chromosomes.

B. Two point and K-point crossover

In this type of crossover, two points are selected from the
parent chromosomes randomly. The bits from both the parents
between the crossover points are swapped creating new child
chromosomes

Fig. 6: Single Point Crossover Method

C. Uniform crossover

The uniform crossover is another type of crossover opera-
tion to generate offspring from parent chromosomes. In this,
according to a fixed uniform distribution, the child’s genetic
data is chosen independently from the two parents. In this type
of crossover not segments but individual bits are exchanged
during the crossover operation unlike the k-point method.
Usually the bit chosen from either parent have almost equal
probability of being chosen. There are other ways to make the
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offspring inherit the genetic information of one parent more
than the other by mixing the selection ratios.

VI. MUTATION

The Mutation operator is one of the operators used in a ge-
netic algorithm to genetically diversify the genetic population
from one generation to the next. This operation of mutation
in a genetic algorithm is analogous to biological mutation. In
the process of mutation, one or a few values of the genetic
information stored in the chromosome are edited or changed.
In mutation, there is a probability of the new gene being
very similar to the previous configuration or being completely
different. So, by the use of mutation, the GA can get a better
diversity of population to in turn getting a better solution set in
the next generations in comparison to the previous one. This
occurs in accordance to the probability of mutation which is
set by the user itself. It is recommended that the probability is
set low; if set too high the algorithm would work as a primitive
random search rather than in an evolutionary manner. There
are different types of mutation:

A. Bit Flip Mutation

The mutation of bit strings ensure through bit flips at
random positions

Fig. 7: Bit Flip Mutation

The probability of mutation of a bit is 1/L where L is the
length of the binary vector.

B. Flip Bit

This type of mutation takes the selected gene or the chro-
mosome and inverts the bits of the gene. If the bit in a gene
is 1 it is inverted to 0 and if it is 0 it is changed to 1

C. Boundary

This type of genetic mutation is useful in integer of float
types. In this the operator replaces the chromosome’s genetic
value with a random value of a lower or an upper bound.

D. Non Uniform

d.The use of non-uniform operators for the mutation opera-
tions will increase the probability that the amount of mutation
will go to 0 in the next generation. It helps the gene population
to grow and evolve rather than staying dormant in the initial
stage of the evolutionary timeline. It is also helpful to tune
the solution in the later stages but with a price. This operator
is limited to integer and float type genes.

E. Uniform

e.This mutation operator inputs an upper and lower bound
from the user and replaces value of a selected gene with
uniform random values lying between those two bounds. This
is also limited to integer and float type gene population

F. Gaussian

f.This operator selects a unit Gaussian Distributed random
value and adds it to the selected gene. The obtained gene value
is snipped if the added value falls out of the set upper or lower
limit specified by the user. This operator is also limited to
integer and float genes

VII. TERMINATION

The basic requirement of a genetic algorithm just like any
algorithm in computer science has to terminate after a certain
amount of time. The rate of progression of a GA is high until
it reaches close to the optimum solution and the pace reduces.
So the termination condition has to be designed in a way that
it stops close to the termination condition as no algorithm can
be 100% accurate. Usually, the termination condition is one
of the following termination conditions—

a) When there is no improvements in the population for
the X iterations

b) We reach an absolute number of iterations.
c) When the objective function value has reached a certain

value defined earlier (probable optimum solution)

VIII. FITNESS FUNCTION

A Fitness function also called as an Evaluation function
evaluates how close to the optimum solution or the desires
solution has the GA reached[15]. According to the natural
selection rule the fittest of the assumed chromosomes are sent
to the next level and the rest are killed off. The chromosomes
which pass on to the next generation act as parent chromo-
somes which will be further used for reproduction of new child
chromosomes by two methods namely crossover and mutation.
But how will the fittest of the chromosomes found. It is done
by giving each chromosome a fitness value at the end of
each generation. This fitness value will be given by a function
known as the fitness function. Each chromosome will award a
score and thus indicating how close the chromosome came to
the optimum solution. There are a few generic requirements
of a fitness function. They are as follows:

a) The fitness function should be clearly defined and the
reader should be able to understand clearly how the score
for the fitness function is calculated.

b) The optimization of the fitness function is of the prime
priority. If the fitness function becomes a bottleneck of
the whole algorithm, then the efficiency of the algorithm
will be greatly affected.

c) The fitness function should quantitatively measure how
fit the given solution is in solving the problem at hand.

d) The fitness functions should give intuitive results. The
best and worst chromosomes should be given the best
and worst fitness scores.

IX. APPLICATIONS

The following sections will talk about the different applica-
tions of Genetic Algorithm
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A. Application 1: Solving the travelling salesman problem
with genetic algorithm

The travelling salesman problem always considered as one
of the classical problems of computer science optimization
theory. It is regarded as an NP-complete problem[3]. This
problem serves as an abstract to problems in many engineering
fields in the current era. There are two ways of solving this
travelling salesman problem in the conventional method which
is global and local search. Solving the travelling salesman for a
small search space with the traditional methods is easy but the
same for a huge search space with the traditional methods is
not so efficient. So the genetic algorithms give the problem
a biological intelligence simulation and makes it a much
more efficient approach to solve the same[4]. The travelling
salesman problem will have a GA approach flowchart similar
to the one in Fig 1.

As said above the traditional methods are suitable for small
number of cities, but when it comes to cities in number of
hundreds as it is in the real life scenario the genetic algorithm
approach is faster and will take much less time. For the
travelling salesman problem we have considered a series of
15 cities and also their latitude and longitudes in table 3

Like any basic GA problem we start by randomly initial-
izing a set of population referred to as a gene pool[11]. This
gene pool will be used in the further mutation and crossover
to hopefully produce better population for the successive gen-
eration. There will be three basic functions followed, namely,
reproduction, mutation and crossover.

The first step in this will be reproduction where string from
the current generation are copied with the probability based
on objective function value. The second operation is crossover
where randomly selected pairs of strings are mated which will
result in new string.

Fig. 8: Solving the Travelling Salesman Problem using GA

The third and final operations in this is mutation Mutation
can be done in any one of the methods in the above section
but in this we will be following a method of altering the value
of a string in random position in some of the population[6].
Mutation is a method by which we can create a diverse
population which can protect the genetic material which can

TABLE III: Example of cities and their coordinates

Cities latitude longitude
City 1 -27.6126 -51.0233
City 2 -26.5716 -52.3229
City 3 -27.4087 -49.822
City 4 -27.2662 -49.708
City 5 -26.9985 -51.5528
City 6 -27.0754 -52.9808
City 7 -26.8794 -52.8568
City 8 -27.6963 -48.8243
City 9 -26.843 -53.5758

City 10 -26.781 -49.3593
City 11 -27.496 -48.6598
City 12 -26.9155 -49.0709
City 13 -27.7455 -49.9423
City 14 -28.3377 -49.6373
City 15 -26.7326 -52.3919

probably lost during reproduction or crossover.
The population which is generated in every generation is

checked with the fitness function after the genetic operations
to find the fittest of the population for the next generation. In
this, we are using a fitness function f(x), where f(x) is defined
as:

f(x) =
1

t(x)
(2)

Fig. 9: Plot of cities according to Table III

Where t(x) is the objective function. As the travelling
salesman problem is a minimization problem t(x) calculates
the cost of travelling the cities represented by a chromosomes.
This fitness function helps to maintain the darwinian Survival-
Of-the-Fittest rule. In our method we also use the Elitism
method where the first copies of the best chromosomes are
sent to the next generation. This method helps to increase the
performance of a GA as it prevents it from losing the best
found solution of a particular generation.

The next step of the model is the crossover operation.
This method is a very crucial step of the GA. Firstly two
chromosomes are randomly selected from the gene pool and
then a common crossover length is selected and the both chro-
mosomes are broken at that point and crossed. The crossover
operation can be done with a series of steps as follows:

a) Start from the first node c(first node in chromosome C1
and C2)

b) Search both the parent chromosome C1 and C2 and
consider the first legit node after the first node in the
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parent chromosomes C1 and C2
c) If Cpx < Cpy select node X else select node Y
d) If the selected node is node X as the next string in

the partially constructed chromosome then copy the
remaining genes from the parent C2 else copy everything
from C1

1) Results
In the example problem we have taken 15 cities. And for

the ease of processing we have taken a initial population of
500 chromosomes. Once the program executes the shortest
path is represented as in the fig 10. It has to be noted that
there is a possibility of the existence of more that one correct
answers ,i.e. in this case more than one optimum path for some
Travelling Salesman Problems. This depends on the random
solutions generated and mutation and the crossover operations.

Fig. 10: Final Shortest path calculated using the GA

2) Comparison to other methods
a) Genetic Algorithm

Genetic algorithm is an algorithm with exponential time
complexity with a worse case time complexity of O(Kmn).
The advantages of using the GA is that the best solution is
achieved by the fitness criteria but the disadvantage is that
there is no optimum solution,i.e. an approximate solution is
reached but an optimum solution is not reached.

b) Greedy Approach
This takes a time of 5 seconds for just a problem with

15 cities. This has a logarithmic time complexity, i.e. the
time complexity of the worst case is O(log(n)). This only
disadvantage is that there is no best case so no accuracy is
reached.

c) Dynamic Programming
3.This is also a slower method of achieving the shortest

path. But this takes around 9 seconds for a problem with 15
cities. This has a worst case time complexity of O(n22n). The
advantage in the method is that this method can achieve a
global optimum solution but the biggest disadvantage of this
method is that it is inefficient for both memory and time.

B. Application 2 : Grammar Induction

A grammar induction is a method of deciding or finding
out a grammar from a set of sample strings collected from
the language generated by the grammar[10]. Similar to the
travelling salesman problem the grammar induction is also
an NP-complete problem for Finite State Grammars. GA has

been successfully used for Grammar Induction for Finite State
Grammar[13].

Given a set of equivalent and non-equivalent grammars, we
use GA to find out a grammar which can successfully parse
the given language. Let the initial gene pool be G and next
generation be GNew. Mutation is performed repeatedly and
consists of replacement of an old chromosome by a new one.
Steps to use GA for grammar induction[12]:

a) Select one grammar from the initial gene pool G and
find the fitness value of the selected grammar

b) Sort the selected grammar in descending order of fitness
value

c) Apply the crossover operation between 2 random pairs
d) Sort the resulted new grammar in GNew and find the

fitness value of the newly generated grammar
e) If the new grammar successfully finds the positive and

negatives, end the iteration
f) Else replace the gene pool G with fitter members from

GNew. Finally mutate the outputs if repeated
g) Else jump to step (e)

C. Application 3 : Minimal Vertex Cover using GA

Graph-Theory states, “ the vertex cover is a term referring
to a set of vertices such that every edge of the graph is incident
to at least one of the vertices from the set. It can be stated
as, G=(V,E), S ⊆ V is a vertex cover if ∀{u, v} ∈ E : u ∈
S ∨ v ∈ S”[9]. Minimum vertex cover for the graph G will be
equal to the vertex cover S that minimizes ‖S‖.

The main issue in finding the minimum vertex cover from
a given set of points has been one the most important and
classical problems of both graph theory as well as computer
science. Unlike both the travelling salesman and the grammar
induction problem, the minimal vertex cover problem is said
to be an NP-hard problem and this is a very typical example
of an NP-hard optimization problem.

Procedure to find the minimum vertex cover using a GA is
as follows:

Algorithm 2: Algorithm for finding the Minimum
Vertex Cover

1 Input : Graph G
2 Vc = {}
3 EP = E[G]
4 while EP !empty do
5 Let (x,y) be an arbitraty edge of EP

6 Vc = Vc

7 Pop from EP every edge incident on either x or y
8 end
9 Return Vc

Using the above methods in combination with the genetic
operations we will be able to find out the minimum vertex
cover of a set of points in a graph.
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X. CONCLUSION

The research on the field of Genetic and Evolutionary algo-
rithms and also taking into consideration the results obtained
in the above experiments and the past work on the same, gives
sufficient evidence that the GA has proven to be much more
faster and very much efficient in finding solutions to real world
problems in comparison to the traditional methods as showing
the three applications. The GA also gives rise to new solutions
which might not be able to be found by traditional methods.
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Abstract— wireless sensor network (WSN) is the group of 

sensing computing and communication components that gives 

ability to sense a physical phenomenon in a specified 

environment. The main problem of WSN is energy 

consumption or battery power, to avoid such problems 

different type of routing protocols is used. LEACH routing 

protocol is used to reduce the energy consumption and enhance 

the battery power and network lifetime. LEACH is a 

homogeneous WSN protocol and it has some limitations. So 

there are few version of LEACH homogeneous protocol such as 

A-LEACH, B-LEACH, T-LEACH and MOD-LEACH. To 

overcome limitation of homogeneous LEACH protocol 

heterogeneous LEACH protocol is used. In a heterogeneous 

LEACH two or more different types of nodes with different 

battery power and functionality are used. Sink node is a sensor 

node which has large energy capacity and it collects data from 

other node. Sometime sink node affected by different type of 

attack such as sinkhole, black hole attack etc. to avoid these 

types of attack various technique are used such as intrusion 

detection, watchdog scenario etc. The sensor has small tiny OS 

having a capability of sensing physical phenomena and 

transfer to its base station to convert the sensing information 

into the human-readable form via internet. 

Keywords— LEACH protocol, Clustering, Heterogeneous 

WSN, energy Consumption, Network lifetime CH (Cluster Head), 

BS (Base Station).  

I.INTRODUCTION  

  

  WSN is the collection of small sensor node also 

called as a mote. Sensor node (mote) senses the physical 

phenomena from environment. The battery is an essential 

part of the sensor. LEACH is standard homogeneous 

protocol and also it has some version with particular 

modification. Such as A-LEACH, C-LEACH, M-LEACH, 

T-LEACH etc.   

 

LEACH protocol has advantages of clustering to reduce 

energy consumption and enhance the network lifespan. 

Whereas network lifespan is a time interval or time span 

from starting of a network to first node death. TDMA 

scheduling used to reduce the energy consumption because 

TDMA scheduling allocate some time span to each sensor 

node then each and every sensor  send the data to the CH in 

particular cluster within allocated time slot. So the data 

redundancy will be reduced and efficiency will be increased.    

 

 LEACH has some drawback such as all sensor nodes have 

same functionality, parameter, and characteristics. If one of 

the sensor nodes is destroyed or crashed then the whole 

network is affected. When we choose the CH if low energy 

sensor node is chosen then the network lifespan and 

performance of a particular task will be reduced. Sometimes 

the distance factor between the sensor nodes in the network 

will be affected on the performance of the whole sensor 

network.   

The difference between homogeneous and heterogeneous 

LEACH. 

 

Homogeneous Network Heterogeneous Network 

WSN contain sensor  same 

energy level and almost 

same parameter such as 

range, battery power, also 

all sensor node are 

identical then such type of 

network is called as a  

homogenous WSNs 

In heterogeneous WSN, nodes 

are deployed with different 

initial energy levels, range, 

battery power than such type 

of  network is called as a 

heterogeneous network  

It saves energy but does 

not help in prolonging 

network lifetime  

As compared to homogeneous 

it saves more energy and helps 

in prolonging the network 

lifetime  

They are less suitable for 

real-life applications cause 

it has some limitation due 

to homogeneity. 

They are more suitable for 

real-life applications cause its 

maintain heterogeneity. 

Examples-LEACH, 

PEGASIS  

Examples:- DEEC, EDDIEC 

 

Table No.1.comparison of   Homo and Hetero LEACH 

The work defined in the literature of LEACH Protocol on 
Homogeneous network which is having sensor nodes with 
the same parameter which doesn't work efficiently and it has 
some limitation over a distributed area.  

Existing approaches in this area reside big-challenges like 
the situation where the Sink node affected by a different type 
of attacks. Due to these limitations, existing approaches are 
not suitable for sink node security. 

In construct, take a LEACH Protocol on Heterogeneous 
Wireless Sensor Network. Propose the method for 
Heterogeneous Wireless Sensor Network with Sink Node to 
improve the security the rest of the paper is organized as 
follows. Section 2 shows a brief description of the related 
work performed on the LEACH protocol. Section 3 presents 
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Methodology. Simulation results discussed in Section 4. 
Finally, the conclusion introduced in Section 5. 

II.  RELATED WORK 

Salim EL Khedari, Nejah Nasari, Anne Wei, 

Abedennaceur Kachouri [1] in 2014 described the cluster 

selection based on different topology because when topology 

change the whole throughput of sensor network is change. 

They compare different version of LEACH on homogeneous 

sensor network and it optimizes performance by using 

parameter such as mobility, scalability, self-organization, 

distributed organization, centralized etc. 

   

 Reenakamal Kaur Gill, Priya Chawla, Monika Sachdeva 
[2] in 2014 described that LEACH protocol and its phase’s 

advantages, disadvantages and possible attack on routing 

protocol. LEACH protocol contains no. of rounds to select 

the CH of particular cluster. After the formation of cluster 

no. rounds are divided into two phases one is a set-up phase 

and another is a steady state phase. 

 

George W. kibirige [3] in 2014 described the total 

information about sinkhole attack means sinkhole attack is 

which type attack how it works on LEACH protocol how its 

affected on sink node and how this attack apply on node by 

using mint route protocol, challenges in detection of sinkhole 

attacks communication pattern, prediction or some existing 

approach such as rule-based, anomaly detection, statistical 

method anomaly detection method etc. also they detect the 

attack on sink node by using different detection mechanism. 

 

R.K.Sundarararjan, U Arumugam [4] in 2015 described 

various threat affection on various layer for physical layer 

the jamming and tampering for data link layer collision, 

exhaustion, unfairness for network layer sinkhole black hole, 

selective forwarding, for transport layer flooding, false 

messages for application layer data aggregate on distortion 

etc. this type of threats for different layer and disturb the 

whole scenario of arranged WSN. Also, they discussed 

various launching technique to launch a sinkhole attack ex. 

IDS Architecture and its working or intrusion mechanism 

also to detect sinkhole attack. 

 

Jitender Grover, Shikha Sharma [5] in 2016 described 

security requirement such as data confidentiality, data 

integrity, data authentication, data availability, source 

localization, self-organization, data freshness etc. to avoid 

attacks and challenges on the sensor network. They describe 

the classification of security thread which is based on 

routing. To avoid different attack some protocol is used such 

as SPIN, TINYSEC, LEAP, ZIGBEE etc. also they compare 

the all security protocol performance with all security 

requirements to verify the effective outcome i.e. they provide 

security to sink node. 

 

Mohamed Elshrkawey, Samiam, Elsherief, M.Elsayed 

Wahid [6] in 2017 described that the overview of 

Homogeneous  LEACH protocol i.e. what exact LEACH 

protocol does, total phase of LEACH protocol such as set up 

phase, steady-state phase, threshold value calculation 

formula and TDMA (Time Division Multiple Access) 

scheduling to improve the network lifespan. 

  

K.Johny Elma, S.Meenakshi [7] in 2018 described that 

maximize the lifetime of the network by using clustering 

topology. Clustering is an important factor in the wireless 

sensor network. Also, they said about energy efficient 

heterogeneous network by using the sensor node having 

different functionality and parameter. Route identification 

technique has minimum time requires sending the packet 

from source to destination so energy consumption is reduced. 

 

III.  METHODOLOGY 

 
LEACH protocol is self-adaptive routing protocol which 
adapts or observes a sudden change in environment. 
Homogeneous sensor network contain the sensor node which 
has the same functionality and characteristics. LEACH is 
fully implemented homogeneous sensor network routing 
protocol. The cluster has one CH and other is normal sensor 
node. According to residual energy CH is selected. All 
sensor nodes can sense the environmental phenomena and 
store on it then forward that data to CH. Formation of a 
cluster for LEACH protocol has purpose to reduce energy 
consumption Improve scalability and network lifespan. 
Every sensor node selects a random number between 0&1.if 
this random number is less than a threshold value T(n) that 
node is chosen as a CH for that current round. An equation of 
calculating the threshold value T(n) is- 

 ( )  {

 

        (
 
 )
          

 

 

where: 

 p: is the percentage of choosing CHs. 

 r: is the current round.  

G: is the set of sensor nodes that have not been 

CHs in 1/p rounds. 

n- no. of the sensor node 

 
Set-up phase- it consists cluster formation on randomly 
deployed sensor node in the sensor network. Each cluster 
consists one CH depends upon how much energy it contains. 
In this phase changes the information within sensor node 
such as node ID, location, energy etc.  

Steady-state phase- it consists the data transmission among 
non CH node i.e. normal node and CH in the particular 
cluster the data transmission happened according to TDMA 
(Time Division Multiple Access) fashion. By using TDMA 
Scheduling CH allocate particular time slot to each and every 
sensor node in the cluster to transmit their data towards CH. 
So that all sensors remain inactive till their time slot does not 
allow to it then energy will less reduce and ultimately 
network lifespan will be more.  

When these two states finish their work then network retreats 
into the set-up mode and begin an alternate round, starting 
with a choice of a new CH. In a cluster all sensors sense the 
physical phenomena in the environment collect it and 
transmit to the CH accordingly.  
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Cluster Formation-In LEACH protocol there are different 
methods w.r.t. attributes and algorithm to form a cluster such 
k-mean algorithm, fuzzy logic etc. but in LEACH protocol 
cluster formation in this way. 

Start

Steady state

phase

Announce CH

status

Wait join request

from non CH

node

Apply TDMA

Schedule

Wait for forward

CH

announcement

Send request to

join CH

Establish route &

report this

information to CH

Wait for

schedule CH

Fig No.1- CH formation. 

above flow shows the activity of CH where suppose one 
node is CH if that node is really CH then he announces his 
current status i.e I am a CH of current round and he waits to 
join request from another normal node then he apply TDMA 
(Time Division Multiple Access) scheduling and send data to 
the BS.   

In each round selected CH broadcast an advertise message to 
all the nodes in the network informing their new status after 
receiving this message each sensor node can determine to 
which cluster they belong to based on received signal 
strength according to no. of nodes in a given cluster the 
cluster head generates a TDMA schedule and set a 
transmission time slot to CH. 

If the node is not CH then he waits for forwarding CH 
announcement from CH of that respective round then he 
sends the request to join the CH then he establishes the route 
and reports all information to CH then he waits for 
scheduling from CH. After doing this task from CH and non 
CH the whole scenario is going to steady-state phase.  

TDMA Scheduling (Time Division Multiple Access)- 

Set-up phase Steady state phase Slot time for node i
Time

Round 1 Round 2 Round 3  

Fig No.2- Time Division Multiple Access. 

it is a channel access method network for shared medium  i.e. 
wireless sensor network it allow to share a same transmission 
medium so that all sensor node use same frequency channel 
and use it in their particular allotted time slot assigned by 
CH.by using TDMA scheduling all sensor node sense and 
transmit data one by one so data should be sent to CH in a 
uniform manner and it avoids the same data which come 
from two different node and CH also reduce the redundancy 
of data.it prevents an intra-cluster collision.  

Energy Radio model- 

First order radio model is used to calculate the energy 
consumption when bit data can transmit from sender to 

receiver. And this data can be transmitting from sensor node 
to CH and CH to BS. 

 

 

                    Fig No.3- Energy Radio Model 

The radio energy model is shown in fig. 3. Hence to transmit 
a k- packet at a distance d the radio uses up is given as: 

Where, 

ETX: required energy utilization for packet transmission. 

Eelec: is electronic energy that counts on the filtering, 
modulation the digital coding and spreading of the signal. 

ERX: required energy utilization for packet receiving. 

  : is equal to the square root of the dividing EDA free space 

model     and multipath fading model Both    
  models 

are relying on the distance between the receiver and 
transmitter. 

Their value depends on the circuit amplifier model we use a 
first-order radio model. Whereas it calculates the distance in 
between two sensor node within a cluster and random 
function use for sensor distribution within a cluster.  

 In basic LEACH to find the distance between two hope i.e.  

Threshold value distance- 

       √
   

     
          

 ( )        (   )     

 ( )        (   )     

Transmit amplifier type. 

     Amplification coefficient of free space signal 

     Multipath fading signal amplification co-efficient 

    -Data aggregation 

Energy dissipation calculation- 

Energy dissipation is degradation of energy and irecovareble 
energy where energy can transform from one phase to 
another phase. Energy dissipation calculates on the basis of 
amplifier and the signal transmission, modulation, distance in 
between transmitter and receiver, filtration bit error rate 
toleration etc. 

 

         

 ( )    ( )   (       )  (    )          
 (  )  
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 ( )    ( )   ((       )  (    )          
 (  ) 

If adding transmition energy and data aggregation energy 
with each other w.r.t. no. of rounds then energy dissipated 
rate is calculated by transmit amplifier for the distance which 
is greater than threshold value(  ) then it goes to multipath 
fading model(  )and if the distance which is less than 
threshold value(  ) then it goes to free space model(  ).   

Election of associated CH for normal node-  

       √ ( )      ( (   )     ))
 

  ( )    ( (   )   ))
  

CH can be elected with round by round to sending the data to 
BS.by using above formula associated CH for the normal 
node is elected. 

This all technique or formulas used in Homo LEACH 
protocol. In Hetero LEACH there are two types of nodes are 
used one is a normal node and another one is an advanced 
node and that is the main difference between Homo and 
Hetero LEACH. 

Random selection of normal node (Hetero LEACH)- 

(temp_rand0>=m*n+1) 

        ( )   

S(i).ENERGY=0; 

Random election of advanced node (Hetero LEACH)- 

(temp_rnd0<m*n+1) 

S (i).E=   (   ) 

       ( )   

In hetero LEACH protocol a normal and advanced node is 
elected by using above formulas whereas sensor node has 
assigned different initial energy and these sensor nodes are 
randomly elected with their respected energy level.  

Sinkhole attack- 

 

Base Station
Attacker

Sensor nodes  

Fig No.4-Sinkhole Attack 

Sinkhole attack is one type of active attack it alters 
information and changes the working of network. It gives the 
access of network to the unauthorized person and cracks the 
confidential information. It works on the network layer 
where one sensor node act as a malicious node which has 
high energy level and it attracts all remaining sensor node to 
send their packet towards it and sends fake routing 
information to all the sensor node and it grabs the packet or 
information about packet through routing table of any sensor 
node and also it resides in middle position in any network 
purposefully. So it works better and fast and it creates an 

environment in such a way that it attacks easily and fastly on 
the particular network.  

For launching the sinkhole attack there are some method 
such as mint route protocol and TINY AODV protocol it 
totally depend upon routing metric so the attacker can make 
network vulnerable by altering the routing metric this is the 
most common drawback for routing protocol I.e. the routing 
metric and that’s why all routing protocol can easily affected 
by the different type of network attack.  

LEACH with the attack- 

By using below formula attack can be performed on one 
node which is act as a malicious node whereas it collects data 
on itself and shows his status to all sensor nodes that is it has 
large battery power and drop the packet during the epoch. 

         (       (
 

 
)    ) 

The total no. of rounds in which all nodes have become CH 
once. 

   (   )     

For i=1:100 

   (r+1)=   ( )        (   ) 

                              

After no. of round perform CH check what amount of energy 
is left to perform more operations. 

Ec1(r+1)=Et-El1(r+1) 

Et=total energy,  

Ec=Energy consumed till previous round 

 (temp_rand<= (p/(1-p*mod(r,round(1/p))))) 

This formula is used to election of CH for next round. 

Attack is apply during epoch in different no. of rounds. 

4. Simulation Result 

 

Sr. 

No. 

Parameter Value 

1 Simulation Area 100*100(m) 

2 Energy model First order energy 

radio model, battery 

3 Initial node energy 0.5 joule 

4 BS position At center point 

5 Node distribution Random fashion 

6 Channel type Wireless(via signals ) 

8  Receiving Transmit 

energy(ERX & ETX) 

 

50*     
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9 EDA data 

aggregation energy 

 

1.0*     

10 No.of rounds 3000 

11 Network Simulator MATLAB 

12 Routing Protocol LEACH 

Table No.2- Simulation Result 

Homogeneous LEACH- 

These are the simulation result of Homogeneous LEACH 

which has the entire sensor node having same capacity and 

same parameter. 

 

Fig No.5-Energy Consumption 

In Homo LEACH this the resulting graph of energy 
consumption whereas all energy consumed within 50 sensor 
node then work of the particular cluster is stop because of 
lack of energy. 

 

Fig No.6-Data transmission 

In Homo LEACH this the resulting graph of Data 

Transmission whereas all data transmission in between 

sensor node to Base station can cover the sensing area is 

around 10*10^4 w.r.t. perticular no. of round. 

 

Fig No.7-Throughput 

In Homo LEACH this the resulting graph of Throughput 

nothing but successful performance and packet delivery 

ratio in between sensor node to Base station can cover the 

sensing area is around 14*10^4 w.r.t. perticular no. of round 

Heterogeneous LEACH- 

In Hetero LEACH we use two type of sensor node one is a 

normal and another one is advanced sensor node having 

different type of battery power to increase the lifespan of the 

perticular network. 

 

Fig no.8-Energy Consumption 

 

In Hetero LEACH this the resulting graph of energy 

consumption whereas all energy consumed within 70 sensor 

node then work of the particular cluster is going to next 

round as compared to Homo LEACH Hetero LEACH can 

exceed their work 20 sensor more cause it use advanced 

node ultimately it gives more throughput. 

 

 

 
  

Fig No.9-Data transmission 
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In Hetero LEACH this the resulting graph of Data 

Transmission whereas all data transmission in between 

sensor node to Base station can cover the sensing area is 

around 12*10^4 w.r.t. particular no. of round. 

 

   
Fig No.10-Throughput 

 

In Hetero LEACH this the resulting graph of Throughput 

i.e. successful performance and packet delivery ratio in 

between sensor node to Base station can cover the sensing 

area is around 15*10^4 w.r.t. perticular no. of round 

 

 

LEACH with Attack- 

 
Fig No.11- Energy Consumption of Homo and Hetero 

LEACH with Attack 

 

This the resulting graph of energy consumption of  Homo 

and Hetero LEACH which is affected by sinkhole attack 

whereas LEACH with attack have high energy power than 

the LEACH without attack w.r.t. no. of rounds and energy in 

joule. 

 

 
 

Fig No.12- Data Transmission of Homo and Hetero LEACH 

with Attack 

 

This the resulting graph of Data transmission of Homo and 

Hetero LEACH which is affected by sinkhole attack 

whereas LEACH with attack have more data transmitted to 

the BS with minimum energy power than the LEACH 

without attack w.r.t. no. of rounds and energy in joule. 

I.e. nothing but LEACH with attack is more data transmitted 

to the BS with minimum energy as compared to LEACH 

without attack. 

CONCLUSION 

This paper present LEACH hierarchical routing protocol 

and clustering topology on homogeneous WSN used to 

improve network lifespan and reduce the energy 

consumption. The basic homogeneous LEACH of WSN has 

some drawback so to overcome this drawback 

heterogeneous LEACH of WSN is used. For all parameter 

such as energy consumption, no. of sensor node (dead and 

alive node), throughput, data transmission also apply 

sinkhole attack on LEACH protocol.  
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Abstract— This paper deals with various parameter reduction 

methods of soft set theory. It has been found that the problem of 

uncertainty is too complicated to solve. This paper describes how 

decision making problem of uncertain and incomplete data 

solved using soft set theory concept. There are different soft set 

based parameter reduction methods to solve decision making 

problems that give optimal solution from big data. The purpose 

of this article is to explore the soft set theory with its approaches 

for parameter reduction, classification, clustering and association 

of rule generations. Comparison of various soft set methods for 

parameters reduction in terms of computational complexity, 

computational time and accuracy is provided.  

 

Keywords— Soft set theory; uncertaint; parameter reduction; 

classification; clustering; association rule generation; big data 

analysis 

I. INTRODUCTION 

Uncertainty refers to some incomplete or unknown 
information. In decision making process of big data analysis, 
this uncertainty increases inaccuracy, which leads to wrong 
decisions.  The problem of uncertainty in the field of 
engineering, social science and medical science cannot 
successfully solved by classical models as probability theory, 
interval mathematics, fuzzy set and rough set theory [1]. Each 
of this existing theory has their own difficulties as presented 
below: 

 

A. Probability Theory 

This theory is a branch of mathematics and deals with 
probability which is first investigated in sixteenth centaury by 
Gerolamo Cardano [1]. Stochastically stable phenomenon is 
the basis for this theory, where restriction on input is given by 
equation (1) is: 

µ 



If xi is ‗1‘ then event occurs and absent when xi is ‗0‘. For 
the existence of limit more number of trials has to do but it is 
not possible for other field. 

B. Interval Mathmatics  

In this type of theory, interval is a collection of real 
numbers having feature that any number lies between  ‗0‘ and 
‗1‘. But there is error while calculating the exact solution to 
the problem and this theory is unreliable, has partial aim and 
presents inadequate and defective information [1]. 

 

C. Fuzzy Set 

In 1965, Lotfi A. Zadeh introduced another kind of set 
theory. Fuzzy set is a type of set whose elements have the 
degree of membership. Fuzzy set F allows regular assessment 
of the membership of element which is explained by 
membership function µF(x) between the interval of [0, 1]. But 
there is some problem in presenting the membership function 
for each different case [1]. 

 

D. Rough Set 

Polish scientist Z. I. Pawlak [2] proposed some new 
concept over existing set theory with the lower and upper 
inference of the original set in 1991. But, decision features and 
conditional features are not directly connected. It means that 
decision values are not computed with regard to conditional 
attribute. This is the key difference in rough set and soft set 
theory. 

 

E. Soft Set Theory 

All the existing theories need some pre-specification of 
few parameter which result in incomplete and imperfect 
knowledge and leads to many problems. In classical theory 
there is a need to define mathematical model for exact solution 
but it is so complicated. The cause of above problem is the 
insufficiency of the parameterization tool of existing models. 
Noting such problem in existing theory new mathematical tool 
is developed by the D. Molodtsov in 1999 [1]. This theory is 
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free from the above difficulties and has the opposite approach 
by introducing concept of estimated solution. There is no 
restriction on estimated explanation in soft set so that this is 
extremely suitable and uses any parameterization using words, 
sentence, real numbers, functions and mapping. So difficulties 
in setting membership function or other difficulty is not 
available in the soft set theory.  

In [2] author P. K. Maji et al. has presented how soft set 
can applied to resolve decision making difficulty for first time 
by example. Optimal selection can be done by choice value 
and weighted choice value. Various operations like equality, 
null, complement of two soft set and soft binary operation as 
AND, OR, NOT, Union and Intersection are defined in [3]. 
Soft set is defined in equation (2) is: 

                                         F: E → P (U),                               (2) 

Where P (U) is power set of U and pair (F, E) is a soft set 
if F is mapping of E which is shown in table 1. {e1…e5} is set 
of parameter and {h1…h5} be a group of conditional value. In 
soft set theory conditional value is calculated with respect to 
decision parameter value so that there is direct relation 
between these values.                

Babitha and Sunil [4] presented definition of some 
relations and function of soft set such as Cartesian product, 
equivalence and partition relation and inverse function 
respectively. Aktas and Cagman [5] showed various 
characteristic of soft set and compared with rough set and 
fuzzy set theory and also provided definition of soft group and 
its soft group properties. U. Acar et al. [6] described new 
thought of soft ring with one more concept of soft ideals of 
soft ring using some basic algebraic structure of soft set 
theory.    

The rest of this paper organized as follows. Section II 
presented the literature survey of various soft set based 
parameter reduction methods for uncertain and incomplete 
data and soft set based methods for data mining technique. 
Section III provides research motivation which includes how 
researcher get motivated because of limited research on soft 
set based methods for machine learning application is 
presented in literature survey. Finally Section IV gives 
conclusion.                                         

II. LITERATURE SURVEY 

Parameter reduction methods are described here as soft set 
algorithms for parameter reduction, soft set approach under 
incomplete data and soft set approaches for various data 
mining techniques. Comparative analysis of various methods 
of reduction of parameter is also given in table 4 and table 5. 

A. Soft Set Based Parameter Reduction Methods 

There is incorrect calculation in [2]. This is improved by 
reducing parameters of soft sets as presented by Degang Chen 
in [7] using parameterization reduction property of soft set. 
Improved algorithm for reduction of parameter is presented to 
give optimal solution in which decision value is calculated in 
accordance to parameters and this is the key difference 

between soft set theory and rough set theory. As shown in 
algorithm, Soft set (F, E) given as first input as shown in 
algorithm and second input is set of parameters P as {e1…e5} 
and as shown in Table 1, it is obvious that h1 is having highest 
choice value so h1 is the optimal selection. But if data is more, 
then it is difficult to find solution so first find out reduct soft 
set which is third step of algorithm as by deleting e1  and e3 
because having same value and it gets reduct soft set as (F, P) 
= {e2 ,e4 ,e5}. From this reduct soft set optimal choice value h1 

or h6 will get that has maximum choice value. Accordingly h2 
and h3 are two suboptimal choices. So here problem of 
suboptimal choice is not solved by this method. The choice 
value is defined as follows in equation (3), which is last step 
of algorithm. 

                               ci=                                            (3) 

Where ci is the choice value is given by summation of each 
hij entries in table and the selection of optimal value is made 
according to the maximum value of ci as shown in table 1. The 
basic algorithmic steps to choose the optimal value is 
presented in [7] is as follow: 

1. Input the soft set (F, E) 
2. Input the set P of choice parameters which is a 

subset of E 
3. Identify all reduct-soft-sets of (F, P) 
4. Select one reduct-soft-set say (F, Q) of (F, P) 
5. Obtain k, for which Ck = max ci. 

 

Table 1: Binary table of soft set 

 

U e1 e2 e3 e4 e5 Choice 

value ci 

h1 1 1 1 1 1 5 

h2 1 1 1 1 0 4 

h3 1 0 1 1 1 4 

h4 1 0 1 1 0 3 

h5 1 0 1 0 0 2 

h6 1 1 1 1 1 5 

 
Zou and Chen [8] presented various operations for instance 

union and difference of two soft sets and also provided 
selection and projection in soft set theory which is based on 
relational algebra theory. Also it provides the definition of 
each above operations and applies this relational algebra 
operation for parameter reduction of soft set. M. I. Ali et al. 
[9] defined new operations because operations presented by 
[3] are not true generally, so author presented new notion of 
operations like restricted union, restricted difference, restricted 
intersection and relative complement in soft set theory for De 
Morgan‘s law. K. Gong et al. [10] proposed special type of 
soft set that is Bijective soft set and performed some operation  
such as relaxed AND, restricted AND, dependency of two 
Bijective soft set, reduction of soft set and significance of soft 
set. Z. kong et al. [11] presented the normal parameter 
reduction (NPR) algorithm for soft set in which above 
problem of suboptimal choice is solved by adding parameter 
set of soft set. This method computes the parameter 
importance degree and decision partition to give the optimal 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 715



solution for decision making. But this method is not easy to 
understand and needs more computation. NPR algorithm 
which is given in [11] is:  

1. Input the soft set (F, E) along with parameter set 
E 

2. Calculate parameter importance degree , 1 ≤ i ≤ 

m 
3. Choose highest subset A = { , ,…., } from 

E which satisfies total of  for 1 ≤ i ≤ p 

afterward place A in parameter reduction set. 
4. Filter parameter reduction set if  = 

 later calculate E – A which 
is NPR else A is removed. 

5. Find highest cardinality of A 
6. Compute E – A which is optimal NPR.  

 

T. Herawan et al. [12] shown dimensionality reduction 
using multi-valued information which is to be transformed 
into multi-soft sets. AND, OR operations are used to reduct 
the attribute of soft set. Cagman and Enginoglu [13] explained 
soft matrices for soft set with its properties and presented soft 
max-min decision making method for soft decision making 
model that can be applied to solve uncertainty. So the problem 
of [11] is solved by X. Ma et al. [14] proposed new efficient 
normal parameter reduction (NENPR) algorithm of soft set 
without considering parameter important degree and decision 
partition. The NENPR algorithm proposed in [14] is: 

1. Input the soft set (F, E) and the parameter set E 

2. If  and is occurs then it will becomes 

reduced parameter called as C and new soft set 
(F,E') is created without  and , where U = 

{h1,h2,…,hn}, E = { e1',e2',…,ei') 

3. Calculate oriented parameter sum S( )for soft set  

(F,E'), j'=1',2',…t'. 
4. Search the subset A ⊂ E'  where,  is a several of 

|U|, next place A toward candidate parameter 
reduction set 

5. Examine each A in set, if  = 
 , it will be kept else A is 

obliterated. 
6. Find highest cardinality of A in set then calculate 

E - A- C which is optimum NPR.  

 

This algorithm takes less computation time as it compute 
only oriented-parameter sum to give the optimal value.  X. Ma 
et al. [15] presented soft set algorithm based on 
parameterization value reduction that consider least parameter 
for optimal selection. Z. kong et al. [16] stated two cases of 
normal parameter reduction which is not given by [11] that is 
altering entries and adding object in soft set with positive and 
negative changed rates. M. I. Ali [17] has presented other idea 
on parameter reduction of soft set using classification to 
resolve the problems of decision making. Soft equivalence 
relation is introduced for soft set and rough set. Deng and 
wang [18] initiate idea of parameter significance with the two 
ideas such as degree of absolute dominance and relative 

dominance and proposed two algorithms called as pseudo 
parameter reduction and NPR of soft set. Kumar and 
Rengasamy [19] also present better decision for soft set theory 
using parameterization reduction by converting sample data 
into binary data without any loss of real data.  

Han and Li [20] defined a soft set scheme that compile 
normal parameter reduction with three rules such as Core-
Based, Inclusion-Based and Diagonal-Based rules. After 
combining these three rules one simplification algorithm is 
proposed. G. Zhang et al. [21] proposed algorithm for 
parameter reduction on soft equivalence relation of soft set.  Z. 
Li et al. [22] proposed algorithms for reduction of parameter 
but using soft covering concept.  Z. Liu et al. [23] shown the 
idea of induced soft set and define topology for soft set. T. 
Bakshi et al. [24]  proposed several soft set algorithms for 
automated system of parameterization reduction. And 
complexity of this algorithm is better than above algorithms 
that is O ( .   

Zhang and Wang [25] proposed new method for parameter 
reduction in soft set theory using the concept of important 
degrees of parameter that reduce complexity and performed 
more efficiently than above methods. N. Xie [26] presented 
attribute reduction in information system and define 
association among soft set and information system. V. Cetkin 
et al. [27] computed the decision making problems using 
inverse fuzzy soft set rather than fuzzy soft set so that, 
decision making process is very fast than existing methods. S. 
Danjuma et al. [28] proposed alternative approach to normal 
parameter reduction (ANPR) algorithm that overcome 
difficulty of existing NPR algorithms in terms of 
computational complexity but last choice not always consider 
and also give comparisons of NPR, NENPR and ANPR. The 
ANPR algorithm discussed in [28] is: 

1. Input the soft set (F, E) and the parameter set E 

2. If  = is present, then select one of them and 

put it in Q, if  and is exists then  it will 

becomes reduced parameter called as C and new 
soft set (F,E') is created without one of the   = 

,  and , where U = {p1,p2,…,pn}, E'={ 

e1,e2,…,em} 
3. Calculate oriented parameter sum S( ) for soft 

set (F,E'), j'=1',2',…t'. 
4. Ensure each A in set, if  

=  , also if there exist B 
 = . 

5. Calculate (A B)-(A B) intersection which is 
represented as D 

6. Obtain highest cardinality of candidate parameter 
reduction set next compute E -C -D -Q as 
alternative NPR.  

S. Danjuma et al. [29] presented analysis on different 
decision making methods of soft set by reducing parameters. 
Provide the analysis of different methods for soft set, rough set 
and for hybrid soft set and also gives real world application of 
soft set. J. Zhan et al. [30] presented survey of various 
algorithms for NPR, Bijective soft set decision and reduction 
method built on discernibility matrices in soft set theory. Ma 
and Qin [31] Distance based parameter reduction of fuzzy soft 
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set is proposed using distance matrix in which distance of two 
parameters is computed. And advantage is that low 
computation and high usability than NPR of fuzzy soft sets. 
The problem of NPR is overcome by Ma and Qin  [32] that 
proposed new algorithms such as parameter value reduction 
(PVR), parameterization value reduction (PZVR) , maximal 
parameter value reduction (MPVR) and maximal parameter 
value reduction based on NPR (MPVR-NPR). 

B. Soft Set Based Approach Under Incomplte Data 

Zou and Xiao [33] shown data analysis approach of soft 
set for incomplete data. If in decision making incomplete data 
is present then it difficult to give optimal solution. In this, the 

choice value ci of object hi calculated as ci =  in 

which y is number of parameter and hij are the entries in soft 
set. If there are m possible choice values of object hi then 

decision value di is calculated as di =  where ki is 
weight of choice value ci which is calculated as follows so 
weighted average for all choice value is computed where,  

 are probability values, d  is no. of incomplete data 
given in equation (4), 

                        (4) 

 

Z. Kong et al. [34] gives the efficient decision making 
method of soft set for incomplete data which is more 
simplified than above method.  

Table 2: Incomplete Soft Set 

U e1 e2 e3 e4 

h1 1 1 1 0 

h2 0 1 * 1 

h3 0 * 1 1 

h4 * 0 1 * 

 
 

In Table 2 * represent incomplete information which can 
be either ‗1‘ or ‗0‘ which indicates some values are unknown. 
For Big data analysis it is difficult to give optimal decision of 
incomplete data. In this method, instead of calculating weight 
value probability, value of that particular incomplete data is 
calculated in equation (5) is: 

                            = n1 / (n1+n0)                             (5) 

Where n1 is the number of value 1 and n0 is number of 
value 1. So calculate probability value for each incomplete 
data. For example for object h2 in table 2 probability is 

calculated as = 3 / (3+0) = 3, where n1 is ‗3‘ and n0 is ‗0‘, 

and then calculate decision value as given in equation (6): 

                                    =                                (6) 

In this way, optimal decision value will get using 
incomplete data as shown in table 3 where h1 and h2 are 
optimal selection.  

Table 3: Incomplete soft set with decision value 

U e1 e2 e3 e4 di 

h1 1 1 1 0 3 

h2 0 1 3/3 1 3 

h3 0 2/3 1 1 2.67 

h4 1/3 0 1 2/3 2 

                               

 M. S. Khan et al. [35] proposed new method for data 
filling for incomplete data called as ADFIS which focus on 
associations of parameters in which missing values are 
predicted. This method is implemented in Matlab for UCI 
dataset and overcome the problem of DFIS in terms of 
accuracy. On Average the performance of this method is 
improved by 4.44%. Alcantud and Garcia [36] proposed new 
algorithm to resolve decision making difficulty of incomplete 
data in Matlab tool. Also provides result in comparison with 
other methods for critical evaluation. L. Li et al. [37] 
presented the definition of soft incomplete discernibility 
matrix, soft parameter dominant incomplete discernibility 
matrix and last for weighted soft set also gives comparison 
with existing ones.  

C. Soft Set Based Approaches for Various Data Mining 

Techniques 

Jothi and Inbarani [38] recommended the soft set approach 
for unsupervised feature selection using AND operation and 
cardinality value is computed to give optimal solution. In this 
method classification is done using feature selection to select 
most prominent feature. J. Cai et al. [39] presented feature 
selection methods to reduce irrelevant data that result in less 
computation time and more accuracy. Proposed methods for 
supervised, unsupervised and semi- supervised which are 
applicable in machine learning problems such as classification 
and clustering. 

H. Mohamed et al. [40] showed Bijective soft set method 
which include data pre-processing as first step and  
classification as second step for training and testing data 
which generate the decision rule using four classifiers to 
classify student learning pattern and obtain discernibility 
matrix for every feature. This method of soft set gives better 
accuracy than other theories. S. Sreedevi et al. [41] proposed a 
fuzzy soft set method that classifies mammogram images 
between malicious and regular images. Implementation is 
completed in different steps such as pre-processing, 
segmentation, feature extraction and selection, and 
classification. H. Qin et al. [42] proposed Novel Soft Set 
(NSS) method to select clustering attribute that gives  faster 
decision and good scalability than Maximum Dependency 
Attribute (MDA) approach of rough set theory. This method 
compute equivalence classes for each attribute and then 
compute cardinality and degree of dependency to give optimal 
value. In this paper, cardinality of ai(ej) calculated in equation 
(7) where, D is no. of equivalence classes for U/al parttions 

and F1(ej)(XK){0,1}. 
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                = ( )( )                   

 
R. Mamat et al. [43] presented Maximum Attribute 

Relative (MAR) algorithm of soft set for categorical value to 
give clustering attribute  that gives better performance in terms 
of execution time and scalability than existing method such as 
Total Roughness (TR), Min-Min Roughness (MMR), 
Maximum Dependency Attribute (MDA), Novel Soft Set 
(NSS). MAR is compared with above four old methods using 
fourteen datasets of UCI repository. D. Hartama et al. [44] 
proposed the new algorithm to select attribute called as Soft 
Set Fast Clustering (SSAA) for categorical data to obtain 
clustering attribute. This algorithm performs better than 
Maximum Degree of Dominance of Soft Set (MDDS) in terms 
of execution time using MATLAB software for six different 
UCI dataset. Herawan and Deris [45] presented soft set 
approaches for association rule mining from transactional data 
set. In this, soft regular and soft maximum association rules 
are defined to compare proposed work. B. Li et al. [46] 
presented association rule mining based on clustering by using 
Clustering by Fast Search and Find of Density Peaks 
(CFSFDP) clustering method and soft set to classify 

transactional database and generate association rule from big 
database. Results are shown for Adult data set. F. Feng et al. 
[47] defined soft set based association rule mining. Some 
algorithms are proposed to calculate Parameter taxonomic soft 
set, M- realization of parameter set and  -M- reliable 
maximal association rule. Two case studies presented for 
Reuters and Web of Science data sets. 

Ma and Qin [48] Proposed mixed type of soft set such as 
fuzzy soft set and interval-valued fuzzy soft set for decision 
making algorithm based on this hybrid type. F. Xiao [49] 
Proposed hybrid algorithms for fuzzy soft sets for decision-
making by a fuzzy in medical diagnosis. In this algorithm, 
uncertainty is measured to generate credible value then 
calculate basic probability using dempster shafer evidence 
theory to give optimal value. Z. Kong et al. [50] proposed the 
new parameter reduction method based on score decision 
criteria for fuzzy soft set. At last comparison is given with 
previous parameter reduction based on choice value decision 
criteria and some dispensable set analyzes for different case. 

 

 

Table 4: Comparisons of parameter reduction methods of soft set

Authors Proposed method 

 

Advantage Disadvantage 

P. K. Maji et 
al. [2] 2002 

 

Design the algorithm for the selection of 
house by reducing the parameter with the 
choice value and the weight value. And give 
the optimal object selection. 

Solve the decision making problems 
using parameterization property. 

Gives incorrect computing in 
optimal selection of parameter. 

H. Aktas [5] 
2010 

Introduce soft set group concept with its 
properties. 

Overcome the problem of rough set 
theory. 

Here soft ring is not defined 
which is overcome by [6] 

D. Chen et al. 
[7] 2005 

Presented latest method of parameterization 
reduction of soft set contrast with attribute 
selection of rough set theory.  

Finding optimal decision on Boolean 
dataset without any influences on the 
final decision and solve problem in 
[2]. 

Problem in selecting sub optimal 
choice of object. 

Y. Zou et al. 
[8] 2008 

Proposed algorithm for parameter reduction 
using relational algebra and also define 
various operation like union, difference, 
selection, projection etc. 

The method proves the invariability of 
optimal solution. 

For more parameters, there is 
explosion of parameter with 
worst time complexity  

O (2h). 

Z. Kong et al. 
[11] 2008 

NPR algorithm is proposed to get minimized 
conclusion and suboptimal decision using 
added parameter soft set. 

More efficient due to decision 
partitioned and parameter important 
degree.  

Difficult to understand and 
require more time as 
computational complexity is O 
(n3).  

T. Herawan et 
al. [12] 2009 

Presented dimensionality reduction in multi-
value information system via AND operation 
in soft set theory. 

Attribute reduction is done for non- 
Boolean value. 

Problems in data cleansing for 
large dataset and data clustering.    

X. Ma et al. 
[14] 2011 

NENPR soft set method that uses the 
oriented parameter sum exclusive of degree 
of parameter reduction and decision 
separation.  

Decrease computational complexity 
by ignoring parameter reduction 
degree with decision partition and 
complexity is O (n2)  

Require to compute oriented 
parameter sum. 

X. Ma et al. 
[15] 2011 

Algorithm for parameterization value 
reduction using soft set theory is proposed. 

Algorithm holds least parameter value 
for optimal selection. 

Not useful for extended soft set. 

Z. Kong et al. 
[16] 2012 

Presents new definition for changing some 
entries and adding some objects in soft sets.  

Problem of [9] varying entries and 
adding objects are solved. 

Difficult for large dataset. 
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M. I. Ali [17] 
2012 

Proposed a new soft set for reduction of 
parameter and introduce the concept soft 
equivalence.  

Reduction of parameter of soft set 
without distorting its original 
classification ability.  

This method does not provide 
the algebraic structure. 

D. Kumar et al. 
[19] 2013  

Parameterization reduction algorithm 
converts sample data into Boolean data in 
information system using soft set theory.  

Algorithm gives better decision 
making over uncertain data. 

Difficult for large dataset. 

Z. Li et al. [22] 
2015  

Algorithm for parameter reduction of soft 
covering is used to obtain lattice structure of 
soft set. 

Attribute reduction for information 
system is provided. 

Not useful for multisource 
information. 

Z. Liu et al. 
[23] 2015  

New definition for induced soft set is 
presented with topology for parameter 
reduction. 

Soft set mapping is used for induced 
soft set which may be applicable for 
science field. 

Difficult for large dataset. 

S. Danjuma et 
al. [28] 2017 

Propose an (ANPR) alternative normal 
parameter reduction algorithm for decision 
making based on soft set theory.  

Algorithm reduces the computational 
complexity which is O (n2); also 
execution time is less as existing 
techniques. 

This method does not always 
consider the last choice. 

S. Danjuma et 
al. [29] 2017 

Different soft set based parameter reduction 
and decision making techniques for soft set 
is reviewed here with hybrid fuzzy soft sets 
and rough set. 

Give the analysis of previous work 
and present real world application of 
soft set.  

Problems of multiset on 
parameter reduction, multi 
criteria are not solved yet. 

X. Ma et al. 
[32] 2019  

PZVR, MPVR and MPVR-NPR algorithms 
are defined for normal parameter reduction 
(NPR). 

MPVR algorithm gives redundant 
degree as 93.3% and lower complexity 
than NPR algorithm. 

MPVR-NPR algorithm 
performance is not good as 
MPVR. 

 

 

 
Table 5: Comparisons of soft set based approaches for incomplete data and data mining techniques 

 

 

Authors Proposed method 

 

Advantage Disadvantage 

Y. Zou et al. 
[33] 2008  

Weighted average method is used for optimal 
choice value of incomplete data for big data 
analysis purpose. 

Problem of decision making using 
incomplete information is solved.  

 

Not useful for extended soft set.  

Z. Kong et al. 
[34] 2014  

Present efficient probability data analysis 
approach on incomplete data, which is 
simplified weighted average for decision 
making. 

Computational complexity is less than 
above method and it is implemented 
easily. 

Not useful for extended soft set.  

M. S. Khan et 
al. [35] 2016 

ADFIS method is proposed for incomplete 
data with better accuracy over DFIS method 
for various dataset. 

ADFIS gives improved performance 
on average of 4.44% than DIFS 
method. 

Computational complexity is 
high than DIFS 

L. Li et al. [37] 
2018 

 

Soft incomplete discernibility matrix and soft 
parameter dominant incomplete discernibility 
matrix is introduced. 

Decision making problem of 
incomplete soft set is overcome. 

Dost not provide the function 
mapping form of incomplete soft 
set. 

G. Jothi et al. 
[38] 2012  

For quick reduction of attributes 
unsupervised feature selection algorithm 
based on soft set is designed. 

Speed and accuracy of the method is 
good and reduce computational time.  

Not useful for extended soft set.  

H. Mohamed et 
al. [40] 2014 

To classify student learning fashion Bijective 
soft set is proposed using standard model. 

Method gives good classification 
accuracy of 97.1%. 

Use of more classifier that 
require more time. 

S. Sreedevi et 
al. [41] 2016 

Fuzzy soft set method is developed using 
fuzzy soft aggregation to classify the images. 

Accuracy of algorithm is 94.09% for 
MIAS dataset. 

Not useful for more set of 
parameters.  

H. Qin et al. 
[42] 2012 

NSS technique is proposed to cluster the 
attributes and compare on UCI dataset for 
various parameters.   

Solved the problem of MDA method 
of rough set with good scalability. 

Not for categorical dataset. 

R. Mamat et al. 
[43] 2013 

For the selection of cluster attribute MAR 
method in multi value information system is 
developed. 

Execution time is less and scalability 
is good. 

Method does not provide for 
categorical data. 
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D. Hartama et 
al. [44] 2016 

Proposed the soft set based clustering 
attribute selection called selecting sub 
attribute algorithm (SSAA). 

Solve the problem of maximum degree 
of dominance soft set. 

Give only 67.56% average 
percentage of response time. 

T. Herawan et 
al. [45] 2011 

Soft set technique for association of rules 
using co-occurrence of parameters for 
Boolean dataset is designed.  

Capturing of rules is faster than other. Does not provide approximate 
reduct in information system.  

 

B. Li et al. [46] 
2015 

 

CFSFDP clustering system for soft set is 
anticipated to reduce big dataset. 

Effective technique to produce 
association rules from big databases  

-- 

F. Feng et al. 
[47] 2016 

Define soft set based association rule mining 
algorithm and conducted different case study. 

Improve problem of  transactional 
dataset 

Dose not formalize proposed 
method in terms of logical 
formulas  

 

III. RESEARCH MOTIVATION 

 
Now a day‘s decision making for big data analysis is the 

most recent issue. Soft set theory is the new theory that solves 
the problem of previous theories using new property that is 
parameterization reduction and solve problem of decision 
making for big data analysis. Explore soft set approach with 
data mining techniques in machine learning platform is the 
new concept in artificial intelligence because limited research 
is done on the practical implementation of soft set method in 
data mining and machine learning field. Where the decision 
making problems will be solved by efficient soft set based 
parameter reduction algorithm for feature selection, 
classification, clustering and association rule generation to 
give the optimal selection considering the parameters such as 
computational complexity, computing time, accuracy, etc.  
Such algorithms will be implemented in Python platform by 
proposing the soft set based approach for machine learning 
with data mining techniques as shown in figure 1. 

 

 

 

 

 

 

 

 

Figure 1: Conceptual framework of research work 

 

 Conceptual flow diagram shows the flow of research work 
in which decision making problem is solved by proposing  
parameter reduction algorithm using parameterization property 
of soft set theory, which include dimensionality reduction will 
be done by considering choice parameter for selecting 
prominent parameter from original data, then perform 
classification and clustering attribute selection using soft set 
concept after that classification based on association rule 
mining will be done to give the knowledge extraction over 
uncertain and incomplete data. 

IV. CONCLUSION 

The latest mathematical theory for parameter reduction is 
soft set theory that handle uncertainty problem of decision 
making to give the optimal solution. This theory performs 
better than existing theory as fuzzy set and rough set theory. 
Different methods are given in this paper for parameter 
reduction, few methods for incomplete data and some soft set 
based methods for various data mining techniques as feature 
selection, classification, clustering and association rule 
generation. Performance of these methods is calculated in 
terms of some parameters such as computational complexity, 
execution time, accuracy, memory used and scalability etc. 
Different parameter reductions techniques are relatively 
compared as shown in table 4 and table 5. As going through 
literature of soft set, it shown fewer researches on soft set 
based scheme for data mining techniques applicable for 
machine learning platform. Few realistic uses of soft set 
theory seen in literature survey but some of them faces some 
issues so in future, researcher can give more attention toward 
such problem. Still there is no such type of soft set method for 
big data analysis in machine learning platform, so in future 
researcher will more focus on such new concept.  
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Abstract: Specific learning disability is known as learning disorder 

(neurodevelopmental disorder). Learning disabilities refers to 

problems in one of three areas (reading called dyslexia, writing 

called dysgraphia and number related concepts or using the 

symbols and functions to perform math calculation called 

dyscalculia). Five to six percentage of school age children are 

predicted to have dyscalculia. Children are mostly affected by 

having difficulties in acquiring a basic mathematical skills and 

they might excellent in other area of interest. The lack of proper 

detection and assistance in early stages of development of children 

will affects them being mentally distress and vulnerable. They 

start to blame themselves for their situation. The proposed system 

is designed to identify the students whose are at the risk of 

dyscalculia in an effective manner. So that the students can be 

identified at their early stage, and by giving proper assistance, 

they can able to shine in their academics.  

Keywords: Dyscalculia, learning difficulty, detection, mentally 
distress 

I. INTRODUCTION 

Mathematics is an universal language which deals with 

an numbers ,arithmetic’s, counting etc. Dyscalculia means 

having disorder in calculation. It says about the specific 

difficulty in learning mathematics. It provides difficulty in 

acquiring mathematical skills and it also involves having 

difficulty in understanding basic mathematical facts and 

inability to understand the meaning of number and quantities.  

About 6% school going children are having the mathematics 

difficulties. Generally the basic problem starts at the age of 7. 

The early screening is an important step in diagnose process. 

Where the children are tested with the ability to read a number, 

to understand the number facts, to add and compare the 

numbers of one-digit and two-digit, ability to acquire basic 

multiplication skills, basic arithmetic skills, ability to count a 

number forward or backward, to find a greatest/smallest 

number, basic geometrical skills. These skill sets are considered 

for screening test that typically occurred in school children. The 

screening test is that is used to identify the children having 

difficulty in acquiring basic mathematical skills and those are 

need special care and remediation in learning. The diagnostic 

process of dyscalculia which is based on the test shows a 

latency between poor numerical ability and good numerical 

ability. To define a threshold for dyscalculia, there are different 

criteria has been proposed a difference of 1-2 standard deviation 

between a skills and mathematical performance. Children who 

are influenced by dyscalculia regularly feel desolate and they 

demotivate themselves that they can't do anything like others. 

This prompts extreme impacts in their grown-up life it might 

likewise make them drop out their studies. Moreover because of 

these learning troubles they frequently disregarded by their 

educators and peers. This cause a person to be frustrated, have 

the poor self-image. They face trouble in reviewing tables, 

identifying images, doing fundamental number juggling count, 

sequencing and so on.  

Types of dyscalculia:  

Children with developmental dyscalculia finds difficulties to 

count recognize the mathematical symbol, calculate. Some of 

the types are,  

Acalculia: It is later stage, it occurs due to the injuries in brain. 

It leads to have difficulty in arithmetic skills like addition, 

subtraction, multiplication, Division.  

Verbal dyscalculia: Children face difficulty in naming verbally, 

naming the symbol, counting of numbers and items.  

Operational dyscalculia: Children find difficulty in applying the 

rules during the mathematical operations.  

Sequential dyscalculia: Facing difficulty in counting according 

to the sequence.  

To overcome the lack of screening tool for identifying 

dyscalculia and to acquire accurate results, the intelligent 

embedded system for identifying dyscalculia is proposed. The 

models consist of the set of test which concerned with basic 

arithmetic skills, counting numbers, basic geometrical skills.  

II. LITERATURE SURVEY 

   Bane et al. (2012) taken the survey about the people who 

having learning disabilities on relationships. In this survey, 21 

researchers with learning disabilities, 12 supporters and 7 

university researchers were considered for the survey. This 

survey suggested that learning disabilities people have different 

experiences and views on relationships. This survey concluded 

that people with learning disabilities need more support from 

their friends, family, and faculty members to develop new 

relationships and keep their existing ones[1]. 

 Boyle & Rivera (2012) examined various types of note-

taking techniques used by students used during lectures. In this 
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study, 125 students who having varying disabilities are taken 

into the survey. This study proved that students those who used 

note-taking techniques got good score in an effective manner 

based on the measures of achievement and the quality and 

quantity of notes recorded[2].  

 Ho & Siegel (2012) conducted a survey on the identification 

of students who have reading disabilities, and also reading 

implications for Chinese Word Recognition and Instructional 

Methods in Hong Kong Primary Schools. The survey identified 

that students with dyslexic pattern made more phonological 

errors, and students with phonological dyslexic pattern made 

more semantic errors[3].  

Kong (2012) conducted qualitative survey on six 

students with Dyslexia after starting their masters degrees. The 

students personal accounts were analyzed using thematic 

analysis. The major themes identified were distress, self-doubt, 

embarrassment, frustration, relief, confidence and motivation. 

This survey given better understanding about the consequences 

of a late diagnosis, and given the special attention for 

management techniques needed for specific needs of the 

individuals. The survey revealed that adults diagnosed with 

Dyslexia can be cathartic or devastating depending on the adults  

emotional status and personality[4].  

Melby & Lervag (2012) given the attention to the 

students with dyslexia disability and students with non-word 

repetition. The study concluded that students with dyslexia 

disability have poorer non word repetition skills when compared 

to both chronological-age and reading-level controls. And also 

identified the severity of the non-word repetition problem, 

where the most important variability is oral language skills[5].  

Rose & Rouhani (2012) conducted survey on text oral 

reading fluency of 64 adolescents who have dyslexia disability, 

and tested the their verbal working memory on text oral reading 

fluency. The survey suggested that many shortfalls associated 

with childhood dyslexia is much important in adolescence, but 

the nature of the relationships between cognitive and linguistic 

predictions, and reading fluency were identified to be different 

for every adolescence[6].   

Berninger & May (2011) conducted a survey on 

evidence-based diagnosis and treatment for people who having 

learning disability in written and oral language, or both. This 

survey considered the individual planning differences and 

evaluation of response to the instruction and modification of the 

instruction when a student is not responding. And also the 

survey recognized that teaching alone cannot change heritable 

changes in gene expression at schooling stage, but not the suited 

for gene sequences which are vulnerable to complexity and 

volume in the upper grades[7]. 

Condition aggregates in variable based math led by 

Bhattacharya (1988) it was discovered that understudies had 

more learning inabilities in application than in the information 

of direct conditions and furthermore it was discovered that the 

disentangled strategy was more powerful than the technique for 

transposition in understanding straight condition wholes.  

III. PROPOSED SYSTEM 

 The aim is to build an interactive and easy handling system 
with high accuracy in detecting the dyscalculia. The proposed 
system can able to test the children in the age between (8-
10yrs), and used to identify the errors made by an individual 
on the basis of mathematic content prescribed for standard III 
and IV.  

 

Fig. 1. Schematic diagram of Proposed system 

The proposed system consists of raspberry pi board, LCD 

touch screen, and a power supply. The programming language 

which used is a python in which it consists of Tkinter and a 

GUI application for creating the buttons in the test screen. 

With the usage of Tkinter GUI, the questions will be created. 

The questions are based on testing the dyscalculia children. 

The children can able to answer the questions directly by 

clicking the LCD screen. This can be tested by comparing the 

latency between a child who suffered with dyscalculia and a 

normal child. After switching on the raspberry pi board, the 

result will be displayed on a display. It consist of set of 

questions for screening test, the children has to take a test for 

a period of time.  

IV. METHODOLOGY 

The skills that are checked by this method are given below.  

A. Number and comparing:  

In this section, the capabilities of the child to count the number 

in both forward and in reverse direction are checked (for 

example,1,2,3,4,5,6,7,8,9). And also this section can check 

whether the child can able to identify which number is odd 
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number, even number, greater, smaller number in a given 

questions  

B. Basic addition and subtraction 

In this section, the addition capability of the child to add the 

two numbers (example:1+1=2), and addition of doubles 

like(2+2=4), the subtraction skills (for example 1-2=1) are 

checked.  

C. Basic multiplication skills:  

 In this section, the multiplication capability of the child (for 

example:2*3=6) is checked.  

D. Missing numbers:  

In this section, the missing numbers in given series (for 

example: 1,2,_,4,5) is checked. And the Identification of the 

missing number in even place and an odd place are also 

checked.  

E. Place value:  

This section involves to check whether the child can able to 

identify the underlined place value (for example:153=tens).It 

also involves to identify some of the geometry shapes like 

triangle, circle etc.  

                      V. FLOW DIAGRAM 

 
Fig 3. Flow diagram showing admin mode activity 

Admin mode: The below flow diagram shows the operation 

activities carried out by the admin users. In this section, the we 

can change the type of the questions and we can put an multiple 

user .The multiple questions can be able to add in the admin 

section and we can also delete the questions.  The number of 

user also can be created. The total score and the latency is 

displayed in admin mode. And we can also able to see the 

progress taken by the children in a parallel manner. 
 

 User mode: The below flow diagram shows the actions carried 

by the user. This section can be used for a children for taking up 

their test in order to identify whether they are suspected to have 

dyslexia or not.  

 
Fig 4. Flow diagram showing user mode activity 

VI. EXPRIMENTAL RESULTS 

The login page has different modes. They are user mode i.e. 

login created for normal child and a child suspected to have 

dyscalculia, and another mode is an admin mode. The user has 

to login in to the page. Once the child login into the page, they 

can started to attend the test. 

 

 
Fig. 5. Login page 
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Fig 6. Selection of Quiz 

 

Fig 7a. Questions Set based on division  

 
Fig.7b. Questions Set based on addition 

 

Once the students have finished their test, the time taken by 

them will be displayed in the LCD screen. This is shown below. 
 

 
Fig 8. Latency and score of a child 

 

Admin mode: Initially the number of user is created for taking the 

test. After that, multiple question sets can be added. Some of 

the question can also be deleted.  The time taken for the test has 

been saved in the admin mode. So the admin can be logged in 

and the score of each child can be viewed as shown in below 

figure 

 
Fig. 9. Score of user statistics 

The questions of the test can be updated periodically by using 

edit mode in the admin side.  

Fig 10. Questions addition page 
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The given model acts as prototype for the child studying  class 

III. The questions are based on their normal ability. Since there 

were sixteen kids with two groups. One is normal children 

(control group) and another one is children (may be learning 

disabled). Both the groups of the children are allowed to take 

the test in a intelligent embedded system for identifying 

dyscalculia. Then the latency and a score of the children has to 

be calculated. The children are tested on the basis of relevant 

content.  

VII. T- TEST CALCULATION 

Sixteen kids of two groups are considered for taking the test. 

One is normal children (control group) and another one is 

abnormal children (may be learning disabled). Both groups of 

children are allowed to take the test in a intelligent system for 

identifying dyscalculia. Then the latency and a score of the 

children have to be calculated using T-test calculation. The test 

analysis of children was given below. 

S.NO Name Correct answer 

Attended out of 10 

1 Vino  S 7 

2 Sangeetha M 7 

3 Akila K 6 

4 vinay P 8 

5 Lakshmi R 7 

6 Priyanaga K 8 

7 Swetha R 9 

8 Anjali R 7 

Mean 7.375 

Table. 1  Correct responses of normal child 

S.NO Name Correct answer 

Attended out of 10 

1 Gayu K 2 

2 Durga N 1 

3 Gomathi T 4 

4 Abinaya D 4 

5 Gunaseeli V 5 

6 Anusree M 3 

7 latha U 2 

8 Karthick K 5 

Mean 3.25 

Table. 2 Correct responses of abnormal child 

S.NO Name Dyscalculia 

1 Vino  S 3.95 

2 Sangeetha M 3.05 

3 Akila K 3.07 

4 vinay P 2.98 

5 Lakshmi R 3.40 

6 Priyanaga K 3.02 

7 Swetha R 3.50 

8 Anjali R 3.95 

Mean 3.365 

Table. 3 Latency of the normal child 

S.NO Name Dyscalculia 

1 Gayu K 7.30 

2 Durga N 8.15 

3 Gomathi T 7.30 

4 Abinaya D 7.06 

5 Gunaseeli V 7.13 

6 Anusree M 8.02 

7 latha U 8.00 

8 karthick K 7.95 

Mean 7.613 

Table. 4 Latency of the abnormal children 

Formula to calculate mean(µ) 

                                 

Where, 

 x =  no of correct response or time taken 

 N= total number of kids 

There were two groups of students for identifying learning 

disabilities. So we found means of  both group separately for 

each SLD.  

Formula to calculate standard deviation(𝝈) 

                             

Formula to calculate T-test  

                                     Where,µ1 > µ2 

 Analysis Dyscalculia 

Child with dyscalculia Mean 3.25 

SD 1.391 

Normal child Mean 7.375 

SD 0.856 

T-Test 2.258 

Table. 5 T-test analysis for correct response 

 

Fig 11. Mean and SD of correct response 
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 Analysis dyscalculia 

Normal child Mean 3.15 

SD 0.305 

Child with dyscalculia Mean 7.52 

SD 0.419 

T-test 2.267 

Table.6 T-test analysis for time taken 

0

2

4

6

8

Mean SD Mean SD

Normal Child

Child with
Dyscalculia

 

Fig 12. Mean and SD of time taken 

VIII. CONCLUSION AND FUTURE SCOPE 

The main purpose of this system is to identify the child 
with dyscalculia who may excel in other area. The main 
advantage of this system is to handle and use in an easy manner. 
The proposed is portable, and also it calculate the time taken by 
the children to answer and calculate the score and compare with 
the normal children score and latency and says whether the 
children having dyscalculia or not. The children with learning 
difficulty have less response for answering the questions. Those 
children are also taking more time delay when compared with 
other children’s. These types of children should be identified 
earlier stage itself, and needs special care and guidance. 
Through practice, the dyscalculia disabilities in the child can be 
rectified.  

The proposed system can be modified to identify the 
Dyslexia and Dysgraphia disabilities. The calculation of latency 
can be carried out with a help of screening tool automatically 
when the students are completing the test and the information 
can be sent to the parents Emil or mobile phone to aware about 
the children disability. 
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Abstract—Network virtualization encourages the assured re-
source management in which particular Virtual Network is
allowed to be mapped on common or shared physical infras-
tructure. This mechanism termed as a problem of Virtual
Network Embedding(VNE). It is considered to be NP-hard,
and various heuristic, meta-heuristic, and exact solutions are
proposed already in the past literature. In this paper study
on different categories of VNE is presented. It also discusses
multiple different approaches used to solve VNE among various
networking environment like wireless networks, optical networks,
cloud infrastructure, etc. The paper elaborates taxonomy of VNE
optimization methods, considering dynamic or static, centralized
or distributed and concise or redundant scenarios. Also focusses
on a discussion of crucial algorithmic aspects and possible
research directions.

Index Terms—Network virtualization, Virtual network embed-
ding, Embedding algorithms, Virtual networks

I. INTRODUCTION

Network virtualization(NV) is a technique which defines a
procedure of merging software as well as hardware network
resources. It also performs network functionality into an
individual, software-based executive entity, called a Virtual
Network (VN). This domain is specific in collecting different
virtual networks, that share the hidden resources of multiple
substrate networks according to various resource allocation
strategies. The physical network supplies network operators
along with stretchability, variety, and tractability. Making
NV one of the emerging automation in the advance internet
architecture. The main advantages of NV are that it can
provide more malleability and prevent internet petrification
without requiring significant network modification. Network
virtualization is made up of some form of network hypervisor,
that virtualizes the physical network services to create virtual
networks to serve various applications, and ultimately to
provide the best possible outcomes, and the most efficient
network access possible for the application and workloads.
It is already used in business architecture like 4-WARD [1],
CABO [2].

Virtualization is used to execute several applications (e.g.,
Operating System, servers, networking protocol) upon the
same shared physical resources. These applications need cloud
resources that are standard in the form of a virtual network
including many virtual machines(VM) clusters attached by
virtual links with undertaking bandwidth. In network tectonics
infrastructure as a service (IAAS) [3] is used for defining

future internet architecture. NV partition the role of the
Internet service provider(ISP) in - 1)Infrastructure Provider
(InP), and 2) providers of operation performing in-between
the slices of the physical network known as a Service Provider
(SP). InP employs and maintains the network appliances, and
SP is the in charge of employment of networking protocols
and enables end-to-end deployment of the latest networking
technologies. There are various business models which are
providing separation between InPs and SPs, eg. NetScript,
Genesis, X-Bone, AGAVE, etc [4].

The traditional role of management and business of SP
divided into three main players [1] (a) Physical Infrastructure
Provider(PIP), (b)Virtual Network Operator(VNO)and (c) Vir-
tual Network Provider(VNP). Information about each player
is as follows:

1) Physical Infrastructure Provider(PIP): PIP use to lo-
cate, command, and maintain the resources of a network
such as routers, links, etc. They know the allocation
strategy of physical resources assigned to VNP’s request
by excluding internal protocols. They provide informa-
tion like prices of resources, the location of the physical
network, and the Quality of Service offered. Which
in turn, help VNP to build cost-effective decisions for
the resources which are used to configure new Virtual
networks.

2) Virtual Network Provider(VNP): VNP is an interme-
diate group amid VNOs and PIPs. They discover prac-
tical resources from multiple InPs for granting VNOs
requests. It is responsible for slicing and creation of
empty containers in which VNOs form the protocol
stacks required to configure the VN.

3) Virtual Network Operator(VNO): They Operate the
network architecture inside every slice of the virtual
network. VNO install, manage, and operate the VN over
the topology of VNP to serve the Quality of Service
requirements of the client or end user. VNO set up
the protocols, and networking infrastructure over the
VN, isolated from technologies of the physical network.
VNO then make use of VNs to provide services to the
client.

A. Virtual Network Embedding

The primary entity in network virtualization comprised
of a virtual network which is used to characterize many
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network technologies like VPN, Overlay Networks, and Active
and Programmable Networks. Virtual Network model defined
as the interconnection of nodes and links along with their
resource requirements. The requirement of a node is functional
resources like Operating System capacity, energy, etc. that will
not change with time. A link has a non-functional requirement
like bandwidth, propagation delay, etc. that change through-
out the time. Hence, this model termed as Virtual Network
Request(VNR). Many VNRs with different node and link
requirements enable to exist on the shared substrate network.
The assignment of embedding VNs on the physical network is
the major issue in network virtualization. This issue is known
as Virtual Network Embedding problem (VNEP). The goal of
VNE is proper utilization of primary resources by accepting
many heterogeneous VNs to execute on the same SN. To
complete this goal, VN mapped to specified nodes and links
of the substrate infrastructure in the most favorable way. The
Virtual Network Operator uses different embedding algorithms
to determine which virtual resources to invoke from the Virtual
Network Provider. Then Virtual Network Provider instantiates
Infrastructure Providers substrate resources to handle various
Virtual Network Requests. Hence, Virtual Network Embedding
becomes an NP-hard problem. VNE is a topic of research
in a couple of years because of the demand for network
virtualization. In this way, multiple service provider can offer
services on the same substrate network. It also can be used for
network simulation architecture such as PlanetLab(a research
network that supports the global evolution of new network
facilities). Presently VNE problem is mainly classified into
two subproblems, Virtual Node Mapping (VNoM) and Virtual
Link Mapping (VLiM) [5]. The issue is further decomposed
to solve the coordination between VNoM and VLiM.

1) VNE Problem Defination: VNE problem is explained as
Assume substrate network as an undirected weighted graph
GS=(N, L), where N denotes the number of nodes and L
denotes the number of links of the substrate network. Let VNR
is represented by another graph GV = (N

′
, L

′
), where N

′
and

L
′

denote set of nodes and links associated to any V NR
′
. Let

us consider a function which allocates resources(bandwidth,
CPU) to parts of the substrate network represented as equation
1.

capacity : [Nodes
⋃

Links −→ Resourcevectorspace]
(1)

Then for individual V NR′ we provide a function as in
equation 2.

demand
′
: [Nodes

′ ⋃
Links

′
−→ Resourcevectorspace]

(2)
This function allocate demand for resources to parts of all
VNRs. Then a VNE is consists of two functions 3, 4 and :

F1 : N
′
−→ N (3)

and

F2 : L
′
−→ GV ⊆ Gs (4)

for individual V NR
′

such that for all the nodes of any VNR
and for all the links of any VNR

demand(L
′
) ≤ capacity(L) (5)

Therefore equation 3 is a node mapping function(VNOM) and
equation 4 is represented as link mapping function(VLiM).
Model representing multiple VN and a single substrate is
shown in figure 1.

Fig. 1: Network virtualization model [6]

2) VNE problem description: Components of VNE are
further described as follows:

1) Substrate network(SN): SN has modeled with the
help of a weighted undirected graph in VNE research
literature. Substrate topology has formed with routers
or switches defined on substrate nodes, and these nodes
joined by substrate links such as coaxial cable or optical
fiber. Each substrate node has specified by node capacity
(CPU capacity) and the location of the node. Substrate
links are defined by resources such as bandwidth and
propagation delay.

2) Virtual network(VN): The client formulates VN and
supervised by the service provider. The task of Service
Provider(SP) is to allocate computing resources of the
network to a client, and resources hired from InP by
using any VNE scheme. A weighted directed graph
generally models VN with node and link requirement
for computing power and bandwidth. VN termed with
virtual network request which arrives from SP to SN in
an online or offline manner.

3) Virtual network mapping(VNE): VNEP is split into
two subproblems - virtual node mapping (equation 3)
and virtual link mapping ( equation 4). There must be
optimized coordination between these two subproblems.
One scheme to achieve better coordination by solving
each subproblem separately and output of VNoM termed
as input for solving VLiM function. This permutation
defined as uncoordinated VNE. Some solutions use
coordinated VNE for better performance. Coordinated
VNE will work in one stage or two stages. Some VNE
approaches embed VNR into multiple adequate InPs by
dividing a VNR into sub-requests. This variant termed
as InterInP coordination.
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The rest of this paper is organized as follows. Section II
assesses a literature survey. Section III introduces some future
research challenges. Section IV concludes the paper.

II. TAXONOMY OF VNE

VNE can be classified into six categories according to
different objectives, as shown in figure 2. A static or dynamic
approach used when modification of infrastructure is involved.
VNE follow distributed Approach because virtual networks are
placed on the physical network composed of multiple InPs.
Otherwise, a centralized system is there. When there are no
resources saved as a backup, then the Approach is concise
otherwise redundant.

1) Scenario-based: Scenario-based approaches are classi-
fied as either static or dynamic. When there is a change in the
substrate and virtual network with the evolution of the system,
then the method is dynamic otherwise static.

Static: In the static category, VNRs arrive following an
offline order and stay in the network queue for some time
and mapped one by one. There is no reconfiguration of SN
and VN involved. Hence it works better for a small-scale
network. Limitation of static VNE approach is fragmentation
as topologies of both VN and SN cannot be reorganized; due
to this, no efficient resource utilization takes place.

Dynamic: Dynamic VNE approach overcomes the limita-
tions of the static Approach by relocating already allocated
resources. This Approach involves a change of infrastructure
and VNRs arrive following an online manner. Dynamic VNE
supports remapping of rejected VNR, which is called virtual
network reconfiguration. This algorithm was introduced to
improve the rejection rate and load balance. Limitations of
dynamic VNE approach is that there is increased complexity
of remapping.

2) Modification-based: Modification based approaches can
take the form of centralized architecture when only one
substrate entity involved for mapping. A Distributed architec-
ture is considered when multiple objects are responsible for
mapping the requests.

Centralized: These approaches follow soft programs that
run on general computing platforms. The single entity of
InP receive VNR and allocate resources to it. This separate
entity has information about each resource allocation. In other
words, it has global knowledge about the system. But the
disadvantage of this Approach is if a single entity failure
occurs, the complete process fails. It is tough to maintain
scalability on an extensive scale network with this Approach.

Distributed: In this Approach, Virtual Network Requests
are distributed over multiple substrate entities. Due to load
distribution, every node participates in the embedding process,
and it overcomes the limitation of scalability. These ap-
proaches provide better robustness compared to the centralized
procedure. Deficiency of this Approach is there is communica-
tion overhead for maintaining synchronization among multiple
InPs.

3) Relocation-based: Relocation based approaches con-
sider the resource requirement. If resources are available only
to satisfy the requests, then the method is concise. If resources
are saved to handle any substrate failure, then the Approach
is redundant.

Concise: In this approach substrate resources are not
reserved as a backup when any entity fails. The concise
Approach uses algorithms which use as many resources as
required for completing the demands. The remaining resources
which left after the embedding process they can be used for
future VNRs. Failure recovery is not guaranteed in a virtual
network. Most algorithms follow the assumption that every
time SN is working; hence, most VNE solutions are concise
in general.

Redundant: These approaches secure extra resources for
virtual network requests in cases of runtime failure. Degree of
reliability is directly proportional to the embedding cost. These
approaches meant for fault sensitive systems. Substrate entities
are monitored if any breakdown happens, so there are fall back
resources for them, and switching from primary resource to
backup support is performed.

According to the above context the approaches are mutually
independent; hence, VNE algorithms are dynamic, distributed,
redundant at the same time. Hence notation for identification
of the class of the particular algorithm in which it belongs is
described with the following syntax:

S—D/C—D/C—R

The first character denotes whether the Approach will work in
a Static or Dynamic category. Next character indicates whether
the algorithm is Centralized or Distributed. Finally, the third
character aims to denote whether the Approach is Concise
or Redundant. For instance, a VNE algorithm indicated as
S/C/C represents that the algorithm is a static, centralized, and
concise algorithm. Class distribution of different embedding
approaches can be classified as follows:

A. Centralized/Static/Concise solutions

This section contains a literature survey of VNE algorithms
belonging to S/C/C class, as shown in table I. This class is easy
to model because virtual network requests arrive offline and
processed in batches with a time window. There is only one
substrate infrastructure to manage, and it has global knowledge
about every component of the network. It works as a base to
model the other seven classes described further in the paper.
Many types of research have conducted in this class of VNE
algorithms.

Limitations of S/C/C category such as:
• S/C/C solutions assume that substrate network remains

operational through run time, but in today’s substrate
network such as MPLS(multi-protocol label switched
networks), [13] and real-time system [14] the substrate
node or link may fail. Hence, S/C/C solutions will
not provide Virtual network survivability, and no extra
resources saved for handling substrate failure.
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Centralized
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Fig. 2: Taxonomy of VNE

S.No. References Contribution Merits Limitations
1 Liu et al.[7] virtual network embedding com-

pleted by 0-1 programming in one
step.

Improved coordination based on nodes
proximity

Not feasible for large-scale networks

2 Yu et al.[8] Joint node mapping and link map-
ping in single stage

Reduced mapping cost and hop length Not completely optimal

3 Fenget al.[9] Considered multiple attributes of
topology for embedding VN

Improved long-term average revenue,
acceptance ratio, and revenue to cost
ratio.

Does not provide fault tolerance

4 Jarray et al.[4] JNLE column generation with
branch and bound technique and
auction-based mechanism

Increased infrastructure provider’s
profit up to 45%

Not able to maintain fairness among
clients

5 Mano et al.[10] Investigated trade-off of embed-
ding time and reduced cost of vir-
tual network

This Approach provides faster embed-
ding by reducing dense Virtual Network
into sparse.

The feasibility and capacity ratio were
not analyzed.

6 Jahani and
Khanli[11]

Core decomposition find subnet-
works according to a degree of
node

More revenue, acceptance ratio, and
low embedding cost

It will not provide scalability in han-
dling large complex graphs as memory
size was unbounded. Additionally, Ap-
proach had more CPU and I/O cost due
to inefficient utilization of memory.

7 Moura et al.[12] Proposed A Branch and Price al-
gorithm to solve Virtual network
embedding problem of single path.

Fast running time hence memory usage
was minimized

Further enhancement is required for
performance of the algorithm and no.
of nodes can be further reduced

TABLE I: Solution of S/C/C class

• The network scenario under this class of solutions is
complicated because of the substantial computational
burden on the central unit. Moreover, it is hard to analyze
the network in this class.

• As the infrastructure is centralized, there is an issue of
scalability arises while implementing S/C/C in large-scale
networks. Moreover, static requests also cause fragmen-
tation in the substrate network, which, on the other hand,
cause reduced acceptance ratio and long term revenue.

B. Centralized/Dynamic/Concise solutions
C/D/C class includes another variant of S/C/C class by

changing one characteristic as shown in table II. Here we are
focused on the virtual network embedding with an evolving
or dynamic system. The solutions belonging to this class
has improved the rejection rate and balances the load of the
substrate network efficiently.

D/C/C class provide VNE solutions with the reconfiguration
of mapped virtual network requests and reorganize resource
allocation. But, there are less number of solutions under this
class as compared to S/C/C category. It has some merits as
well as limitations.
Limitations are discussed below:

• Fewer VNE solutions are belonging to D/C/C class as
compared to S/C/C class, due to the high migration
cost of virtual nodes and links resulting in long service
disconnection times. Hence, D/C/C solutions are not
feasible for critical time applications.

• D/C/C solutions behave in a very complicated manner due
to online characteristic; hence, they are more challenging
than the static scheme.

C. Distributed/Static/Concise solutions

Above discussed two classes followed the centralized net-
work topology. Where the central substrate entity is handling
all VN requests from the clients and is responsible for choos-
ing and assigning virtual nodes to the substrate nodes of the
underlying physical network. But the centralized Approach has
certain limitations like scalability among vast scaled network,
and it is not easy to maintain. Another limitation is pro-
ductivity and flexibility of VN requirement and management.
This becomes challenging research when SN is dynamic with
an evolving environment. As shown in table III the section
deal with the analysis of distributed network topology which
decentralizes the process of making decisions while mapping
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S.No. References Contribution Merits Limitations
1 Shuhao et al.[15] Proposed objective functions with

both resource and security con-
straints

Addressed the security requirements of
virtual network embedding

Not a traditional pay-as-to-go model.

2 Sunet al.[16] Introduced a MILP model for em-
bedding evolving VN requests

Reduced resource consumption as well
as the cost of reconfiguration

Higher link mapping cost

3 Shakya et al.[17] Focused on spectrum consecutive-
ness, relative loss, and spectrum
alignment.

Achieved lower blocking probabil-
ity for arriving VON requests and
enhanced revenue for the Service
Providers (SPs)

Alignment and Spectrum consecutive-
ness will cause excess link load of
some region in the network, therefore
blocking probability will increase.

4 Han et al.[18] VNE in WiFi network Increased InP profit and acceptance ra-
tio

The average revenue as well as the av-
erage cost declined and RFD increases.

5 Hanet al.[19] Green virtual network embedding
scheme in virtualized FiWi access
network for 5G

Power consumption is reduced with
guaranteeing Infrastructure Provider
profit

No provisioning of virtual nodes with
low flexibility.

6 Hejja and
Hesselbach[20]

Embedding focused on peer-to-
peer delay as a primary constraint

Reduced the average power consump-
tions in the physical network by
23.54%.

Non-direct edges are not considered

TABLE II: Solution of D/C/C class

VN on all substrate nodes. This work includes embedding of
VN requests on a network which is shared and find optimal
mapping with a balanced node on each node and link.

Limitations of S/D/C class of solutions:
• There is a lack in the group of S/D/C solutions in offering

resiliency which can be provided by setting up backup
resources at provisioning time in a centralized way.

• S/D/C groups algorithms that perform configuration of
VNs across multiple substrate networks; hence, there is
overhead of exchanging messages; therefore, for vast SNs
evaluation is not optimal.

D. Centralized/Static/Redundant solutions

In a network virtualization environment, it is ensured that
all virtual links should be unbroken in the presence of failure.
As shown in table IV the section focuses on survivability
approaches in NV environment. Resources are redundant to
provide fault tolerance.

E. Distributed/Dynamic/Concise Solutions

VNE belonged to D/D/C class are grouped in this subsec-
tion, as shown in table V. These proposals can perform a
dynamic reconfiguration of already mapped Virtual Network
Requests when a new VNR arrives. Embedding is concise, and
the algorithms run on a primary instance. Dynamic approaches
are proactive, hence challenging. It leads to fewer publications
in this category, compared to centralized, static methods.

Limitations of D/D/C VNE solutions:
• Distributed solutions for VNE are significantly harder to

implement and more difficult to reach near to optimal
solutions hence few D/D/C approaches are listed in this
section.

• It is hard to find proper convergence direction in multiple
Substrate networks.

F. Distributed/Dynamic/Redundant solutions

This subsection defined distributed and dynamic ap-
proaches, along with redundant resources to provide fault tol-
erant behavior. Nguyen et al.[6]defined resource allocation and

routing in a wireless network environment. The objective of
the framework was to prevent disruption caused by traffic for
SPs. Provided operation cost for SN was low also it provided
promising traffic reduction on link failure. As the formulated
model was on a large-scale direct solving of optimization
problem was not manageable. Hence, two algorithms were
proposed by the application of ADMM (alternating direction
method of multipliers) decomposition technique named par-
allel and distributed algorithm. Limitation of this multi-path
addressing is that it also increases the redundant transmission
of the target content and the node will exit network when the
energy exhausted, and the QoS of the system will deteriorate.

Limitations of D/D/R VNE solutions:
• Most of the algorithms still run on a central instance,

and few approaches try to combine redundancy and
dynamicity.

G. Distributed/Static/Redundant solutions

This subsection deals with approaches having Decentralized
infrastructure and resources are redundant to provide surviv-
ability. Order of arrival of VNR is offline

Chowdhury et al. [32] proposed PolyVINE allowed map-
ping of VN in a distributed way and each InP is involved in
global competition. They proposed a location dissemination
protocol(LAP)and hierarchical addressing system (COST) that
allowed InPs to make informed forwarding decisions. Another
direction involves modeling this problem as DCOP(distributed
constrained optimization problem)[31] and for the solution,
there should be minimal information exchange between InPs.

Becket al.[33] proposed a parallel, generic, and distributed
technique for mapping virtual networks. Proposed Approach
provided minimization in communication than other decentral-
ized VNE solutions. Regardless of its decentralized behavior,
mapping costs of DPVNE remain persistent comparable to
costs of centralized techniques.

Limitations of S/D/R VNE solutions:
• In S/D/R class of solutions SNs failure of any substrate

element is considered thus complexity is higher than
usual S/D/C solutins.
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S.No. References Contribution Merits Limitations
1 Esposito et

al.[21]
Distributed auction method for
solving slice embedding problem

Quality convergence characteristics and
better resource utilization

link is decoupled from node mapping
which may result in VNE inefficiency

2 Duan et al.[22] Three virtual machine placement
strategies with different features

Saved core switches, Powerfull and
flexible also cost saving is achieved

Did not allow link oversubscription

3 Mano et al.[23] Proposed a method which allows
optimal VN to built over multiple
domains effectively without dis-
closing private information

Discussed Pareto optimality of VN
fragments to reduce search space

A much faster search algorithm can be
used for further enhancement

4 Hou et al.[24] Risk assessment framework to
recognise unsecure VMs and
RVNE framework to accomplish
the physical separation among
unsecure and safe VMs.

RVNE has undertaken the ODCN pro-
tection with an average protection ratio
of 0.75

Does not deal with the reply attack
hence no optical bandwidth between
two risky VMs

TABLE III: Solution of D/S/C class

S.No. References Contribution Merits Limitations
1 Mashrur

Alam khan
et al.[25](2016)

SiMPLE(Survivability in multi-
path link embedding) Highly sur-
vivable VN embedding of multiple
link failures

Increment in profit, survivability is as-
sured, lower backup bandwidth demand
and better acceptance ratio

while implementing under SDN envi-
ronment, this prototype cannot support
path splitting in the substrate network

2 Lee et
al.[26](2018)

Developed SVNE which was topol-
ogy aware and it combined those
degree and closeness factors

The proposed algorithm may enhance
virtual network survivability without
lowering the performance and accep-
tance ratio

Network traffic congestion did not con-
sider for further improvement

3 Xiaoet
al.[27](2014)

Define primary and backup node
resources for multiple nodes fail-
ures

Achieved rational resource allocation
and effectively increased the profit of
infrastructure provider

There is no adjustment for dynamic
backup quotas to assist the changing
Virtual Network and node failure arrival
rate.

4 Shahriar et
al.[28](2017)

Proposed a generalized method to
recover from single substrate node
failure

Proposed heuristic performed close to
the optimal solution and outperforms
the state-of-the-art algorithm

Reactive recovery approach take action
after failure

TABLE IV: Solution of C/S/R class

S.No. References Contribution Merits Limitations
1 Houidi et

al.[29](2010)
Remap VN when a new VN arrives
among multiple SNs

Distributed embedding algorithm along
with dynamic VN binding for efficient
reaction to resource failures

adaptive matching not defined for iden-
tification of new candidate resources
according to service provider’s require-
ment

2 Esposito et
al.[30]

Presented a framework for virtual
network embedding policy pro-
grammability(VINEA).

It is a constrained graph matching prob-
lem modeled as network utility maxi-
mization. Proposed Approach followed
decomposition theory to resolve the
VNEP.

Proposed work analyzed the embedding
performance with different policies. A
secure VN embedding protocol able to
function even in the presence of mis-
configurations, Byzantine failure, and
malicious users is required.

3 R.Gulart et
al.[31]

First one which was modeled using
DCOP(distributed constraint opti-
mization problem) for allocating
resources of nodes and link with
factor graph

It provided better scalability features such as geographical location,
bandwidth or physical availability not
considered

TABLE V: Solution of D/D/C class

III. FUTURE RESEARCH CHALLENGES

VNE solutions are still an open field and cover many points.
Some future directions in this respective domain are described
below:

• Complexity of VNE: Static and rigid network systems
cannot satisfy an increasingly large amount of mobile
traffic. Therefore to leverage, the complexity and scalabil-
ity of resource allocation in large-scale access networks,
various multi-objective or distributed models are already
introduced. There are many unresolved issues to resolve
complexity in resource distribution.

• Dynamic VNE: In studies of static VNE, the assign-

ment of network resources is persistent and excessive
in the VNRs lifetime. However, in actual, the user’s
resource demands evolve with time; therefore, static VN
embedding techniques leading to less usage of substrate
resources and lowering of revenues. Dynamic methods
provide flexibility in virtual and substrate network and
provide multiple bandwidth connection in applications
like E-health, virtual reality, etc. VNE algorithms with
dynamical virtual network mapping for complex compu-
tation is an open research issue for future work.

• VNE Survivability: Protecting the Virtual Network layer
is an uninvestigated spectrum for survivability. Providing
survivability at the upper layer (e.g., Internet Protocol
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(IP)) of a multilayer network is crucial for VNE. Another
advantage of giving survivability at the VN layer is
that it capitulates more resource effective embedding as
compared to providing the same level of survivability at
the Substrate Network layer. Survivable VNE with VN
level protection saves approximately 33% resources than
survivable VNE with SN level protection. Allocation of
resources to ensure survivability at the fabric level along
with VN level is an essential future challenge to study
further.

• VNE in wireless network: Operators of the wireless
network are observing a considerable rise in data demand
because of smart-phones and the abundance of supported
Internet applications. Mobility is an important subject
that has to be taken into account during the development
of the VNE algorithm for wireless networks. Mainly,
content caching at the network level is gaining interest
as a technique which eases the generated data traffic at
the base station and also reduces the access latency and
the overall power usage. By caching accessible content
along with the network, client requests can be satisfied by
closely located mobile clients without the need to recover
them from the source, which is assumed to be, in the best
case scenario.

IV. CONCLUSION

Network virtualization is an encouraging tool to eliminate
the rigidity of modern internet. Virtual Network Embedding is
an important matter to resolve resource utilization in network
virtualization. Embedding algorithms aimed are essentially
exact, heuristic, and meta-heuristic to explain the available
virtual network assignment in polynomial time. This paper
presented a literature survey of a variety of approaches and
also presented a study of many algorithms used to solve
different aspects of VNE. A proper explanation and formu-
lation of VNE are given, and a taxonomy is explained in an
elaborated manner. As future work issues like InP interactions,
reputation management, pricing models, and incentives for InP
genuineness. Characteristics such as scalability, stability, and
performance require further study
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Abstract—Cooperative Communication (CC) allows the 
transmission of information by collaborating different nodes in 
the network by effective utilization of communication resources. 
In this paper, a new methodology for relay selection has been 
proposed where the relay is chosen based on the highest channel 
capacity of the node with the neighboring nodes as well as 
destination node. A new frame format ready to forward (RTF) 
has been proposed to enhance the communication by selecting the 
relay in a decentralized method. The existing RTS and CTS are 
modified to support cooperative ad-hoc network.

Keywords—Cooperative communication, Ready to Forward, 
Decode-and-Forward.

I.  INTRODUCTION 

CC for wireless ad-hoc networks have a nature of 
broadcasting. Remaining nodes or terminals in the 
communication network behaves like a helping node for the 
exchange of information on receiving the broadcasted signal 
for the source node. It is used for improving network 
connectivity, communication reliability and reduce the signal 
fading effects. 

CC supports both spatial diversity and timing diversity. 
There are three different types of protocols that are used in 
CC, namely Amplify and Forward (AF), Decode and Forward 
(DF) and coded cooperation. We used DF as it decodes the 
received information and filters the noise, then it encodes the 
information and broadcasts the information in the network. 
Whereas, in AF, the relay node will amplify the signal along 
with the noise which results in fading or loss in signal power 
and working of Coded cooperation is by transmission of 
various portions of a user's code-word using two different and 
independent fading paths.

The primary unit in CC is a three terminal network where 
the relay cooperates with the source by sharing its resources, 
to make successful communication between source and 
destination. Among the resources specified for cooperative 

communication in [1], relay is one of the important resources 
to be selected to improve the performance of the network.

CoopMAC was developed for wireless LANs to utilize the 
multi-datarate capability and reduce the throughput bottleneck 
that will be caused by the low data rate nodes, such that the 
throughput can be increased. High data rate stations in 
CoopMAC, are assisting low data rate stations in their data 
transmission by forwarding traffic. Each of the low data rate 
nodes maintained a list in the form of a table and called it 
CoopTable, of capable helper nodes that is capable of assisting 
in the transmissions which leads to memory constraints [2]. 
Relay-enabled DCF (rDCF) was developed which enabled 
packet relaying, in ad-hoc mode of IEEE 802.11 systems, by 
seeking each station to broadcast the datarate information 
among the stations explicitly[3]. 

Every station has to broadcast their rate information, this 
method consumes more bandwidth. In [4] and [7], authors 
proposed a new MAC protocol to make a betterment in the 
lifetime of the Wireless sensor network by considering 
residual energy information and channel state information    of 
sensor nodes to select the cooperative nodes. A Cooperative 
Diversity MAC algorithm, which exploited  the  CC capability 
in the physical layer for the betterment in robustness of 
wireless ad hoc networks was investigated in [6]. 

A good amount of work was done to design cooperative 
protocols that define the selection of the relay candidate [8], 
it's coding [9], it's cooperative transmission [10] and it's power 
allocation schemes. From the recently proposed cooperative 
protocols, relay selection mechanisms only choose optimal 
relays among multiple relaying candidates to cooperate with 
communication links. Most of the research on cooperative 
communications  models the wireless channel as a narrow 
band Raleigh fading channel with additive white Gaussian 
noise (AWGN) [11]. Among the relay selection algorithms 
developed so far, most of the researchers considered 
centralized relay selection method. Two papers [7] & [12] 
proposed decentralized relay selections methods, out of which 
one paper [7] considered location information of the users to 
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maximize the lifetime of the network by compromising with 
the reduction of throughput. Since throughput is an important 
parameter and it depends on the channel strength supported 
between the users, we propose a decentralized relay selection 
scheme by considering the location information of the users by 
modifying the existing IEEE 802.11b MAC protocol.

An effort is made to select the relay in decentralized 
manner as explained in section II and the proposed 
mathematical model is explained in III. Modified  RTS & CTS 
frames and newly developed control frame known as  Ready 
To Forward (RTF) for a 802.11b is described in section IV. 
The proposed model has been compared with wireless ad-hoc 
networks and an analysis is driven in section V and VI. 
Conclusion drawn from the proposed work has been explained 
in section VII along with the Future scope.

II. RELAY SELECTION MODEL

In a cooperative ad-hoc network there are many nodes 
which are in range with the source node that may have better 
channel capacity when compared to the source node while 
transmitting to the desired destination node. In sequence, to 
choose the right Relay node, the following algorithm was 
developed.

Step 1: Source broadcasts RTS. It will be received by all 
the nodes which are in range (100m) with the source node. 
Modified RTS will contain the location information of the 
source.

Step 2: Destination will broadcast CTS, once the RTS is 
received at the destination The modified CTS frame format 
will contain the channel capacity supported between the 
selected source and the destination.  

Step 3: The neighbouring nodes will calculate their 
channel capacity with respect to the destination node.

Step 4: If the channel capacity of the neighbouring node is 
greater than that supported between the selected source and 
the destination, a suitable relay with the highest channel 
capacity will be selected as explained in the mathematical 
model in section III.

Step 5: The selected relay node will now broadcast the 
RTF frame in the network to indicate that the other nodes need 
not be involved in further transmission.

Step 6: The selected relay node will be considered as the 
helping node to cooperate between the source and the 
destination.

Fig 1 specifies the methodology at the source node. The 
first step in the method is to sense the medium to check 
whether the required channel is free. If it finds the channel is 
free, then it broadcasts RTS frame i.e. source node broadcast 
RTS in the network. If the channel is busy then it will wait for 
the specific back off time. 

After broadcasting RTS from the source node, it waits for 
short inter frame space (SIFS) i.e. the source node will be idle 
for some amount of time till it gets the response of a CTS 
frame from desired destination node. 

Fig.1: Methodology to be followed at the Source Node

If CTS is received by the source node in response to RTS 
then it waits for SIFS amount of time and checks for RTF. If 
RTF is received, then it waits for an SIFS time and transmits 
data to the destination node. If RTF is not received, it directly 
broadcasts the data to destination node. If CTS has not been 
received, then it waits for the specific back off time and makes 
a new attempt to access the channel.

After the data is transmitted from the source it waits for 
acknowledgement from the destination node. In the case when 
acknowledgement is received from the destination node and 
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there are no further frames to be transmitted then it terminates. 
If it has some more frames to transmit then it will hold on for 
a DIFS amount of time. If the acknowledgement has not been 
received by the source node, then it assumes that the collision 
has occurred and it waits for back off time and retransmits the 
data if the channel is free.

Fig 2 specifies the methodology at the relay node. Initially 
relay nodes are assumed to be in idle state. It receives RTS 
from the source node and also waits for CTS from the 
destination node. On receiving the CTS, every relay node 
computes  the  channel  capacity,   in  which  the  relay  checks

Fig. 2: Methodology at the Relay node.

whether the relay node channel capacity is greater than the 
channel capacity of destination node. If the relay node data 
rate is greater than that supported between source and 
destination, Difference between the maximum possible data 
rate and relay node data rate is assigned to x. The node with 
smallest value of x will be chosen as the relay node in order to 
broadcast RTF to remaining nodes. 

After broadcasting the RTF it waits for the data transmitted 
from the source node which is to be transmitted to the 
destination node. Since the relay node follows the decode and 
forward  mechanism,   if  first  decodes  the  data  and  then  it

Fig. 3: Methodology to be followed at the Destination node.
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encodes and broadcasts the data to the other nodes in the 
network.

Fig 3 specifies the methodology at the desired destination 
node. Initially destination node is assumed to be in idle state. 
If the RTS is obtained at the destination from the source, then 
it computes the data rate and broadcasts CTS .If it fails to 
receive RTS then it waits for the amount of time mentioned in 
the back off timer.

Once the CTS is broadcasted, it waits for the RTF from the 
relay node. Once the RTF is received it waits for the data from 
the source node in first time slot and from the relay node in the 
second time slot. If RTF is not received within a specified 
time duration, it will hold on until the data is obtained from 
source node only. On receiving the data, it performs 
Maximum Ratio Combiner (MRC) and decodes the data 
.Upon receiving the data the destination node will broadcast 
the   acknowledgement in the network.

III. MATHEMATICAL MODEL

In a cooperative ad-hoc network there are many nodes 
which are close to the destination node that may have better 
channel capacity when compared to the source node while 
transmitting to the destination node. In order to select the right 
Relay node, the following mathematical model was developed.

Initially, the nodes in range with the destination will 
receive CTS and every node in that range compares their data 
rate with that of destination data rate, which is present in the 
modified CTS frame. 

If Relay node data rate > Destination data rate then, 

x= Maximum possible data rate - Relay node data rate

where maximum possible data rate supported by 802.11b is 11 
Mbps.

If the relay node data rate is greater than destination data 
rate, then difference between the maximum possible data rate 
and data rate supported by the relay will be calculated. The 
relay with the least difference value will broadcast the RTF in 
the network. The smallest value of x will be set as the back off 
value in the timer. The relay node that backs off first with 
minimum back off timer value will be selected as the helper 
node and this node broadcasts the RTF in the network. Other 
neighbouring nodes which listen to the RTF will set their 
backoff value  equal to the NAV specified in the RTF.

IV. MODIFICATIONS

A. Modifications at MAC Layer

According to the TCP/IP model there are five layers of which 
CSMA/CA protocol is used at the MAC Layer to facilitate

wireless communication. In order to simulate this concept, few 
modifications were made to RTS and CTS frame formats. A 
new control frame format known as RTF is also developed to 

announce the relay that is selected to cooperate with the 
source in a distributed manner. The modified MAC frame is as 
shown in the fig 4.

 Subtype defines the values for the control frames 
such as RTS (1011), CTS(1100), ACK (1101) and 
RTF (1010).

 Duration of NAV: Network allocation vector is used 
for virtual carrier sensing and it also specifies the 
Roundtrip time (RTT) taken to occupy the channel. 
RTT is computed by considering the processing 
delay, Transmission delay and propagation delay.

B. Modified RTS Frame
It is broadcasted by the sender in the network before the 

actual data transmission begins. This frame format is as shown 
in fig 5. Two bytes are added between the destination MAC 
address and FCS to carry the location information of the 
source. Location information specifies the X-Y coordinates of 
the Source in the coordinate plane. The area of the coordinate 
plane used in this simulation is 250 x 250 m2.

C. Modified CTS Frame
CTS (as shown in fig. 6) is broadcasted by the destination 

in response to RTS sent by the sender. Four bytes are added 
between the destination MAC Address and FCS of the CTS to 
carry the data rate supported between the source and the 
destination. 

D.   Developed RTF Frame

All the nodes in the network have received a copy of both 
RTS and CTS. Since RTS contains the location information of 
the source and every node in the network are also aware of 
their location information, all the nodes are capable of 
computing the data rate between themselves and the source. 
Data rate is computed considering  the Euclidean distance 
from the source and the helping node. Nodes at different 
locations from the source provide different SNR, which in turn 
provide different data rates. Since CTS contains the data rate 
supported between the source and the destination, all nodes 
other  than the  destination can compare the  data rate with that 
of the destination data rate. Using the mathematical model 
explained in section III, a node that is willing to cooperate will 
be employed as a helper node. The selected helper node will 
broadcast the RTF in the network. RTF frame format is shown 
in fig 7. Helping node Address specifies the MAC address of 
the relay node.

Fig.4: Modified MAC frame format.

Fig. 5: Modified RTS frame format.
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Fig. 6: Modified CTS Frame format.

Fig. 7:  RTF Frame format.

V. RESULTS

An ad-hoc network is generated as shown  in fig 8 using 
MATLAB software. These nodes are given fixed positions (or 
co-ordinates) in the X-Y plane in order to obtain accurate 
results. Twenty nodes are randomly placed  in an area spacing 
of 250x250 m2.

After deploying the nodes in the specified network, source 
node and destination node are selected (here source node is 
node 13 and destination is node 18) and the desired direction 
of data transmission is shown in fig 9. 

Desired data information which is in random binary 
format, is generated depending on the number of bits entered  
that must be used for further transmission. 512 bytes of data 
bits generated will now be accepted at the application layer. 22 
segments, each consisting of 512 bytes of payload are used for 
the simulation of this work.

Segmentation is performed at transport layer to convert entire 
stream of information into fixed sized segments and packets. 
After segmentation, segments are ready to be transmitted  in 
the network. Once the channel  is sensed to be free, RTS will 
be broadcasted from the MAC Layer of the source.  CTS will 
be broadcasted in response to the received RTS from the 
Destination node.  RTF is broadcasted from the selected Relay 
node as shown in fig 10.

Data information broadcasted by the physical layer of the 
source node is decoded and encoded again at the selected relay 
node. Encoded information is broadcasted by the relay node in 

Fig. 8: Positions of nodes in the cooperative ad-hoc environment.

Fig. 9: Plot the direction of the desired transmission.

Fig. 10: Relay node selection

the network. This is illustrated in fig 10.

MRC is applied at the destination on the information 
received from source and the relay, resulting signal is 
demodulated and error free information bits are delivered to 
the MAC layer. Performance of the network simulated is 
evaluated in terms of Packet delivery ratio and Throughput.

VI. PERFORMANCE ANALYSIS

Table 1 shows the performance analysis of Cooperative 
ad-hoc networks in comparison with normal wireless Ad-hoc 
networks. The particulars are with respect to number of 
packets sent using data signal, number of packets dropped due 
to number of bits in error, packet delivery ratio and throughput 
in Kbps.

From the results of table 1, it is clear that the throughput 
and packet delivery ratio are improved in Cooperative Ad-hoc 
networks in comparison to Wireless Ad-hoc networks for data 
signals. 
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TABLE I. PERFORMANCE ANALYSIS OF RESULTS

Type of 
Network

No. of 
Packets 

sent

No. of 
Packets 

Lost

Packet 
Delivery 

Ratio

Through-
put (Kbps)

Wireless 
Ad-hoc 
Network

22 13 0.409 2.8943*104

Cooperati
ve Ad-hoc 
Network

22 7 0.681 3.7757*104

VII. CONCLUSION AND FUTURE SCOPE

Wireless Cooperative ad-hoc communication is beneficial 
in terms of high signal strength, secure network, throughput, 
packet delivery ratio and high spatial diversity-resistance to 
fading. The relay selection algorithm for transmission  of   
data  over   Rayleigh   faded   channel  with AWGN in 
cooperative ad-hoc network was simulated using MATLAB 
software.  An RTF frame format along with the Distributed 
relay selection methodology for CC has been proposed for 
better throughput in the presence of overheads.

Ad-hoc networks are gaining attention amongst recent 
researches, as the existing mobile computing hardware and 
wireless networking is capable of supporting today’s 
requirement. As a step towards improvement, an attempt can 
be made to increase the throughput by using channel coding 
techniques. 
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Abstract - Paper presents a newly modified power quality improved interleaved SEPIC power factor pre 

regulator with reduced ripples. Main objective is to obtain output voltage with improved efficiency and 

power factor with inductors directly coupled. Normally, power factor pre regulator with boost converter are 

used for regulating DC-link voltage for a range of fixed voltages , by using variable DC-link voltage the 

overall efficiency of the converters can be increased. Single ended primary inductor converter which are 

interleaved used for power factor pre regulation and PFP stage is the first stage of AC/DC converters .It is 

used for many applications such as inductive heating , wireless charging , and on board chargers for electric 

vehicles (PEVs). Here,the presence of coupled inductor reduces magnetic components . Hence new 

modified power factor pre regulator converter ,provides output voltage with high efficiency and power 

factor. Presence of coupled inductors decreases the voltage and current ripple. MATLAB simulation based 

results proved the effectiveness of the proposed system, compared with existing system. 
Keywords- Power factor pre regulator (PFP),Single ended primary inductor converter (SEPIC),Coupled inductor, 

interleaved converter. 

 

 

I. INTRODUCTION 

 

The first stage of AC/DC converters will be a 

power factor pre regulator. The converters 

connected in grid require high power quality, less 

total harmonic distortion and large power factor. 

AC/DC converters are consisting of a PFP stage 

and a DC/DC stage, generally two stage AC/DC 

converters [1]. Due to soft switching, galvanic 

isolation, and high efficiency DC/DC converter is 

chosen as second stage of the converter. Nowadays 

interleaved SEPIC converters are used as the PFP 

stage. Power level can be made increased by using 

interleaved SEPIC converters. The advantage of 

SEPIC converter is the voltage at the voltage can  

be made lower or higher than the input voltage 

[2],[3]. 

 

 

 

Fig 1. Structure of AC/DC converters 

At first Boost type PFP were used. 

Main aim of PFP is to enhance the power 

quality also reduces harmonic distortion. This 

kind of converter is a bridge rectifier followed 

by Boost converter. But it is having a 

disadvantage such that by any chance the 

second converter doesn’t get operated near the 

resonant frequency, then the overall efficiency 

may get reduced.[5]. 
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Fig 2. Traditional SEPIC PFP converter 

 

 

 

Then a study conducted on the advantages 

of SEPIC converters as the PFP stage. It is having 

many advantages such as it reduces voltage 

ripples, voltage be made high or low than the 

voltage given to the input [6]. But it is not 

accepted widely because SEPIC converters 

cannot be used for high power applications, since 

the stress of voltage and current on the diodes and 

switches are higher.  

 

Bridgeless SEPIC and Isolated SEPIC 

were also their but it is also not contributing 

much for the reduction of voltage and current 

stress. By paralleling two SEPIC converters 

directly, it can be made interleaved [4]. And by 

interleaving SEPIC converters power level can be 

increased. This can be designed with coupled 

inductors for reducing  the current stresses and 

voltage stresses of all the switches and diodes in 

the circuit. 

 

 
Here, in this paper an interleaved SEPIC AC 

toDC converter is designed. The input current is 

shared among two stages to cut back the present 

stresses  of switches and diodes. Interleaved 

SEPIC converter having coupled inductors[7]. 

The presence of coupled inductors, magnetic 

components will be reduced in the circuit[11]. 

The new converter will provide output 

voltage,with improved power quality and high 

power factor[8][9][10]. 

 

 

         Fig 3. Block diagram of proposed converter 

Wide range of DC link output voltage 

provided by SEPIC AC/DC converter. Large 

switching losses will be generated by CCM 

operation, soft switching will be provided by 

DCM operation. Zero voltage switching can 

be done for the MOSFET’s to reduce the 

switching losses, and Zero current switching 

can be done for diodes. In order to reduce the 

number of magnetic components, the 

inductors corresponding to the two phases are 

directly coupled together.[12] 

 
 

 

 

II. PROPOSED SYSTEM 

A. CIRCUIT DESCRIPTION 

 

         Fig 4. Circuit diagram of proposed converter 
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This paper proposes a newly interconnected 

SEPIC AC/DC converter. The input current 

get shared among two stages. The new 

interleaved SEPIC converter will provide 

output voltage, with improved power quality 

and high power factor and reduced ripples in 

its output voltage and hence power quality 

also improved. 

ZVS can be realised for reducing switching 

losses of MOSFET and ZCS for reducing the 

reverse recovery losses of diodes.Presence of 

coupled inductors, reduces the number of 

magnetic components in the circuit and it 

significantly reduces the voltage ripple. The 

DC link voltages CDC and the capacitors C1, 

C2, are high and its ripples at the voltage are 

negligible.[13] 

 

B. MODES OF OPERATION 

Mode 1 

In this mode switch S1 is on and switch S2 is 

off. The diode D1 off, and diode D2 is on. The 

voltages across both inductors L1, L4 are Vg 

and L3, L2 are - Vg. Therefore, the inductor 

currents iL1, iL4 increases and Il3, Il2 

decreases. The inductor  current iL2 decreases 

all the time and changes the flowing direction 

in this mode. The current through diode D2, 

iD2, keeps on decreasing. The variations of 

inductor currents, ΔiL1 and ΔiL2, can be 

expressed as, where, T is the switching period, 

and D'T is the time interval between t0 and t1. 

 

 

 

      √               (1) 

 

   K=
 

√    
                        (2) 

 

        ΔiL1= 

      

(    )  
               (3) 

 

        ΔiL2= 

      

(    )  
          (4) 

 

 

 

Fig 5. Equivalent circuit of Mode1 

 

Mode 2 

At t1, current through the diode D2 is iD2..Sum of 

currents iL2,iL3, drops to zero. Due to ZCS the 

diode gets turned off. Currents iL3 , iL2 flows 

through a loop. 

Variations of the inductor currents are the 

same due to the same voltage across the inductors. 

Average current iL3 is larger than the average 

current iL2.The current of coupled inductor L2 is 

constant. when the currents iL3 and iL2 drops to 

minimum, the current iL3 is very much higher than 

iL2 with iL3 and iL2 as positive and negative 

values respectively. Assuming the resistances of 

inductors and capacitors are small values and can 

be neglected, the loop current remains constant can 

be expressed as 

 

 

                     ( ) 

Variation of inductor current ΔiL1, can be 

expressed as, 

 

               ΔiL1= 

  

  
(    )              (6) 

 

Fig 6. Equivalent circuit of Mode 2 
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Mode 3 

Diodes D2, in off condition, while the diode 

D1 turned on.Constant current flowing 

through the loop consisting of L2 and L3  

inductors.The currents iL1 and iL4 decreases 

from maximum values.The sum of currents 

through the inductors flows through the diode 

D1. Voltages across inductors L1 and L4 are 

−Vo. The current through the inductor iL1 

decreases. It is expressed as, 

 

 

    ΔiL1= 

  

  
(      )                  (7)     

 

 

 

 

Fig 7. Equivalent circuit of Mode 3 

 

III. DESIGN EQUATIONS 

 

In order to design the proposed converter, 

certain equations are mandatory . 

 

Equations for snubber design 

 

R=
                         

                    
    (8) 

  C = 
 

                                                 
      

(9) 

 

       P=
  

 
                        (10) 

P is the power output. 

 

               D=
    

        
    (11) 

D is the duty cycle it is calculated for the inductor 
design    

                             dt  
 

      
           (12) 

                           L=   
  

  
               (13) 

Output capacitor design 

     
        

     

 

=     √
       

       
 (14) 

Filter design 

       
  

   
        (15) 

    
 

     
   

           (16) 

 

IV. CONTROL SYSTEM 

 

Fig 8. Block diagram of control system 

 

 

Control system contains three sensors such as 

voltage and current at the input, and voltage at 

output. The repeating sequence or saw tooth carrier 

signals of switches S1 and S2 have 180
0
 phase shift 

is used. I controller is implemented here. The error 

between output voltage and the reference voltage  

is fed to the voltage-loop. The generated error sum 

given to the fuzzy controller. In fuzzy controller 

we need to build fuzzy rules as per our requirement 

as shown in figure 12.Where as the fuzzy input and 

output as shown in figure 9,10,11 respectively. 
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Fig 9.Fuzzy input 1 

 

Fig 10. Fuzzy input 2 

 

 

Fig11. Fuzzy output 

 

 

. 

Fig12.Fuzzy rules 

 

 

V. SIMULATION RESULTS 

Simulations were done here for 14V as input 

voltage and 36 V as the output voltage. Inductance 

is set as .37mH for all the inductors. Input voltage 

is in phase with the input current. Power factor is 

0.997. 

 

 

 

Fig 13. Inductor current  

 

 

Table1 . simulation parameters 
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Figure 13 demonstrate the waveforms of 

inductor current. Waveforms of input voltage 

and output voltage are shown in figure 15 .The 

waveform of switching pulses as shown in 

figure 14. 

 

 

 

Fig 14. Switching pulses 

 

Fig 15. Input output and capacitor voltage 

 

 

 

 

Fig 16. Power output 

 

. 

 Converter can be used for a large range of 

input voltages as per our requirement.If the 

input voltage is 14 V, the output voltage can 

be boosted to 36V.Limits of output voltage 

can be varied with input voltage. The output 

voltage is regulated to 36V, and the output 

power is 13W with power factor measured as 

0.997 and 96% efficiency. 

 

 

VI. CONCLUSION 

 

 

 

This paper proposed a modified power factor pre 

regulator converter with coupled inductors to 

provide output voltage with high efficiency and 

power factor for electric vehicles. Power level can 

be made increased by interleaving SEPIC 

converters. The maintenance of high efficiency is 

achieved . By coupling the inductors reduces the 

magnetic components can be decreased and 

decreases the ripples in voltage and current. 

MATLAB simulation based results proved the 

effectiveness of the proposed System, compared to 

the existing system. 
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Abstract— Auscultation is very important to physicians for 
accurate diagnosis of many heart diseases. Physicians need 
extensive training and experience in identifying and 
differentiating the main signs of cardiac diseases based on the 
heart sound that is being heard. It is essential to continuously 
monitor the heart activity and transmit the data to a remote 
centre for analysis. A modern cardiac monitoring system 
dependent on remote detecting to screen and investigate the 
cardiovascular condition is presented with the utilization of 
Internet of Things (IoT) which sends the data to the doctor. The 
system is low cost, easy and power efficient. The latest MQTT 
(Message Queuing Telemetry Transport) data protocol is used 
for data transmission.  On the signal analysis part, Empirical 
Mode Decomposition method in conjunction with Hilbert-
Huang Transform is used to realize preprocessing. Heart sound 
segmentation is done with efficient and accurate combined 
adaptive threshold method which forms a basis for feature 
extraction and classification to extract useful physiological 
parameters from heart sounds.  
 

Keywords— Auscultation, Combined adaptive threshold, 
Empirical Mode Decomposition, Hilbert-Huang Transform, 
Internet of Things, MQTT 

I. INTRODUCTION  
Early and accurate detection of cardiac illnesses is important 
to limit deaths caused by cardiovascular diseases. To prevent 
serious health problems, diseases caused by abnormal heart 
valves and functions require appropriate detection. 
Cardiovascular diseases are the number one killer globally 
and is one of the leading causes of attack in the world. But 
the death r ate depends on where you live. Cardiovascular  
diseases are the major  challenge in wor ldwide.  

Hypertension, high cholesterol and tobacco smoking are 
some of the risk factors that lead to cardiovascular diseases. 
The heart diseases can be categorized in to blood vessel 
diseases, arrhythmias and congenital heart defects [1].	
Auscultation is one of the most used techniques for this 
purpose. Auscultation of the heart can provide clues to the 
diagnosis of many cardiac abnormalities [2]. It is the action 
of listening to sounds from the heart, lungs, or other organs 
typically with a stethoscope as a part of medical diagnosis. It 
is performed for the purposes of examining the circulatory 
and respiratory systems, as well as the gastrointestinal 
system. Auscultation of heart sound is dependent on personal 
opinion. It relies upon involvement, aptitudes and hearing 
capacity of the doctor [3]. 
 Cardiovascular diseases (CVD) are the principle causes of 
death worldwide [4]. Cardiovascular Disease is a class of 
illnesses that include the heart or veins. Cardiac monitoring 
is very important and it leads to death if proper monitoring is 
not there. It is different from hemodynamic monitoring. Most 
of the cardiac diseases can be predicted by monitoring ECG 

with the help of electrodes placed on chest or limbs. 
Therefore, continuous monitoring of ECG is becoming more 
and more important in both home health care and hospital to 
prevent diseases related to heart and detect characteristic 
signs for patients with uncommon events [5].  

Normally heart auscultation is done using stethoscope. 
Electronic stethoscopes are the ones which provide 
convenient result. The sensors used in electronic stethoscope 
can be microphone, piezoelectric, capacitive type etc [6]. The 
most widely used sensor material is piezoelectric.  There are 
many electronic stethoscopes which reduce the ambient noise 
but the cost is high. Compared to electronic stethoscope 
digital stethoscopes are more accurate but the cost is very 
high which is not affordable. However, heart auscultation 
using stethoscope requires clinical expertise. It is critical to 
screen and dissect the cardiovascular condition which sends 
the data to expertise with the utilization of IoT. It is essential 
for the doctors to diagnose the diseases accurately by analysis 
of ECG signals. The noise in the ECG signal should be 
removed otherwise it will interfere the doctor’s diagnosis. 
Many algorithms exist for the signal analysis of heart sound. 
For signal analysis, mainly three steps are there: 
preprocessing, feature extraction and classification. Heart 
sound signals recorded with electronic stethoscope are with 
external and internal noises. Noises can be due to motion, 
speech, digestion, respiration etc.  Hence preprocessing is 
essential. Segmentation and classification are the two major 
challenges in the automated heart sound analysis. 

The paper is structured as follows: Section II describes the 
details of previous works. Section III presents an introduction 
to functions of Heart and ECG. Section IV presents an 
overview of system design with the help of block diagrams. 
Section V describes the details including methodology. 
Section VI describes the details of experiment and results. 
Finally, conclusion is described in Section VII. 

II. RELATED WORK 
Nowadays Internet of Things or IoT is influencing our 
lifestyle. IoT is a giant network with connected devices. 
These devices gather and share data. IoT provides a common 
platform to dump the data. IoT is a combination of hardware 
and software technologies along with embedded devices 
which enables to provide facilities and services to anyone, 
anytime, anywhere using network. Most of the researchers 
had adopted Bluetooth technology, Zigbee or Radio 
Frequency Identification for monitoring patient’s health and 
transmitting collected data to distance location. These 
methods are also meant for short distance communication. 
There are many cardiac auscultation devices that collect heart 
sound signals and transmit to a computer for further signal 
analysis.  
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Researchers had adopted many methods for the 
segmentation of heart sounds as part of signal analysis. Liang 
et al. recognized S1 and S2 utilizing the Shannon envelope 
[7]. Wang Xinpei et al. proposed a division technique 
dependent on Shannon entropy [8]. The segmentation results 
are not good when noise and interference occur with the 
above mentioned methods. Ting Li et al. proposed a 
segmentation method based on cyclostationary envelope [9]. 
Here segmentation results are more accurate but single 
threshold method [10] is adopted which had many 
shortcomings.  
 This research work presents an advanced heart observing 
framework dependent on remote detecting for human 
medicinal services. The system mainly consists of an 
acquisition module which includes heart sound sensor, a 
microcontroller board, a microprocessor board and signal 
analysis part. With the most recent innovation of Internet of 
Things, clients or specialists can get the prompt response of 
heart and yield medical intervention. The latest MQTT data 
protocol is used for transmitting data from one client to 
another client. This is the most efficient method and the 
overall system consumes low power and low cost. Signal 
investigation part incorporates preprocessing, division, 
highlight extraction and characterization of heart sound sign. 
EMD method is used to eliminate noises. The EMD method 
was first proposed by Huang et al. in 1998 [11]. Hilbert 
Huang Transform (HHT) together with double threshold was 
implemented for the preprocessing and feature extraction of 
the signals. This method is explained in detail in H. Ren et al. 
[12]. Later to improve accuracy, combined adaptive threshold 
method was adopted [13]. 
  

III. FUNCTIONS OF HEART AND ECG 
The heart is the engine at the centre of the body’s circulation 
system. The heart is really two pumps in one, working in a 
continuous cycle. The right side siphons blood to the lungs, 
while the left side gets blood again from the lungs, then sends 
it round the rest of the body. The heart pumps out about a 
cupful of blood about 70 times a minute, speeding up when 
necessary to meet body cells’ increased demand [14]. There 
are two upper chambers, called the right and left atria, and 
two lower chambers, called the right and left ventricles. The 
blood flows in to the atria. The heart muscle is relaxed and 
blood enters the upper left and right heart chambers. The two 
atria contract and squeeze blood in to the chambers below 
them (ventricles). Lastly the ventricles contract and force 
blood either to the lungs or around the body. There are mainly 
four locations on the chest wall where these vibrations are 
more audible. They are Aortic area, Pulmonic area, Tricuspid 
area and Mitral area. 

The heart sound includes four principle sections: the main 
heart sound (S1), the systolic interim, the second heart sound 
(S2) and the diastolic interim. At the point when a solid heart 
pulsates, it produces "lub" "dub" sound. The principal heart 
sound, "lub", is brought about by the conclusion of the mitral 
and tricuspid valves toward the start of ventricular systole. 
The second heart sound, "dub", is brought about by the 
conclusion of aortic valve and pulmonary valve toward the 
finish of ventricular systole. Murmurs are typically slosh 
sound that demonstrate reverse through the valves. S3 and S4 
are a "ta" sound that shows ventricles that are either 

excessively frail or excessively hardened to adequately 
siphon blood. It can't close or open appropriately. The heart 
sound segments are shown in in Fig. 1 [15].  

 
 

 
 
Fig. 1.  Heart sound components 

 
An electrocardiogram (ECG) is a tool which is used to 

visualize the electricity flowing to the heart. The typical 
electrocardiogram is made out of a P wave, a QRS complex 
and a T wave. Fig. 2 shows a typical ECG signal. 

 

 

Fig. 2.  A typical ECG signal 
 
The P wave is suggestive of the atrial contraction. The first 

negative deflection is the Q wave, then R and the S wave. The 
QRS complex denotes the ventricular systole followed by the 
T wave. The T wave denotes the ventricular diastole. The PR 
segment is called the iso-electric line of the ECG which is 
also called the baseline. This is the baseline which compares 
the ST elevation and ST depression. The PR tell us the AV 
(Atrioventricular) conduction time. QRS complex is the 
graphical representation of electrical activity of heart when 
the ventricles are undergoing the process of depolarization. 
S1 and S2 corresponds to QRS complex and T wave 
respectively. 

Continuous monitoring of ECG has become an important 
tool in diagnosing cardiac diseases. Modern ECG machines 
measure ECG signals in the bandpass of 0.05Hz to 100 or 
150Hz. The abnormal sound mainly falls in the region 100-
600Hz which can go up to 1000Hz. The heart sound signals 
together with noise are transmitted wirelessly to remote 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 751



centre so that the users or doctors at the other end can 
diagnose the heart sound signals after signal analysis. 

IV. SYSTEM DESIGN 
The complete cardiac monitoring system consists of heart 
sound sensor, the processing element and signal study part. 
The microcontroller and the microprocessor board together is 
called the processing unit. The output from the heart sound 
sensor is given to a microcontroller which digitizes the output 
value. The microprocessor transmits the information from 
microcontroller to server. From the server, data is transmitted 
to the remote client using MQTT data protocol. In the remote 
centre, signal analysis part is carried out in the PC which 
includes preprocessing stage (denoising and segmentation), 
feature extraction and classification of heart sound signals. 
Fig. 3. indicates the block diagram of complete 
cardiovascular observing framework. 
 
 

 
 

Fig. 3.  Complete cardiac monitoring system 
 

The heart rate sensor alongside the securing module 
measures electrical action of heart through the cathode 
pads placed on the skin. Here AD8232 is used as the sensor. 
It will be a little chip which measures the electrical action for 
heart. Furthermore, it is a single lead heart rate screen front 
end. If the distance from the AD8232 to the heart is shorter, 
then there will be less common-mode interference. The 
output of the board is analog value. The specifications of 
heart sound sensor are mentioned in Table 1. By connecting 
this board with Arduino, ECG graph is obtained through 
transforming IDE window. Heartbeats were recorded at 16-
bit accuracy and stored as wav format. The function of 
Arduino (microcontroller board) is to convert the analog 
value to digital. Arduino Uno is a general purpose 
microcontroller board based on the device ATmega328P and 
has 14 digital input/output pins and 6 analog inputs. Arduino 
microcontroller have 32KB flash memory. The clock speed 
is 16MHz and draws less current. The Arduino board is 
communicated to Raspberry Pi via UART.  

Raspberry Pi collects all information from Arduino and 
finally transmits to the server. Raspberry Pi is used as the 
microprocessor board. The Raspberry Pi is a credit card sized 
single board computer which is running a Debian based OS - 
Raspbian. The Raspberry Pi 3B+ uses a Broadcom BCM2837 
SoC with a 1.4 GHz, 64-bit quad- core ARM Cortex-A53 
processor, 1GB of SRAM, 2.4GHz and 5GHz integrated Wi-
Fi, consuming ultra-low power of 800mA (4.0 W). When the 

microcontroller is turned on, it will initialize the serial port, 
for establishing communication   with   the Raspberry pi 
computer. It also initializes all necessary digital and analog 
input and output    pins   for the proper controlling. The 
microcontroller   listens   the   serial   port   for any incoming 
commands from Raspberry Pi computer, which in turn listens 
commands from internet. 

MQTT data protocol is used for transmitting the heart 
sound signal. The MQTT protocol is a light weight 
publish/subscribe informing protocol planned for M2M 
(machine to machine) telemetry in low bandwidth situations. 
 
Table 1.  Specifications of Heart Sound Sensor 
 
 

Heart Sound Sensor AD8232 

Voltage 2V to 3.5V 

Current 230µA 

Output Analog Value 

 
  
 
 

 
 
 
 
 
 
 
 
 

 
 
Fig. 4.  MQTT protocol 
 

It is useful for connections with remote locations. MQTT 
may be quick getting to be a standout amongst the 
fundamental conventions for IoT deployments. Fig. 4. shows 
how clients in the remote locations uses publish/subscribe 
messaging model with the application of MQTT server. 
MQTT is one of the widely used protocol in IoT applications. 
Its low power usage, less data packet and easy to implement 
make it ideal for machine to machine or Internet of Things 
world.  It is based on a messaging technique. MQTT is based 
on clients and server. The server is called a broker and the 
clients are the connected devices. The MQTT protocol is 
implemented by using the Mosquitto which is an open source 
message broker. 

The heart sound signals contain external and internal 
noises which interfere in the final diagnosis. Hence 
preprocessing is essential. So signal analysis part plays an 
important role in this. There are many Time-frequency 
distribution (TFD) methods adopted in signal processing. 
Some of them are approach based on mathematical model, 
method based on STFT (Short-time Fourier Transform), 
Wavelet Transform (WT) based TFD, generalized TFDs in 
the Cohen class (GTFD). These processing methods have 
some limitations [16]. So a suitable method should be 
implemented for heart sound signal analysis. 

Hilbert-Huang Transform (HHT) is a time frequency 
method which is widely used. This is the most effective 
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method and many researchers have applied in the heart sound 
signal analysis [17]. There are predominantly two sections in 
Hilbert Huang Transform: Empirical Mode Decomposition 
(EMD) and Hilbert Transform. EMD is a time series 
technique, in which entangled informational indexes can be 
decayed in to a limited number of Intrinsic Mode Functions 
(IMFs). transform. For complicate data there should be more 
than one independent component at any given time. The 
decomposition should be adaptive in order to study data from 
nonstationary and nonlinear processes. The adaptive method 
will represent the characteristics of the signal better. Hilbert 
Transform offers meaningful Instantaneous Frequency for 
IMFs. 

V. METHODOLOGY 
Prior to division, the envelope of the heart sound sign must 
be separated. Hilbert Transform alone won't be adequate for 
extricating the envelope of heart sound sign. The Hilbert 
transformed amplitude oscillates too much. Hence before 
envelope construction, the signal should be decomposed. The 
envelope makes sense for each IMF. So Hilbert Huang 
Transform technique is implemented. 

An IMF ought to fulfill the accompanying necessities: The 
quantity of most extreme and least focuses and the quantity 
of zero intersections should either be equivalent or their 
distinction must be one for the full informational collection, 
and the mean estimation of envelope for the nearby maxima 
and neighborhood minima ought to be zero.  

The signal can be decomposed by applying EMD based on 
the following assumption [18], which is also depicted in the 
flowchart shown in Fig. 5. 

 
1. Consider the signal x(t). Identify all the global 

maximum and global minimum points of x(t). At 
that point discover neighborhood most extreme 
and nearby least focuses with the goal that every 
one of the information are situated between the 
lower and upper envelope. Obtain the mean 
curve. Let it be m(t). Then we find the difference 
between x(t) and m(t) as: 

 
𝑥" 𝑡 − 𝑚"(𝑡) = 𝑐"(𝑡)                (1) 

 
where x1(t) is the original signal and c1(t) is the 
first IMF component. 

2. c1(t) becomes the next original signal which is 
denoted as x2(t) and find the difference. 

 
															𝑥+ 𝑡 − 𝑚+ 𝑡 = 𝑐+ 𝑡 													(2) 
 
Here c2(t) is the next IMF component. 

3. The above process is repeated and we define r = 
ck(t). 

The methodology of extricating one IMF part is filtering. It is 
represented as  
 
 

𝑥	 𝑡 = 𝐶-	.
-/" + 𝑟.                 (3) 

Ck is one of the IMFs changing from C1 to Cn and rn is the 
residual signal. 

The sifting procedure stops with a stoppage criteria S and 
SD. S is defined as the consecutive number of siftings. SD is 
represented as: 

 
 

𝑆𝐷 = 4567	 8 945	(8)
:

4567
:	(8)

;

8/<
                      (4) 

 
 

 
 

 
 

 
 
Fig. 5.  Flowchart of EMD filtering process 
 
 
The value of SD ranges from 0.2 to 0.3 [19]. 
The complex-valued function of heart sound can be expressed 
as: 
 

𝑋- 𝑡 = c-(𝑡) + jH[𝑐- 𝑡 ]                      (5) 
 
All IMF enjoy good Hilbert transform: 
 

𝑐 𝑡 = 𝑎 𝑡 𝑒EF(8)                                     (6) 
 

In the Hilbert spectrum analysis, the original signal can be 
represented as: 
 

𝑥 𝑡 = Re 𝑎-.
-/" 𝑡 𝑒I+J K5	 8 L8		       (7) 
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where ak(t) is the instantaneous amplitude and is represented 
as: 
 

𝑎- 𝑡 = 𝑐-(𝑡) + + 𝐻 𝑐- 𝑡
+            (8) 

The most challenging task in the signal analysis part is the 
heart sound segmentation. The primary operation of 
segmentation is to detect the boundaries of S1 and S2 
discover the begin and end focuses. Selection of threshold 
value is critical. The threshold may vary for individuals or 
depending on the cardiac disease. The threshold is mainly 
dependent on the time interval and the result will be largely 
influenced by noise peaks. There should a method where 
accuracy is higher. So we have chosen combined adaptive 
threshold method. The combined adaptive threshold method 
is a combination of three independent thresholds. 

MFR = M + F + R 
where M indicates versatile soak slant edge, F signifies 
versatile coordinating edge and R means versatile beat desire 
edges. The first threshold sets a slew rate value that has an 
ability to change to suit different conditions, a second one 
emerges when high recurrence happens and a third one 
determined to abstain from missing of low sufficiency beats. 

VI. EXPERIMENT AND RESULTS 
The information from 10 healthy subjects were gathered 
utilizing the proposed cardiovascular monitoring framework 
and this was a non-clinical examination. The test setup of the 
monitoring system is shown in Fig. 6. 
 

 
 
 
Fig. 6.  Real time monitoring System 
 
The data obtained from real time data acquisition is shown in 
Fig. 7. The data acquired through the processing unit is then 
transmitted to another client i.e., publish and subscribe of data 
through MQTT server is implemented here. This is shown in 
Fig. 8. Aside from this, both typical and irregular heart sound 
chronicles from the database Physionet/Computing in 
Cardiology (CinC) Challenge 2016 [20] are utilized to 
approve the exactness of categorization. The heart sound 
accounts last from a few seconds to up to more than one 
hundred seconds. The sum total of what chronicles have been 
resampled to 2,000 Hz and have been given as .wav group. 
50 datasets from normal and 50 from abnormal are selected 
from the database. Further signal analysis is done in the PC.  

The heart sound obtained from 10 healthy subjects was 
converted to .wav format and transmitted using the MQTT 
data protocol. These were plotted at the receiving end and 
found that all were normal beats. The accuracy of the system 
is 100%. 

The decomposition results for the normal and abnormal 
heart sounds are presented in Fig. 9. The x-axis indicates the 
samples and y-axis indicates the amplitude in volts. Here the 
number of IMF shown is 2 with the residual value. All IMF 
components are the sum of spline functions. Natural cubic 
spline is used to maintain the smoothness. 
 
 
 

 
 
Fig. 7.  Data obtained from the real time monitoring system 
 
 

 
 
 
Fig. 8.  Data transmission through MQTT server (MQTT publish and 
subscribe) 

 
Fig. 10 and Fig. 11 shows the Hilbert spectrum for normal 

and abnormal heart sound respectively. The Hilbert spectrum 
shows that the normal heart sound frequencies are below 
150Hz and that of abnormal are below 1000Hz.  

The heart sound segmentation results are shown in Fig. 
12. Complete algorithm is developed in Python programming 
language. The running time of the algorithm is less than 
30seconds. The configuration of the computer used is 4 GB 
RAM, MacBook Pro macos Sierra, 2.5 GHz Intel Core i5.  

Feature extraction has a significant role in categorization 
of heart sound signal. Feature extraction is the method of 
identifying distinguishing features of the signal. In this 
research work features are extracted from the time domain. 
Here Ta is considered as the time gap of first heart sound S1. 
Tb is considered as the time interval of second heart sound. 
Ta1 is the time gap from the start of first heart sound of one 
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cardiac cycle and start of first heart sound of next cardiac 
cycle. Ta2 is the time gap from the beginning of first heart 
sound S1 and last part of second heart sound S2 of the same 
cardiac cycle. These are considered as the highlights for heart 
sound characterization. So by calculating the appropriate 
time difference, the heart sounds are classified as normal and 
abnormal heart sound. 

Out of 50 abnormal heart sounds, 48 were correctly 
identified as pathological. The heart sound sign investigation 
calculation assessed the typical heart sound exactness to be 
100% and anomalous heart sound exactness as 96%. 

 
 

 
 
 

 
 
 
 
 
 
 
 
 

a) 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 

b) 

 
Fig. 9.  Decomposition results (a) Normal heart sound (b) Abnormal heart 
sound 
 
 

 
 
Fig. 10.  Hilbert spectrum for normal heart sound 
 

 
 
Fig. 11.  Hilbert spectrum for abnormal heart sound 

 

 
a) 

b) 

Fig. 12.  Segmentation results (a) Normal Heart Sound (b) Abnormal Heart 
Sound 

 

VII. CONCLUSION 
A modern heart observing framework dependent on remote 
detecting for human medicinal services has been developed. 
The heart sound is acquired using a simple acquisition 
module and the processing part is implemented using low 
cost, low power hardware. The wireless technology is also 
simple to implement. The MQTT data protocol, which is the 
latest technology in IoT, is easy to configure and long 
distance transmission is possible. The signal analysis part was 
the challenging task. Efficient algorithm for the 
categorization of normal and abnormal heart sounds is 
developed using Python programming language, which is 
faster in execution. Accuracy of 96% is achieved for the 
abnormal heart sound. The future extent of the framework is 
to improve the heart sound acquisition module so that it can 
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be utilized for clinical investigation and furthermore separate 
the distinctive cardiovascular maladies. 
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Abstract— With the rapid advancement of mobile phones and 

low cost, fast internet access students/learners are using smart 

phones for learning purpose also. Mobile learning (m-learning) 

has been recognized as a competent method of seeking 

knowledge. As the quantity of users and lecture video contents is 

increasing, how to deploy m-learning becomes dubious because of 

limited memory space in mobile phones.  The learning materials 

like ppt., docs, occupy less space but lecture videos consumes a lot 

of memory in a mobile device. Therefore there should be some 

measure where students can store as well as access lecture videos. 

Hadoop has been evolved as a promising technology to overcome 

the problems in m-learning. It provides reliable, customized 

environments for end-users. We present a new mobile application 

for a mobile learning system integrated with Hadoop, for storage 

and retrieval of lecture videos from mobile phone to the Hadoop 

Distributed File System (HDFS). Registered user of the 

application can perform the functions like upload video, search a 

video file and download a video file. We have calculated 

computational time to upload, search and download various size 

of video file (maximum size is 1.3 GB).  The proposed application 

can be utilized where there is a high demand of exhaustive 

teaching and learning in higher education. 

Keywords— Mobile learning, Hadoop, Hadoop Distributed File 

System (HDFS). 

I. INTRODUCTION 

With consistent development of internet technology and low 

cost of mobile phones users have started using it in learning 

purpose as well. This have increased the size of video data in 

mobile and due to the low storage power of mobile phones it 

is not possible to store each and every video in mobile phones. 

So there is a need of such solution which can provide user to 

store video data and can easily access or retrieve data when 

required latter on. One such solution which can resolve such 

problem is Hadoop, it has achieved remarkable acceptance due 

to its attributes like, low cost, easy accessibility, fault tolerant, 

distributed storage and processing , highly scalable [1].  

Various researchers have used Hadoop in numerous 

applications like video Processing [2],  query processing [3], 

video transcoding [4], post event investigation [5], video 

surveillance [6][7], traffic measurement[8] , event 

detection[9], face detection[10] and Content Based Image 

Retrieval [11]. Therefore this gives us motivation to develop a 

mobile application which can perform the following functions: 

• User can send lecture video data from mobile to the 

Hadoop Distributed File System(HDFS) 

• User can retrieve video data  when required 

• User can download video data easily 

Storing video data into HDFS is a challenge as Hadoop was 

originally designed for text processing [1] so storing video 

files in HDFS is a challenge for the researchers. Remaining 

paper is structured as follows: section 2 consists of review of 

research which is carried out using Hadoop, section 3 

discusses the proposed work and section 4 presents 

experiment and result, finally followed by the conclusion. 

 

II. LITERATURE REVIEW 

As data is growing continuously, so to efficiently store and 

process this consistently increasing data is a challenge. 

Hadoop which have evolved as a possible solution to this 

problem, is now been used in various applications which, 

engender enormous data. A lot of research has been performed 

by various researchers on how to use Hadoop best for storage 

and processing, either by changing the architecture of HDFS 

for increment in processing of mapreduce tasks or by 

designing efficient algorithms[5] to store data into HDFS, 

which can be retrieved easily. Apart from this many 

researchers have used Hadoop for video processing [12] task, 

video segmentation purpose [2], motion estimation in 

surveillance videos [13], multi-view object recognition [14]. 

 A video monitoring system that can handle, the users' request 

of searching video, uploading video, downloading video and 

trans-coding video is presented in[6]. They also used 

FFMPEG to trans-code video. A Hadoop based recorder 

system is proposed in [15] which provides extensible video 

recording system, data backup, monitoring features and 

moreover they have used HDFS for storing data. Other video 

monitoring application proposed where Hadoop is used [16], 

for extracting metadata (its attributes are vehicle enter time, 

license plate recognition, type of vehicle) and correction of 

surveillance videos. 

A framework for video playing and storage based on Hadoop 

is discussed in [17]. It supplies simultaneous access and 

playing streaming media in mobile phones. A Hadoop-based 

storage architecture for tremendous MP3 files is proposed in 
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[18]. Classification algorithm is used in pre-processing 

component to combine small files into sequence files. They 

validate that the effective indexing method is excellent quick 

fix to the issue of small files storage.  

Among the huge amount of video data in internet the majority 

of files are copy of original videos, [19] have attempted to 

develop a real time video copy detection using Hadoop, they 

have designed two copy detection algorithms and then they 

have compared the performance of both the algorithms by 

implementing on Hadoop platform. 

Various researchers have worked in the area of E-learning like 

reducing data size of e-learning videos [20], generating a time 

shrunk video by event detection [21], converting e-learning 

video which consists of power-point presentation into pdf 

format, enhancing lecture content [22][23] etc. The size on 

internet data comprising of images and video so [24] uses 

Hadoop for storage and processing of mass multi-media files 

for storage. Hadoop has been used for searching lecture 

videos, it provides list of lecture videos relevant to the user 

query [25]. But as far as e-learning mobile applications is 

concerned not many researchers have utilized Hadoop for 

storing and processing mobile data. So integration of mobile 

with Hadoop for storing and processing mobile video data is 

still a challenge. 

 

III. ARCHITECTURE OF MOBILE APPLICATION 

Due to low cost internet and smart phones, students have 

started using mobile phones for accessing lecture (e-learning) 

videos, doc files etc for reading purpose, but due to its low 

memory size it is not possible to store each and every data in 

it. To resolve this issue we have proposed an android 

application integrated with Hadoop, where user can store data 

like e-learning videos. Data Stored can be accessed by other 

users when required. The components of our proposed 

application are as shown in fig. 1, it consists of mobile phone 

in which android application is installed and then the essential 

learning data i.e. video files is send to the server and third 

component is the Hadoop HDFS, where data resides and user 

can access data when required. 

 

 

 

 

 

 

 

 

 
           Fig.1Components of mobile application 

 

A. Mobile Application 

We have developed a mobile application which connects with 

web server and further transfers data to the HDFS. The use 

case of mobile application user is shown in fig.2, firstly user 

has to login to perform any operation if user is the registered 

user then he is directed to the next page where he can perform 

following functions like upload video file, search a video, 

download a video. If the user selects an upload video file then 

again he is directed to the next page where user is asked to 

select the category like General Awareness, Computer 

Science, Electrical, Management etc. User selects the category 

and uploads video. If user selects searching video, then again 

he is asked to select the category of the video, user selects the 

category and finally the list of videos related to the category 

along with the download button is displayed. User clicks on 

download video option. Video is downloaded into the user 

mobile device.  

 

                                                    
  

 

                                           

                                                         

 

 

 
     Fig.2 Use cases diagram of mobile application 

B. Video Upload & Storage 

Multi-media files like images which are usually small in size 

can be stored in Hadoop, by first converting images into 

sequential files and Hadoop Archive, 

CombineFileInputFormat[26], whereas video files are larger in 

size and some measure have to be done for storing. By default 

size of a data block is 64MB therefore storing video files 

becomes challenging as most of the video files are larger than 

the default size. If file is to saved then it is segmented [2][23] 

and then stored into various block. Video files is unstructured 

data so if any encoding scheme is applied to it then it can lead 

to correlation between video frames. If files are directly stored 

in HDFS then there is no purpose of using Hadoop for storage 

and processing. So it is very necessary to store files by first 

splitting them into various blocks.  

 

    

   

                
 

 

 

                           

                                         

 

 

 

 

 
                  Fig.3 Video Storage Architecture of application 

Mobile Server HDFS 

Login 

Upload Video 

Search Video 

 Download Video 

Application 

User 

𝜌1 

𝜌2 

𝜌𝑛 

. 

. 

. 

 

HDFS 

Web Server 

  MySQL 

Application 

User 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 758



We have used FFMPEG [27] method for splitting video files 

into ρ segments. We have set size of every segment as ∅, 

where  ∅ = 256MB as lecture videos will be of more than 1 

GB, video storage architecture of our application is shown in 

fig. 3. When user needs to upload a video file, he selects video 

file, and the category video belongs to, then in the server side 

FFMPEG converts video file into various segment, and these 

segments are send to the HDFS, the information about the 

name of segment, category it belongs to and its HDFS location 

is stored in a MySQL database. 

The segmented video files are stored in such a way that it is 

easier to access video files. Let’s say name of video file is 

Fundamentals then the segmented video file is named as 

Fundamental ρ1. Segmented video files are stored in various 

DataNode in HDFS, for every segmented file 2 more replica is 

stored in HDFS so that one of the DataNode fails then data 

and HDFS can work in spite of the failure. Moreover while 

uploading video user is asked to select the category of video 

i.e. which type or which category video file belongs to, this is 

done for easy accessibility of video files. 

 

C Video Search & Video Retrieval 

If the user wants to search any video then he clicks on search 

button, selects the category, list of videos related to the 

category along with a download button is displayed. User 

clicks on download button, with the help of FFMPEG segment 

video file are merged together and a video file is downloaded 

into the user mobile device. When user enters for the file name 

to be searched then Map divides the task to various reducers, 

reducer then finds the various segment of video files then 

again FFMPEG merges all the video files and provides the list 

of video files related to the category selected by the user, 

MapReduce architecture is shown in figure.4. 

 

 

   

 

 

 

 

 

                          

                                          
                          Fig.4 Video Search Architecture of application 

 

IV. IMPLEMENTATION & RESULTS 

We have developed our mobile application in android studio 

version 3.3, the operating system we used for our work is 

Ubuntu.16.0.4, with 64 bit processor. We have used apache 

tomcat server which is an open source software 

implementation of the Java Servlet and JavaServer Pages 

technologies and eclipse with J2EE for server side 

programming, and the database used is MySQL. To test our 

application we have used Genymotion which provides 

emulator for testing android applications which works very 

much similar to the real device all the technologies and 

software used in our application is listed in table. 1. The 

prerequisite of our application is that both the application user 

and server should be in the same Wi-Fi range and second is 

whenever we have to use app, Hadoop have to be started using 

the shell command. 
TABLE.1.TOOLS USED 

S. No Name of Tools Version 

1 Hadoop 2.9 

2 Apache Tomcat Server 7.9 

3 Eclipse with J2EE 3.7.1,SR1 

4 Genymotion 2.10.0 

5 MySQL 5.7.22 

6 Android version v8.0 Oreo 

 

A. Video Upload 

Working of our video upload module is shown with the 

screenshot fig.6. Initially when app launches it starts with the 

login page then user enters the credentials, if user is already 

registered then he is directed to the next page otherwise user 

have to register by filling the useful details like username, 

password, email id etc. Once user logs in, user can perform the 

following functions clicking on the buttons like upload video, 

search video, download video. User clicks on Upload Video 

button then he is asked to select category  the particular video 

belong to, further with the help of browse button user can 

upload the desired video. A message is displayed that video is 

uploaded successfully.    

  

  
(a) User Login                  (b) User entered credentials 

  
       (c) Task to perform                (d) User selected upload button 

 

User 

Query 
HDFS 

Map 

Map 

Map 

Reduce 

Output 
Reduce 
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(e)User selected 
category    

(f)User has selected 
category and file from 

mobile device 

(g) File is uploaded 
successfully 

 

Fig.6 Screenshots of our video uploading module of our mobile application 
 

B. Video search and download file 

If user wants to search a video in HDFS, user clicks on search 

video button, user is asked to select the category, once 

category is selected, the list of video related to the category is 

displayed along with the Download option and user is 

informed by message when video downloading is complete 

shown in fig 7, the same pages appears when user clicks on 

Download button in home page. 

 

 
(a) User has to select 

query to search a video 

(b) List of video files 

is displayed      

(c) User downloaded 

the video file. 

Fig.7 Screenshots of our video search and download module of our mobile 

application 
TABLE. 1 TIME TAKEN FOR UPLOADING VIDEO 

Data Size Upload Time 

538 MB 41 s 

695 MB 52 s 

762 MB 63s 

793 MB 69s 

853 MB 76s 

1.32 GB 87s 

Time taken by our application in uploading, searching and 

downloading video files of various sizes is shown in table.1, 

table. 2 and table. 3 respectively. Moreover we have reduced 

the search time of a video file by varying number of reducers. 

Figure 8 shows how search time changes by varying number 

of reducers, it is evident from our result that, small data size 

do not require much reducers but, for large data size in order 

to reduce search time number of reducers have to be increased. 

Uploading and downloading time is less as compared to time 

taken in searching videos. Searching can be reduced further by 

applying a combiner in between map and reduce task.  

 
TABLE. 2 TIME TAKEN FOR SEARCHING VIDEO 

Data Size Search Time 

538 MB 623s 

695 MB 722s 

762 MB 771s 

793 MB 783s 

853 MB 815s 

1.32 GB 986s 

 

 
                         Fig.8 Search time by varying no of reducers 

 

              TABLE. 3 TIME TAKEN FOR DOWNLOADING VIDEO 

Data Size Search Time 

538 MB 61s 

695 MB 73s 

762 MB 84s 

793 MB 87s 

853 MB 91s 

1.32GB 128s 

V. CONCLUSION & LIMITATION 

With the easy access of internet technology and low cost of 

mobile phones students are using mobile phones for learning 

purpose by watching lecture videos in their smart phones. Due 

to less memory space it is not possible for user to store each 

and every video data in mobile phone, therefore to address this 

problem we have used Hadoop for storing lecture video. In 
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option and user is informed by message when video 

downloading is complete shown in fig 7, the same pages are 

redirected when user clicks on Download button in home page. 

on Download button in home page. 

 

    

    
                       

option and user is informed by message when video downloading 

is complete shown in fig 7, the same pages are redirected when 

user clicks on Download button in home page. 

on Download button in home page. 
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this paper we have successfully integrated Hadoop with 

mobile application, for storage and processing of mobile video 

data into HDFS. Through this application user can upload a 

video and store that video into HDFS, search a video and 

download the required video as well. We have been  

successfully able to upload and retrieve a maximum of 1.3 GB 

of video data. The limitation of our work is that the 

application user and server should be in the same Wi-Fi range, 

and Hadoop has to be initialized using shell command, with 

further enhancement in the application user can easily access 

videos as well as the Hadoop server can be automatically 

started. Moreover we can further reduce searching time by 

applying a combiner in between map and reduce task 
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Abstract— Service-Oriented Computing(SOC) rapidly gains 

importance in the industry to built complex web service 

applications. The web service plays a very important role in SOC. 

Service composition is the process of adding services to the 

existing one using functional attributes of multiple services 

rapidly and effectively.  One of the critical issues in the 

composition is non-consideration of Quality of service (QoS) 

parameters which can lead to inaccurate and low performing 

composite service.  Next to selection tasks in the composition 

process is to allocate resource to selected services in composite 

service is also crucial. Resource allocation in the composition is 

the process of allocating component service to selected candidate 

service for each and every candidate services in composite 

service. In the cloud environment, component service holds 

physical computational resource or infrastructural resource. This 

paper, present mapping of resource allocation problem in 

composition to 0/1 Multi-dimensional knapsack problem which is 

NP-hard computational problem.  The work in the paper 

provides the solution to the resource allocation problem with the 

help of a dynamic programming strategy. The computational 

simulation was carried out and revealed that the dynamic 

programming strategy as not suitable for a large number of 

services considered during the allocation process. Further 

development of the solutions for such problems should be 

attempted by applying various heuristics and meta-heuristics 

approaches. However, after analysis of these approaches, the 

work suggests to study and apply meta-heuristics to address this 

type of problems for an optimal solution with the feasibility. 

Keywords— Quality of Service, Service Composition,  

Resource Allocation, NP-hard Problem,  0/1 Multidimensional 

Knapsack Problem. 

I.  INTRODUCTION  

In Service-Oriented Computing (SOC), the Quality of 

Service (QoS) is important for most service-based complex 

applications. Service composition is the process of adding 

services using functional attributes of multiple services rapidly 

and  effeectively[1, 2]. In resource allocation for composite 

web services, a critical problem that must be addressed is to 

achieve the QoS for composed applications. Overcoming this 

issue raises two problems. First is resources assignment to 

every abstract web services(tasks) in the composite web 

service. The resource allocation problem is critical because it 

occurred in various research domains out of one is a service-

oriented architecture (SOA). An effective way to allocate 

resources in SOA affects the performance of the web-based 

system. The resource allocation problem is that a given 

composite service containing candidate services, each 

candidate service to be allocated to at least one of the services 

from a set of component services. Here component service 

holds a resource.  Finding the allocation technique to these 

resources in order to finish all candidate services is 

challenging under some set of constraints while satisfying 

expected QoS. An allocation of very few resources on a cloud 

computing environment to complete tasks is known resource 

allocation problem[3].  

The resource allocation problem exists in the IoT 

environment, allocation of tasks to reduce energy consumption 

devices in it. Due to the use of cloud computing as a platform 

in IoT applications. Here also the allocation of the resources 

from the cloud is a challenging issue to address[4]. Cloud 

computing [5] is an Internet-based computing model where 

resources and applications are delivered as web services over 

the Internet are provided on demand as public utilities. This 

pattern provides a way for the organization to create new 

composite web services or complex applications. 

 

II. RELATED WORK 

   Many approaches to solving resource allocation problem 

have been proposed. Service-oriented computing has attracted 

huge attention over the past few decades. However, QoS 

parameters were less addressed as compared to other 

parameters like duration and storage of computational 

resources. 

In [6] K. Gaia proposed Reinforcement Learning technique 

using Dynamic Programming to solve the resource allocation 

problem optimally for IoT content-centric services. They 

considered Energy, cost and response time parameters in the 

technique they used. But in this paper authors did not address 

the feasibility of optimal solution in a large scale environment. 
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Also, they did not analyses the time complexity of the 

proposed algorithms. 

In [7] C. Tsai presented a solution to the IoT resource 

allocation problem. The search economics mechanism is used 

to solve this problem as it is a way to search for the solution of 

the complex optimization problem. This work considers 

communication cost whereas other QoS Parameters are 

missing. The time complexity of the proposed algorithm is 

𝑂(𝑛2. ℎ. 𝑖𝑡𝑒𝑟𝑚𝑎𝑥 ) where n is the number of subsolutions of a 

complete solution and h the number of regions the solution 

space is divided. 

V. Angelakis et al. [8] focus on IoT devices and network 

interfaces have heterogeneity in nature which need various 

services to allocate. Here a resource allocation problem target 

at getting the best solution. Spiting interface of device and 

allocation of services to the spat interfaces is called a Service 

to-interface assignment (SIA) problem. In this paper, they 

stated this problem is NP-complete problem. 

In [9] M. Liu introduced Resource Allocation for non-

orthogonal multiple access based Heterogeneous IoT. To solve 

this problem optimally a deep learning based algorithm is 

proposed. Energy efficiency was the parameter for the study. 

Time complexity analysis is not done of proposed algorithms 

and QoS parameters were missing while optimization of the 

method.  

In [10] A. Singh proposed a resource allocation mechanism 

using buffering, scheduling and rate limiting. The authors  

confirms to SLA requirement meeting. The System parameters 

for study were the capacity and enforcement period where 

QoS consideration was missing. The work did not focus on the 

objective to present an optimized algorithm for the best 

solution to the resource allocation problem.  

K. Lee et. al. [11] provided a generic representation of the 

allocation problem. It is based on the heuristic multi-attribute 

combinatorial exchange approach which is suitable for large 

scale environments and greedy optimization methods. The 

objective of this work is the conceptualization, 

implementation, and evaluation of proposed mechanism but 

not to an optimal solution to the allocation problem. The 

parameters considered for study are energy and cost whereas 

some important QoS are missing. 

Q. Lu et. al. [12] presented quantifying and optimizing the 

fairness and efficiency of heterogeneous resources as a 

challenge of resource allocation problem in the cloud 

platform. A design of Fairness-Efficiency in allocation 

algorithm is presented. It is an iterative, dynamic-adaptive 

heuristic for solving the problem. The computation complexity 

of an algorithm is  𝑂(𝑛2). Along with the solution to the 

problem the feasibility of solution is not analyzed.  

J. Yao et. al. [13] we studied a robust multi-resource allocation 

problem with uncertainties in resource demands. The cost 

function is optimized which produces fairness and effiency in 

a robust manner in the cloud environment.  

J. Li et. al. [14] proposed a multiclass resource allocation 

algorithm for services in IoT. Uplink resource allocation 

problem is explained. Comparison between different 

algorithms were presented with respect to delay distribution. 

Authors claim their algorithms give better performance than 

fixed allocation algorithms which  satisfy the QoS 

requirements of users.  

TABLE I.  SUMMARY OF COMPARATIVE ANALYSIS OF THE RESOURCE 

ALLOCATION ALGORITHMS. 

S 

N 

Algorithm Approac

h 

Technique Computation-

al  Complexity 

Author 

1 Dynamic 

Programmi

ng 

Non-
Heuristic 

Reinforceme

nt Learning 
𝑂(𝑛) K. Gaia et. 

al. (2018) 

[6] 

2 
Demand 

based 

Non-

Heuristic 

Service-
Interface  

Assignment 

𝑂(𝑛2  𝑙𝑜𝑔(𝑛)) V. 
Angelakis 

et.al.(2016) 

[8] 

3 Gradient 

method 

Non-

Heuristic 

Dominant 

Shares 
𝑂(𝑛2) 

 

J. Yao et.al. 

(2017)[13] 

4 Multiclass 

Allocation 

Non-

Heuristic 

Gateway 

Hierarchy 
𝑂(𝑛2) J. Li et.al. 

(2016) [14] 

 
5 

Gradient 

method 

Non-

Heuristic 

Deep 

Learning 

 

𝑂(𝑛5) 
 

M. Liu et. 
al. (2018) 

[9] 

6 Approxima

tion 

Non-

Heuristic 

Convex 

Segments 
𝑂(𝑛2 . 𝑙𝑜𝑔(𝑛)) P. Lai 

(2015) [15] 

7 

Greedy Heuristic 
Combinatori
al Exchange 

𝑂(2𝑛) K. Lee et. 

al. (2015) 

[11] 

8 Gradient 

method 
Heuristic 

Dynamic 

Adaptive 
𝑂(𝑛2) Q. Lu et.al. 

(2016) [12] 

9 Dynamic 

local search 

Meta-

Heuristic 

Search 

Economics 
𝑂(𝑛2 . ℎ. 𝐼𝑚𝑎𝑥 ) C. Tsai 

(2017) [7] 

1

0 

Generalize

d Ant 

Colony 
Optimizer 

Meta-

Heuristic 

Hybrid (ant 

and global) 

 

𝑂(𝑚.𝑛. 𝑙𝑜𝑔(𝑛)) 

A. Kumar 

(2018) [16] 

 

A. Comparative analysis of existing approaches 

Table I provides a summary of the comparative analysis of 

existing approaches for solving resource allocation problem. 

From the table, it has been found that the complexity of the 

algorithm proposed by K. Gai et. al.[6] is much better than the 

rest of the existing algorithms. The approaches provided with 

heuristic led to exponential time on the increasing number of 

resources.  A gradient method with a non-heuristic approach is 

found computationally heavier than heuristic approaches. 

However, improvement in complexity was witnessed with 

metaheuristic approaches[16] with complexity as 

𝑂(𝑚.𝑛. 𝑙𝑜𝑔(𝑛)), where m is the size of initial populations and n 

is the number of iterations.  

   The synthesis of the literature revealed that dynamic 

programming strategy provide the solution in reasonable 

computational time so, this paper attempts a dynamic 

programming strategy for solving resource allocation problem. 

The major challenges can arrive in resources allocation 

problem are Optimality and Scalability. In case of increase in 
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scalability of solution space leads to optimality of solution 

searched in same solution space and vice versa. 

 

Fig. 1 Taxonomy of resource management 

  

III. RESOURCE ALLOCATION PROBLEM 

Fig. 1 illustrates the resource management taxonomy. It 

gives an overview of research in resource allocation area and 

presents four dimensions: resource type, an objective of 

resource management, resource location, and resource use. 

The first aspect is constructed by reviewing the current type of 

resources used. Our research focus is on the second aspect 

which is resource allocation. The resource location plays 

important role in describing the architecture and the last aspect 

is used in a survey as allocation criteria of the resource. This 

paper address resource allocation objective with non-

functional QoS as resource use. 

There may be many composite services for an activity. 

Each of the candidate services in a composite service needs to 

be allocated an instance of the component service. A single 

instance of a component service may be allocated to more than 

one  candidate service task  in the composite service task as 

long as it used at different time. This is stated as service 

allocated problem.  

    To find resource allocation plan which minimizes the 

aggregated response time of each composite service while 

satisfying cost constraint is called resource allocation cost 

constraint problem. The tasks mapping on distributed services 

is known NP-hard roblem[17,18], which divine computational 

complexity of resource allocation problem with cost constraint 

is NP-Hard. 

   Consider, CS={CS1, CS2, CS3, ...... CSn}, set of composite 

services, n is total number of services. ASi ={ ASi, 1, ASi, 2, 

ASi, 3,..... ASi, m }, set of abstract services, each i
th

 composite 

service consist of m number of abstract services.   

   Ci = { Ci, 1, Ci, 2, Ci, 3 ,..... Ci, p}, set of p number of candidate 

service for each abstract service in cloud.  𝑅𝑇𝑖 ,   𝑚and 𝐶𝑜𝑠𝑡𝑖 ,   𝑚  

response time and cost of candidate service Ci,m  in the cloud. 

Now allocation with cost constraint plan P={Pi|i=1,2,3....n}, 

such that aggregated response time 𝑅𝑇(𝑃) is Minimal which is 

calculated using the following equation. 

RT(P)  = (RTi)

𝑚

𝑖=0

 

 

In above equation total number of candidate services and the 

constraint which is Cost(P) should not exceed. 

 

A. 0/1 Multidimensional Knapsack Problem   

The 0/1multidiamesional knapsack problem consists of an 

allotment of a specifed capacity items in a knapsack, in which 

each item has an associated profit and weight[19]. 

Applications like finance and telecommunication networks 

can be easily model using this problem[20]. A goal of this 

problem is to find a subset of items which will lead to the 

maximum total profit with fulfilling constraints imposed on it. 

Consider a set of candidate services (s = 1, 2, 3..., n) where n 

is number of candidate services in composite service and a set 

of resources (r = 1, 2, 3, ...,m) where m is a number of 

resources. Each candidate service has a cost associated with it 

from which maximum capacity is aggregated and resource has 

cost as well as its associated value of response time of service. 

Now the problem is an allocation of resources with a 

minimum response time of component service which holds 

resource for the given maximum aggregated capacity of 

candidate service. This can be mapped to 0/1 

multidimensional knapsack problem[21].  

 

IV. PROPOSED ALGORITHM 

This paper presents an algorithm for resource allocation 

using a dynamic programming strategy as an Alogorithm 1.  In 

this algorithm parameter CompositeService(CSn) is set of  

candidate services which needs resource/s to execute. 

AbstractServices(ASm) is set of abstarct services where each service is 

task in activity of m tasks. ComponentServices (Cp) is set of services 

which holds computational resources and gets allocated to candidate 

service. Response Time of Cp (RT) is response time of component 

service in other word it is response time of computational resource 

which is time (in microseconds) required to receive response from 

component/resource service against request from user/candidate 

service, Cost of Cp (Cost) is monitory cost of component service in 

terms of price which need to pay to service providers.  Services 

Allocation Plan (P) is set of best plans of combination of component 

services with minimum response time satisfied by cost constraints in 

user requiremets.  

The main idea of the algorithm is to allocate component 

service to serve the services with the highest resource cost and 

minimum response time. The algorithm confirms the 

aggregated response time will be minimized. The algorithm 

then steps forwards to allocate the services with lower 

resource shares and so on.  The first two lines of the algorithm 

calculate the aggregated response time and total cost of the 

composite service. This is done by simple summing of the 

response time of all services in candidate service and summing 

of cost as well. Next step calculate aggregated response time 

of component service using Vn. Plan p with the best response 

time and cost will get the return.   
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Algorithm 1 RESOURCE ALLOCATION ALGORITHM 

INPUT Composite Services(CSn),  Abstract Services 

(ASm),  Component Services (Cp), Response 

Time of Cp RT),  and Cost of Cp (Cost) 

OUTPUT Services Allocation Plan (P) while all 

constratints satisfied 

STEPS Calculate aggregated response time of each 

composite service 

Calculate total cost of each composite service 

if total cost is Maximum then  

 Vn(RT) = Min {Vn-1(RT),  Vn(RT) } 

 Allocate  nth component service with RT to 

respective Candidate  Service in Composite 

Service. 

 Return Plan P 

  

V. RESULTS AND DISCUSSIONS 

   The simulations were carried out with machine 

configuration is Intel Core i3 processor, 4GB RAM, 1TB 

HDD, Windows 7 64bits OS, and Java Platform(JDK1.7) for 

implementation. We focus on analyzing dynamic 

programming as well as a simple iterative method for the 

implementation of allocation of resources. In our 

implementation, 3000 component services were use for 

allocation to candidate services with cost and response time as 

QoS parameters. The results demonstrate the simulation of 

dynamic programming for 0/1 multidimensional knapsack 

version of resource allocation problem. We note down 

computation time in milliseconds for the number of services 

by keeping number candidate services constant to 10 in 

composite service. Fig. 2 shows the performance of dynamic 

and iterative solutions. From figure 2 it is observed that the 

brute force algorithm fails to allocate more than 2400 

component services. The dynamic programming found to be 

better than brute force but still get stuck after 3000 services.  

 
Fig.2 Computational time with a number of resources for allocation 

 

Though dynamic programming is better than brute force but 

computationally expensive with complexity as  𝑂(𝑛2). From 

the computational experiments, it can be concluded that 

dynamic programming strategy fails for a large number of 

services so attempts for providing the solution with heuristics 

and metaheuristics technique.   

VI. CONCLUSION 

This paper presents the resource allocation problem in 

service composition modeled as 0/1 multidimensional 

knapsack problem. The stated problem is implemented with 

brute force and dynamic programing strategy. The 

computational results revealed that as number of services goes 

on increasing both the technique failed to allocate the 

resources. Hence it is concluded that heuristics and  

metaheuristics based technique should be developed for 

finding the solutions in reasonable computational time. The 

analysis results of our simulation show that implementation is 

good small scale composition. However, all constraints and 

dependencies are not taken into consideration in current work. 

The solution accuracy, optimality, and feasibility are not 

checked in our simulation work.     
In future scope we will include the use of meta-heuristics 

for solving resource allocation problem in service composition 
with the constraints and dependencies for large scale services 
along with solution accuracy and feasibility. 
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Abstract: In modern CMOS logic, due to scaling variety of fault occurs which causes reliability issue in circuits. Also in 

radiation environment, single event upset logic degrades the performance of CMOS IC’s. Faults and single event effects 

becoming a major concern in scaled CMOS devices employed in circuits that have to be used at higher altitudes in space. In 

this paper, brief history of about the emergence and creation of errors in IC’s , types of faults occurring in CMOS logic 

circuits and their fault tolerance and SEE’s mitigation techniques have been discussed. 

Keywords: CMOS, SEE, LET, Faults, Radiation effects, Mitigation. 

I. INTRODUCTION 

 

CMOS becomes the prevalent technology in past 

30 years. CMOS circuits have been utilised at large 

scale for the construction of IC’s which exercised 

in microprocessor, microcontroller and several 

other logic circuits. CMOS IC’s also used for space 

application. Moore’s Law plays a vital role in the 

advancement of CMOS circuits which summarised 

as the transistor density on chip twofold after every 

18 months [1]. Speed and complexity of the 

microelectronic circuit had been boosted to 200-

MHz and gate-per-circuit reached beyond million 

transistors in single chip due to technology scaling. 

Scaling of CMOS circuits worsen the electronic 

devices and leads to the establishment of faults in 

CMOS circuits [2].  

 Fault is an unsatisfactory behaviour of 

circuit which needs to be screen out. In CMOS 

circuits, faults were acknowledged and addressed 

infrequently in 80’s [3]. CMOS being a prevailing 

technology is certainly focused on shrinking of 

devices which adds to its design complexity and 

making it more sensitive to small defects. Leakage 

current and short channel effects arise due to 

technology scaling and numerous faults appear in 

CMOS IC’s. In space, radiation effects are 

principal concern and scaling of CMOS devices 

further escalate radiation effects in deep submicron 

dimensions device. Therefore, reliability of CMOS 

circuit can be enhanced by detecting and correcting 

the shortcomings and fault masking [4]. 

 

Therefore, fault tolerance plays a vital role in 

analog and digital circuits and it decides the 

performance of the device. Hence, it is important to 

work on the fault tolerance capability of the device 

as it is directly proportional to the reliable 

performance and it provides assuring successful 

operation. Fault tolerance system should be well 

efficient to handle all possible faults occurring in 

hardware or software components, due to power 

breakdown or any other possible disaster and still 

meet expected performance metrics. Owing to 

increased operating frequencies, the CMOS 

integrated circuits are more prone to be affected by 

faults like permanent and transient faults, SEE’s 

and structural faults like interlayer and intra-

layer[5]. 

 

Vital constituents of fault tolerance are error 

processing and fault treatment. Error processing 

features error removal, if there is probability of 

occurrence of malfunction whereas fault treatment 

includes elimination of faults before it set in 

motion. Fault tolerance can be accomplished by 

combining two fault masking and reconfiguration 

[6]. Fault tolerant techniques are categorized in 

static, dynamic and hybrid groups. The static 

tolerant techniques uses fault masking mechanism 

which is designed to achieve fault tolerance 

without requiring any action on the part of the 

system. The dynamic fault tolerance technique 

detects, locates and recovers the fault in an attempt 

to achieve fault tolerance. And hybrid fault 

tolerance techniques combine both static (passive) 

and dynamic (active) approaches [7-8].  

 The paper has been organised as follows: 

Firstly historical aspects are discussed in part II; In 

part III different CMOS faults have been discussed 

including structural faults, SEE’s faults and several 

other faults. Part IV describes SET mitigation 

techniques and Fault tolerance techniques. 

 

II. Historical Overview 

 

Continuous downsizing of MOSFET technology 

and upsurge of chip size and area leads to 

complicated design of integrated circuits and speed 

and performance had been improved greatly. 

Operational frequency of MOSFET circuits has 

been escalated due to which probability of 

occurrence of faults had been increased. With the 

advancement and development in IC’s design and 
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structure, faults and SEE’s had been observed in 

MOSFET in late 80’s [3].  

In 1983, Diehl et al. explained about the digital 

single event transients and faults occurring in 

CMOS IC’s [9].Faults at transistor level can 

jeopardize the functionality of CMOS devices and 

result in erroneous output [10]. Since various 

circuits were constructed using MOSFET 

technology, so it was important for analog and 

digital applications to tolerate various kinds of 

faults. Faults in CMOS circuits may arise at 

manufacturing stage. Because of faults occurrence, 

there has been a probability that transient may 

latched in a flip flop. Thus, faults and SEE’s 

becoming principal concern in VLSI logic circuits 

[11]. 

A report submitted by Intel in 1984describes the 

dynamic fault imaging technique. This technique 

describes the voltage transients arising in IC’s 

when it is operating dynamically. This was 

developed in order to mitigate faults arising due to 

manufacturing and designing of complex logic 

circuits[12].  

 Few years later, Kolasinski 

performed the experiment under heavy ion 

radiation and conveyed detailed contribution of 

SET (single event transients). They emphasis on 

two extents, LET of SEU particles and cross -

section of upsets. It was observed that LET of SEU 

particles was between 6 and 15 MeV-cm
2
/mg and it 

also witness that dynamic memories has more 

cross-section than static memories. SETs were 

observed in memory circuits and microprocessor 

[13]. 

New-berry et al. examined the transients at the 

output of devise such as logic drivers and receivers. 

They scrutinized that minimum LET required for 

SETs occurrence was 15 MeV-cm
2
/mg and pulse 

width of SETs increases beyond 40ns as LET 

increase [14].  

 In 1990,s various papers have been 

published describing the issue of static and 

dynamic faults and also it explained that error 

increases with increase in operational frequencies. 

The analysis was performed for high speed devices 

based on Si ECL technologies and this was done at 

very high frequency i.e. 100Mbps. It concluded that 

these devices are sensitive for heavy ion interaction 

and proton irradiation for space applications [15-

16]. At low frequencies error were observed in 

sequential logic circuits whereas at high frequency 

most of the defect noticed in combinational logic as 

error rate increases in direct proportion with 

frequency. 

  Later in 2000’s study was done 

which describes SET’s in digital circuits due to 

scale down to 150nm technology node. There were 

significant transients in deep submicron technology 

due to ion strike in tresstrial environment and the 

value of LET at which faults were observed in 

digital circuits was anticipated to be as low as 2 

MeV-cm
2
/mg [17]. 

Later it in 2010, it is also showed that reducing the 

source voltage of digital devices makes  it more 

vulnerable to stuck at faults and SETs and the 

smaller node capacitances in CMOS circuits unable 

to protect the nodes from voltage variations . The 

circuit was designed which can tolerate SETs up to 

15GHz of frequency. The amplitude and phase shift 

due to current and transient pulses injection 

presented mathematically as: 

    
  

    
…… (1) 

    
  

    
 ….. (2) 

[18].  

 

Mukherjee et.al. Introduced a new defect tolerant 

technique using transistor redundancy where each 

transistor is replaced by three transistors. He 

showed that triple transistor redundancy technique 

is efficient in terms of area overhead at reasonably 

good reliability. Triple transistor logic is faster than 

Quadded transistor technique [19]. 

Later various error detecting and correcting 

techniques were proved to be resourceful for 

CMOS based memory circuit’s  whereas hardening 

techniques for combinational logic circuits. 

 

III. Faults in CMOS Circuits  

 

The objective of designing any electronic device 

using CMOS is to minimize chip area, low power 

consumption and high Fan-out while maintaining 

low noise power [20]. Fabrication of CMOS IC’s 

involves various processing steps which may 

introduce a problem that in turn may introduce a 

fault. Faults in CMOS devices may occur at 

transistor level; gate level or system level. But at 

circuit level, fault can be categorised as follows: 

 

A. Open and Short Faults  

Open faults exists a missing link between 

two interconnects then generally these type of fault 

occur. They can occur due to missing drains or 

sources within same transistor or different 

transistor. On other hand, short faults occur when 

two or more interconnect lines get shorted. It 

includes shorting between power supply rails/ lines  

[21]. These are included in electrical fault models. 

 

B. Stuck at Faults 

In such faults, the output of CMOS is 

trapped at particular logic level; either zero or one. 

Stuck-at Faults is included at both chip as well as 

PCB level [19]. Fig 1 represents the stack at faults 

model, where value of a gate is stuck at  1. 
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Fig 1 SFs detection [19] 

 

C. Transition Fault    

In case of transition fault, CMOS circuit failed 

to make transition from either 0 to 1 or vice-versa.  

When a CMOS circuit fails to make transition from 

0 to 1 then is known as upward transition fault 

whereas when it fails to make transition from 1 to 0 

then it is called as down transition fault [22]. Figure 

2 represents the transition fault.   

 

 
Fig 2 Up- transition faults[22] 

 

D. Bridging Fault 

 

These faults are mainly related to reliability issues 

of circuit. Bridging faults are the connections 

formed between two or more wires and performing 

logical AND/OR between shorting wires. Bridge 

fault models are shown as follows in fig 3: [23]. 

 
(a) Wired –AND 

Model 

                       (b) Low Resistance Model 

 

 

 
 

(c) Wired-OR Model 

 

Fig 3: Bridging Faults[23] 

 

E. Single Event Effects  

 

In space, various radiation sources exist that 

incorporates sun rays, solar winds and cosmic rays. 

Different particles such as neutrons, protons, 

electrons and heavy ions are acquainted in radiation 

environment. These particles when strikes the IC’s 

may introduce error in circuits and these errors are 

termed as Single Event Effects (SEE). There are 

different types of single event effects occur in 

CMOS IC’s  [24]. 

 In single event upset, when 

particle hits the IC’s it may change the logic level 

of storage node. Single event transient effect leads 

to change of voltage in CMOS circuits. Single 

event transient becomes SEU when it changes the 

state of storage node. In CMOS, two parasitic BJT 

are formed which leads to the formation of thyristor 

like structure and when this thyristor like structure 

get turned ON due to particle strike then there is 

direct flow of current from power supply to ground. 

This triggering of thyristor like structure is termed 

as Single event Latch up.  In Single event gate 

rupture (SEGR) effect, the gate of CMOS circuit is 

impaired due to particle strike at gate oxide 

insulation. Single event burnout happens in power 

CMOS circuits when drain current increases 

beyond limit [3],[25]. The energetic particle strike 

when hits the CMOS circuit, results in formation of 

charge cloud and it is shown in fig 4.  

 
Fig 4 Particle strike CMOS inverter [3] 

 

 Therefore in CMOS circuits faults can occur 

at gate level, transistor level or at switch level. To 

mitigate the fault occurring in circuits a range of 

fault detection and correction mechanism are 

available that has been discussed further. 

 
S.No Faults  Effects 

1. Open and Short 
Faults 

Produce the floating states at the 
output of the CMOS logic either 
at Pull-up network or at pull-
down network  

2. Stuck at faults Single logical connection is 
permanently stuck at a particular 

value and does not represents 
the correct  at node 

3.  Transition Faults  Spot defects and increases the 
delay of circuit  

4. Bridging Faults Two nodes permanently get 
connect  

5. Single Event Effects Changes the voltage of circuit 
because of striking of particle 

 

 

IV. Fault Tolerance Mechanism and SEE 

Mitigation   

Various fault tolerance and SEE mitigation 

techniques have been developed in order to prevent 
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failures in CMOS circuits and these could be 

implemented in programmable logic [26]. 

Changing the device structure physically helps to 

avoids faults and they are termed as fabrication 

process based techniques. These techniques involve 

epitaxial CMOS process and silicon-on-insulator 

process in order to eliminate radiation faults at 

satisfactory level. The fabrication process - based 

techniques are quite expensive and therefore, they 

are not preferred for low level production. 

Design based techniques are widely used 

because they can be applicable to various design 

level in circuit and also termed as architectural 

techniques. These techniques include detection, 

mitigation and recovery techniques. Time 

redundancy and hardware redundancy techniques 

generally used for the detection of SEU’s in 

combinational and sequential logic circuits  [27]. 

Fig 5 represents the time redundancy technique.   

 
Fig. 5 T ime Redundancy duplication scheme to 

detect SET  [27] 
 

Hardware fault tolerance techniques use the 

concept of duplicity with comparison which could 

be used for CMOS IC’s. The hardware tolerant 

techniques involve Triple modular Redundancy 

(TMR), N-Modular Redundancy (NMR), Triple 

Interwoven Redundancy (TIR), TT (Triple 

Transistor) Technique and QT (Quad Transistor) 

Technique [4]. 

 In TMR technique, voter circuit is used which 

selects one circuit from three different circuit 

performing same operation but disadvantage 

associated with this technique is that it assumes 

voter circuit is fault free [8]. TIR is analogous to 

TMR technique in which replicated components are 

arranged randomly. Reliability of TIR technique is 

main issue [28]. 

 The TT and Quad Technique rectify errors by 

toggling them from critical to subcritical states.TT 

technique was categorised as static redundancy 

technique. In this technique redundancy was added 

at transistor level and it is highly reliable and 

occupies less area as compare to other static 

redundancy techniques. TT is proficient in handling 

single faults in transistor [18]. QT uses four 

transistors to function for single transistor due to 

which error in single transistor can be tolerated. 

Double faults can also be tolerated using QT 

technique as long as they are not in parallel. 

Generally, TT technique is faster than the QT 

Technique and in addition to TT technique is 

appropriate because of its efficiency in terms of 

area and time [29-30]. TT configuration is shown 

in fig. 6 

 

 
 

 

 
Fig. 6 TT configuration of single transistor [4] 

 

Also, in case of hardware redundancy technique 

design can be modified logically. In this, we add 

the redundant bits using error detection and 

correction techniques which can identify faults and 

correct upsets. 

Reconfiguration, partial reconfiguration and 

rerouting of bits or information using the 

programmable matrix in the circuit for detecting 

and correcting faults. Also detection with codes can 

be used for sequential or combinational circuits. 

Hamming codes can be used for correcting the 

faults in circuits. It requires changes at circuit level 

by adding block like decoder blocks, storage cell 

and encoder. DICE cells can appropriately detect 

and correct the fault at transistor level [27]. 

 SETs became main issue in CMOS devices in 

space application when size was reduced below 

10µm and critical charge for originating a transient 

pulse was dropped below 1pC and LET is 

corresponding to 50 MeV-cm
2
/mg. In order to 

mitigate SETs various techniques have been 

developed and they are categorised as : Temporal 

sampling and spatial sampling.  Temporal sampling 

is widely used in deep submicron circuits that have 

to be employed at high altitudes in space. Generic 

temporal sampling is widely used form of sampling 

technique. It is shown in fig. 7:  

 

 
Fig. 7 Generic Temporal Sampling Latch [31] 

(a) Original Transistor (b) TT version1 of fig. a (c) TT version2 of fig. a 
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In this, input data is sampled at different 

frequencies such that sampling frequency is higher 

that the single event upset pulse and voting 

circuitry picks the majority of sampled data [31]. In 

temporal sampling there exist the trade-off between 

size and speed.  

Table 1 represents the mitigation technique and 

which fault is diminished by it. 

 
Table 1: Mitigation Technique Summary 

Sino
. 

Mitigation Technique  Fault Diminished 

1. Triple Modular Redundancy 
technique 

Stuck- at fault  

2. Triple Interwoven redundancy 

technique  

Stuck at fault  

3. Triple Transistor redundancy  Stuck at, transition 

and SET’s Fault  

4. Quad Logic Redundancy 
Technique 

Stuck at, 
Transition faults. 

 

 

V. Conclusion 

 

This paper discuss about the faults and 

how they are significant in high speed and complex 

digital CMOS IC’s. Faults being the unsatisfactory 

behaviour of circuits need to be prevented. Various 

types of faults have been discussed and their effects 

on devices have been explained. These faults 

results in erroneous output and may damage the 

circuit permanently. Scaling of CMOS technology 

has increased the number of faults in circuit and 

also intensified the effects of SEE’s. Increase in 

operational frequency and scale down of 

capacitance has enhanced the probability of fault 

and SEE occurrence in CMOS circuits. To mitigate 

these faults and SEE’s various fault tolerance 

techniques have been discussed at gate level, 

transistor level and at circuit level. If in future, any 

kind of fault occur then we can rectify it by using 

current techniques or by doing advancement.  
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Abstract—In our country one of the main challenges facing 

the farming industry is the paucity of labour. The Farming 

industry is one of the major employment generators in our 

country, however the industry employs only seasonal labour 

resulting in many farm workers moving to cities for other 

stable occupations such as construction and hospitality. Thus 

in a country with human resource surplus, finding seasonal 

labour has become a challenge, and the available labour has 

become very expensive, resulting in many fields lying barren. 

Automation of the farming process is a reasonable solution to 

overcome this problem. An automated farm should be able to 

pseudo replace tasks which are worker intensive. These include 

sowing, weeding or disease detection, harvesting and lastly 

automated inventory. In this project a model is presented for 

fruit farms. A small farmer bot prototype is also developed. 

The prototype demonstrates the harvesting step, wherein it 

detects ripe fruits for plucking.  

Keywords—automated, harvester, apple, YOLO, bot 

 

I. INTRODUCTION  

The current farming sector is reliant on the manual based 
process of plucking and sorting of fruits for making them 
available for the customers. This is not consistent and is time 
consuming, thus affecting its efficiency. Nowadays the use 
of bots in our daily lifestyles such as robotic vacuum which 
cleans the house and abolishes the age old system of manual 
sweeping, and the use of chat bots in place of customer care 
leads to a great profit in the IT sector. A basic farming 
process includes planting, watering, weeding, harvesting and 
delivery which are manually done whereas an automated 
farming process is done with minimum human assistance. 
Automated farming can be done by using robots for 
performing the techniques in farming process such as 
planting the crops with robots, watering using smart drip 
irrigation system, spraying pesticides and weedicides by 
identifying the weeds and pests with the help of robots and 
so on. Taking the positives from this, the project aim at 
making a bot which will perform the tasks of harvesting and 
managing the inventory that a labour does on the farm with 

minimal cost. The proposed system is such that it is capable 
of automating the process of plucking with no man power 
and hence making it affordable in comparison to manual 
system and also maintaining an inventory of the count of the 
fruits in order to make it available to the customers. 
Introduction section gives an overview of the objective and 
the need for Smart Farming. Literature review section gives 
a brief explanation about the previously conducted research 
based on different automated techniques used for harvesting 
apple fruit. Methodology section includes a detailed 
description of the hardware incorporated in our system. 
Implementation and result section shows the explanation and 
analysis of the system. Conclusion section includes 
capabilities of the project and future work.  

 

II. LITERATURE SURVEY 

Different apple harvesting systems were studied to come 
up with a suitable system design. There are two ways in 
automated apple harvesting, one being bulk and the other 
being apple by apple. A mechanical apple harvester [1] is a 
mass harvester system that is designed for a narrow inclined 
trellis which requires uniform ripeness. There are two 
operators on the system which move the harvester towards 
each apple tree. They adjust the harvester to a tree and cover 
it with impactors. A shaker attachment then vibrates the tree 
causing the apples to detach from the tree and the apples fall 
on the impactors. 

Another system engages in robotic bulk harvesting of 
apples [2]. Its main aim was to check the size and type of 
catching surface needed, and to use a surface to catch the  
fruit with no damage. It is a three wheeled harvester. A 
digital camera captures the images of the apples and the 
images were processed using a software. The Rapid 
Displacement Actuator (RDA), a hydraulic cylinder is 
guided to that position of apple by converting the image 
pixel coordinates into coordinates in space. Then the actuator 
is activated for fruit detachment and the apples are collected 
in the catching surface. 
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Autonomous Fruit Picking Machine (AFPM) [3] is a 
robotic apple harvester which uses apple by apple picking 
system. This system requires a proper fruit gripper. The 
AFPM is built on an agriculture tractor. The camera inside 
the fruit gripper will scan for ripe apple and will be then 
processed under uniform light conditions with the help of 
high frequency light source. The camera rotates in x and y 
axis and after the apple is aligned with the image centre and 
the object centre by using 6 DOF industrial robot then the 
silicon fruit gripper is in front of the apple. It then uses 
vacuum suction to detach the apple without damaging it. 

A low cost fruit gripper [4] has been used for detachment 
of apple fruit. It is made of silicon with a camera fitted inside 
which is looks like a funnel. Its main aim was to detach the 
apple and enclose the camera. It checks the shape of the 
apple and encloses it firmly. Then it is activated by vacuum 
suction and detaches the fruit without damaging. 

In this project the object detection approach used is You 
Only Look Once (YOLO). YOLO [5] is fast and an accurate 
object detector, thus making it useful for computer vision 
applications. It is based on regression i.e. instead of selecting 
parts of an image, it predicts classes and bounding boxes for 
the whole image in one run for the algorithm. 

III. PROPOSED METHODOLOGY 

 The project aims at developing automated apple 
harvester bot and maintaining the count of apples in the 
inventory. “Fig. 1” shows the basic block diagram. The user 
will give the command from a smartphone to the bot and the 
bot will initiate its operation. The bot will be controlled by 
the processor i.e. raspberry pi 3. First the bot will move 
along the x axis. The camera will take continuous images. 
The algorithm used for object detection is YOLO and 
therefore if ripe apple is detected within the frame then the  
motor is driven by motor driver thereby adjusting the bot in 
line with the apple. After the bot is aligned in the centre of 
the apple then the arm in the z plane consisting of a cutter 
will move towards the apple and will stop until an active 
signal on the IR sensor is given which will successfully 
trigger the cutter to cut the apple from the tree. The count of 
the apple is taken and updated into the inventory 
mangement site of the user so that the customer can order 
the apples as per their requirement.  

 

 
Fig. 1. Block Diagram 

 
 

 

 

 

IV. HARDWARE USED 

 

1. Motor Driver L293D 

        

 

Fig. 2. L293D Motor Driver  

     L293D is a quadruple half H-bridge motor driver IC as 

shown in “Fig. 2”. Motor driver acts as current amplifiers as 

they take low-current signal and provide a higher-current 

signal. This current signal is used to drive small DC-geared 

motors and bipolar stepper motors. It can drive current up to 

600mA with a voltage range of 4.5 to 36 volts. The pulsed 

current per channel driver is 1.2 ampere and has thermal 

shutdown, back emf and internal ESD protection. L293D 

can drive two DC motors simultaneously, in both forward 

and reverse direction. The two motors can be controlled by 

logic pins 2 & 7 and 10 & 15. Input 00 or 11 stops the 

motor. Input 01 and 10 rotates the motor in clockwise and 

anticlockwise direction respectively while enable pins 1 and 

9 must be high for motors to operate. When the enable pin 

goes high, the corresponding driver gets enabled. As a 

result, the outputs become active and driver drives their 

associated motors. Similarly, when the enable pin goes low, 

the associated driver is disabled, and corresponding motor is 

disabled. 

 
2. DC Geared Motor 

A DC geared Motor shown in “Fig. 3”, has a gear 
mechanism connected to the motor. The speed of the motor 
is calculated in terms of rotations of the shaft per minute 
(RPM). The dc motor can be operated upto 12v and has 300 
RPM. The gear mechanism helps in increasing the torque 
and therefore causes reduction in speed. The speed of the 
gear motor can be reduced to any desired speed by using 
different combination of gears. This hypothesis where gears 
reduce speed but increase the torque is termed as gear 
reduction. 

 

 

Fig. 3. DC Geared Motor 
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3. Raspberry Pi 3 

 

Fig. 4. Raspberry Pi 3 

The quad-core Raspberry Pi 3 shown in “Fig. 4” is much 
more efficient than Raspberry Pi 2. It has a better 
performance than the other lower version of the pi. Unlike its 
predecessor, Pi 3 is competent of playing 1080p (Full HD) 
MP4 video at 60 fps at a rate of about 5400Kbps, and also 
supports wireless internet, with built-in Wi-Fi and Bluetooth. 
Raspberry Pi has a separate LCD display and camera port 
which eliminates the need of monitor and camera so one can 
connect them directly to the board and has PWM outputs for 
application use. Raspberry pi 3 uses Broadcom BCM2837 
system on chip, ARM Cortex 4 core CPU, Broadcom Video 
Core 4 GPU, 1GB RAM, 2.4GHz wireless network, 4.1 
Bluetooth and has 40-pin GPIO header, and HDMI, Ethernet, 
3.5mm audio-video jack, 4 USB 2.0, Camera Serial 
Interface, Display Serial Interface ports. 

 

4. IR Proximity Sensor 

Infrared sensor is used to detect the presence of nearby 
objects without any physical contact. An IR sensor is shown 
in “Fig. 5”. The IR sensor has builtin IR transmitter and 
receiver. IR transmitter is a type of LED which radiates 
infrared radiations. This radiation is invisible to human eye. 
IR receivers are called infrared sensors as they detect the 
radiation from an transmitter. IR receivers are typically 
photodiodes and phototransistors. IR transmitter emits 
radiation, and when it reaches the object some of the 
radiation reflects back to the IR receiver. The output of the 
sensor is shown based on the recepted intensity by the IR 
receiver. It is operated on 3 to 5 volts. Its detecting range is 
between 1cm to 30cm and the current consumption is about 
23mA to 43mA. When an obstacle is detected its output goes 
low. 

 

Fig. 5. IR Sensor 

V. IMPLEMENTATION 

       The project uses Yolo V3 technique to implement the 
proposed idea as shown in “Fig 6”. During the time of 
harvesting, the user will give the command from a 
smartphone to the bot and a code will be run. The flow chart 
of the program is shown in “Fig. 7”. The bot will be  

 
 

Fig. 6. Basic Model 

 

controlled by the processor i.e. raspberry pi 3.   The bot will 
move along the x axis. The camera will take continous 
images. The algorithm used for object detection is YOLO. 
YOLO start its process by dividing the image into SxS grid. 
For detecting the object, if the centre of an object falls into 
grid cell, that grid cell is responsible for detecting it. [6] Each 
grid cell predicts the bounding boxes and also the confidence 
percentage for those boxes. These confidence scores shows 
how much confident the model is for an object. It makes 
prediction across 3 different scales. [7] The detection layer is 
used to detect 3 different sizes, having strides 32, 16, 8. With 
an input of 416x416, detection is done on scale of 13x13, 
26x26 and 52x52 and each grid cell predicts three bounding 
boxes. For image of size 416x416, YOLO estimates 10647 
bounding boxes. And therefore if ripe apple is detected 
within the frame it will check if the image center and object 
center is the same, if not then the motor driver will drive the 
motors thereby adjusting the bot in x and y direction until 
the image center and object center is equal. 

After the bot is aligned then the arm in the z plane 
consisting of a cutter will move towards the apple until a 
high signal on the IR sensor which will successfully trigger 
the cutter to cut the apple from the tree. Then the arm will 
move backwards to its initial position and this process will 
again be repeated. The count of the apple is taken and 
updated into the inventory of the user so that the customer 
can order the apples as per their requirement. 
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Fig. 7. Flow Chart 

VI. RESULTS 

The project is divided into three sections, first to detect 
the apple and move the bot in x axis, second to move to bot 
in y axis, and third to pluck the apple which is in the z 
direction and update the inventory. Therefore the results 
were seen of the project i.e. to detect the apple and aligns 
itself to the exact coordinates of X and Y. The bot then 
moved the arm in the z plane consisting of a cutter which on 
detection of the high signal on the proximity sensor had 
successfully cut the apple from the tree. 

Testing of the program to detect the apple. “Fig. 8.a” and 
“Fig. 8.b” shows the images taken by the camera and apple 
has been detected respectively. First, the detection and 
moving the bot in x direction using only apple was done. 
Then the detection using two different fruits was tested as 
shown in “Fig. 9” i.e. for apple and orange to check if the bot 
will take real time images and classify the objects as apple 
and orange. The bot was programmed to move towards the 
apple. So as shown in “Fig. 10”, the bot detects both the 
fruits but starts moving towards the apple. Therefore after 
moving and aligning with the object and image centre, the 
bot stops. 

        

Fig. 8.a                                                              Fig. 8.b 

      
 

 

Fig. 9. Detection using two fruits 

 

  

 

Fig. 10. Bot alinged  

 

 

Fig. 11. Completed Bot 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 776



 

Fig. 12. Bot alinged in X & Y plane 

 

 

Fig. 13. Cutting Arm moving in Z plane 

 

 

Fig. 14. Cutting mechanism  

VII. CONCLUSION 

    The bot was trained to pluck an apple from an artificial 

tree under normal conditions without the obstruction of 

leaves and the deam light factor. 

 

VIII. FUTURE SCOPE 

The two factors listed in the conclusion that is the 

obstruction of leaves and the deam light factor can be taken 

into account for any future research in this domain. 
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Abstract—Cloud Computing (CC) is a very trendy topic 

in the research field. Cloud computing  has integrated 

distributing computing, web services, internet, 

software, and virtualization together. Most of the 

companies are  using cloud computing  on large scale. 

Cloud Computing (CC) services are demanding in the 

market. Cloud computing has been growing very fast 

since last few years. Over the past few years, cloud 

computing has the most powerful  technology. A 

researcher has also shown his interest in cloud 

computing  in past few years. In load balancing, there 

must be using so many algorithms in one at a time. We 

have also discussed about res ponse time, turnaround 

time, and throughput. We have comprehensively 

analyzed and compared results of the above mentioned 

LBA. In CC, role of virtual machine is to utilize 

processor speed, which is discussed in this paper.  

Cloud Computing models , VM allocation, role of load 

balancing, simulation, cloudsim have also been 

explored in this paper. 

Keywords— Cloud computing (CC), Virtual Machine, 

Load balancing algorithm (LBA), Data Center 

Controller (DCC). 

                                I.  INTRODUCTION 

CC could be understood as the delivery service of 

computing. A cloud must be an environment in which we 

have around some online services like storage space 

online compiler, online gaming  and so on. Cloud 

computing provides various resources which can be used 

online [1]. A cloud can offer some services which should 

be payable and to be free. Cloud computing is undergoing 

major changes to allow mult ifaceted enhancements with 

each passing day. Nowadays so many companies make 

use of cloud computing technology like Google, Apple, 

Amazon, Microsoft, and so on. In a cloud, various data 

center are located at various locations. A user has been 

requested to the data center regarding its services [2]. A 

data center accepts the request of the user and provides its 

service. A cloud facilitates an online platform like data 

storage space, online compiler, online video gaming, 

online music p layer and so on. This service is provided 

only on a rented basis. A user can pay for all these 

services.  

 

  Cloud deployment model can be categorized into three 

types: 

 

     a. Public:  In a public cloud, service should be public 

in a public cloud. A public cloud should be a standard 

Model. In  public cloud, Mostly services should be free  for 

a user. 

 

    b. Private: Private cloud is a service offered to a 

selected user instead of a public cloud. It provides high-

level security and also has some additional feature. A ll 

services should be paid in the public cloud. 

 

    c . Hybrid: A partial mixture of public and private cloud 

made up of hybrid cloud. It provides more flexib ility to 

enhance IT infrastructure. It provides more data deployed 

options. 

  

Cloud computing [3] has new emerging technology. 

Nowadays cloud computing is on the trending list to the 

company perspective. A cloud computing service can be 

categorized into four qualities: IAAS, PAAS, and SAAS 

etc. A service should be offered in the form of layers one 

by one in cloud computing. It should be performed l ike a 

stack. They will accomplish its business goal very easily. 

There is: 

 

    a. In frastructure as a service (IAAS): It is an 

infrastructure for instant computing. It should do 

outsourcing and support to manage an enterprise [1]. It 

also provides the software.  IAAS (Infrastructure as a 

service) is also known as HAAS (Hardware as a service). 

It should be a very high-level API. 

 

   b. Platform as a service (PAAS): It is an architecture of 

cloud computing and it also just a third party software. It 

should provide hardware and software as per the user 

needed. A PAAS provides hardware and software in the 

platform. A supplier to provides a toolkit and standard 

parameter has been applying for development and channel 

for a purchasing purpose.   

 

  c. Software as a Service (SAAS): It provides a host a 

software application over the internet. It is a being third 

party. The software must always be available for the user 

in the platform. 

 

CC is a modern technology. Now a days so many 

companies showing their interest in this emerging 

technology [4]. A researcher has also showing his interest 
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in cloud computing.  Fig1 shows a cloud computing 

environment. 

   

 
 
       Figure 1: Cloud Computing Environment [Source: Google]. 

 

                   II. LOAD BALANCING 

LB could be termed as a process in cloud computing 

which enhances the accomplishment of CC. It should 

distribute the load assignment among the nodes in a 

uniform manner [5].  Load balancing is a model in which 

we use certain algorithms to fulfill our task. Load 

balancing works as a part of cloud computing. With the 

help of load balancer, we are enabled to distribute the load 

in a uniform manner. In a load balancer, we have to 

specially take care about load balancing algorithm. An 

algorithm must have good response time, less turn-around 

time and good performance [6]. A load balancer is a 

specific part of CC which enhances the quality of CC. The 

main motivation for the load balancing algorithm is: 

 Good response time. 

 Less turn-around time. 

 Full utilization of resources. 

 No fault tolerance system. 

 Improve of efficiency and performance. 

 To improve resource utilization. 

 Stability maintenance of the system. 

 

 Therefore, in a cloud computing environment, we can 

also try to avoid overloading at a specific node. We have 

thus categorized the load balance algorithm into two 

types: 

 

     a. Static: A static algorithm is basically made for a 

stable environment like a  homogenous system. In the 

static algorithm, we should have prior knowledge about 

the system resources, so the load change judgment does 

not depend on the current system status. That algorithm 

has a decent mixture in the system that is why it should 

have low variation in load. 
 

    b. Dynamic : A dynamic algorithm can be modified 

effectively in both the homogeneous and heterogeneous 

environments. Dynamic load balancing may utilize the 

current state of the system and it ought to be helpful in 

managing the system of the load [5]. 

 

A static algorithm has been found to be much faster than a 

dynamic algorithm. But  dynamic algorithm has been 

designed only for the heterogeneous request. If we 

compare both the algorithms, the static algorithm has less 

overhead. The main objective in the load balancing 

algorithm is- to enhance request allocation to VM on the 

basis of the algorithm. There must be an agreement 

termed as service level agreement (SLA), existing 

between the developer and the user. It should generate 

proper implementation of the algorithm in a successful 

manner. Fig 2 shows a load balancing process. 

 

 
  
                     Figure 2: Load Balancing Process. 

 

The algorithm-1 has been shown to balance the load in 

VM of cloud computing as follows: 

 

Algorithm-1   

        Begin 

            Connect_to_resource()  

            L1  

            If (resource found)  

               Begin  

                  Calculate connection_string()  

                  Select fuzzy_connection()  

                  Return resource to requester 

          End 

            Else  

               Begin 

                  If (Anymore resource available)  

                      Choose_next_resource()  
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                      Go to L1  

                  Else  

                      Exit 

              End  

  End 

 

Firstly that proposed algorithm has been requested 

resources for a connection request and then test for 

obtainable for resources [6]. It measures the connection 

request and if the resource found. Then choose the 

connection that is used in the v irtual machine to connect 

the resource as per processor speed and load. Here this 

graph has been plot energy consumption according to the 

number of the task and its  algorithm. Fig3 shows a graph 

plotting of various algorithms. 

 

 
            Figure 3: Graph Plotting of various algorithm. 

 

Fig 4 shows plot between before load balancing and after 

load balancing. 

 

 

 .  
    Figure.4 : Before Load Balancing and After Laod Balancing 

 
    

         III.MODELING THE VM ALLOCATION 
 A virtual machine is an additional layer of an operating 

system. A virtualizat ion concept in cloud computing is 

tremendous. It works as an application layer which has 

only work like hosting, management and execution [7]. 

Therefore, virtualizat ion has a main key in cloud 

computing [8]. In order to make proper utilizat ion of 

available physical resources virtualizations is the best 

option. In virtualizat ion, various physical machines are 

integrated assigned to an application dynamically. While 

using virtualization, several OSs and several applications 

can run simultaneously on a single server. It rises up the 

flexib ility and utilization of hardware. The bas ic purpose 

of virtualizat ion to creates a pragmatic interface. The 

virtualizat ion environment having some component which 

we discuss below: 

      

       a . Guest: It shows as a component in a system. It 

should communicate with a virtualization layer or even 

with the host. 

 

      b. Host: It symbolizes the original environment. This 

is the palace where guest to be managed.  

 

     c. Virtualization: Virtualizat ion allows to us, we will 

create the same or different environment. Guest operates 

in virtualizat ion layer. It focuses primarily on computing, 

storage, and virtualization of the network. 

 

                              IV. SIMULATION 

A simulation is an estimated rendition of a process or 

system's operation [9]. In the process of simulation, we 

have required a model which should be developed.  That 

model should be predetermined overview of a subject. It 

also represents its key  features, such as its behavior, 

functions and abstract or physical properties. Today's 

simulation tools for CC are:  gridsim, simjava, and 

cloudsim. 
 
                     

                          V.  CLOUDSIM 

CloudSim is simulator which helps to create model and 

simulation of cloud infrastructure [12]. It  should create a 

virtual environment and then we have done some 

operation in cloudsim. Basically, it was designed for 

cloud computing and d istributing. It  should not being a 

software [10]. It  should be a java package. That package 

we have imported in IDE. Clouds im was written in java.  

Cloudsim does not have itself user interface. 

 

 

 VI.CONTEMPORARY VM LOAD BALANCERS 

A load balancing algorithms basically allocates the work 

dynamically. A v irtual machine allows the concept of OS 

and application to run over the hardware. Cloud model 

make connection request to internal hardware via data 

center elements. A data center should take care of all 

service requests and that requests placed in sandbox 

(processing element) within VM [15]. After that all 

requests are allocated to the data center host component. 

A data center object takes care of all the managing activity 

such as virtual machine creation, virtual machine 

destruction and routing request of the user request. A 

virtual machine load balancer controlled by DCC. A DCC 

creates the table of user’s requests which VM allocate for 

processing. There are various contemporary VM load 

balancer algorithm which are given below: 
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       a . Round Robin Load Balancer: A data center 

controller contains a list of all VM.  A data center 

controller is being responsible for assigning a request to 

each VM. If a VM is allocated to a request then it will go 

the end of the queue. In a Round Robin Load Balancer 

(RRLB) has a good concept which name is Weighted 

Round Robin Allocation. In a Weighted Round Robin 

Allocation, a weight is associated with every VM. If any 

VM can handle the higher load then its weight is 

incremented and that VM have treated as more powerful 

than other VMs [18]. Next time when more than one new 

request arrives then we will assign that requested to that 

high weighted VM [19]. It is having a major issue that it 

doesn’t capable of handling the advance load  balancing 

requirements such as execution time for every requests . 

   

       b. Throttle Load Balancer (TLB): A Throttle Load 

Balancer makes a table regarding the state of every 

individual request of VMs. On this table, TLB keeps the 

record regarding VMs such that which VM is allocated to 

a particular request and which one is ideal. If any request 

has arrived then TLB generate an ID of the ideal VM. 

That ID  send to a data center controller [7]. A data center 

controller assigns a VM to that request. 

 

      c. Active Monitoring Load Balancer: The active 

monitoring load balancer keep the informat ion regards 

VM and it also keeps that which request assign to a 

particular VM. When a new request has arrived, it 

allocated to a new VM arrives. It recognizes the least 

loaded VM. If there are more than one request comes then 

it simply follows the FCFS. Active Monitoring Load 

Balancer sends VM ID to the data center controller. A 

data center controller recognizes that VM Id  and make a 

request to that VM which is given by active monitoring 

load balancer. A data center controller will tells about new 

allocation to Active Monitoring Load  Balancer (AMLB). 

It performs a new allocation and send to the cloudlet. 

 
 
    Figure 5:  Contemporary VM Load Balancer [Source: 

Google].                                       

 

                               VII. CONCLUSION 

L.B [4] is handling a major issue in CC [21]. It allocates the 

workload dynamically to the server. It also maintains user 

satisfaction. It makes highly supervised resource utilization 

[16]. In load balancing, there is two major issues i.e. cost 

effective and time effective.  Cost and time have a major key 

challenge in the software industry. Both of the parameters 

enhanced utilizat ion and effect iveness in software industry. In 

this paper, we have discussed so many algorithms that 

algorithms are totally  dependent on time and cost. Load 

balancing model and architecture plays an important role in 

software. Load balancing algorithms make better utilizat ion of 

processing resources. An ideal load balancing algorithm 

should have these qualities  like maximize throughput and 

better response time. This is the main aspect of this paper. In 

load balancing, we can try to use a dynamic algorithm.  
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Abstract—Increase in the number of vehicles on road 
necessitates the use of automated systems for driver assistance. 
These systems form important components of self-driving 
vehicles also. Traffic Sign Recognition system is such an 
automated system which provides contextual awareness for the 
self-driving vehicle. CNN based methods like Faster R-CNN for 
object detection provide human level accuracy and real time 
performance and are proven successful in Traffic Sign 
Recognition systems [1]. Single stage detection systems such as 
YOLO [2] and SSD [3], despite offering state-of-the-art real-
time detection speed, are not preferred for traffic sign detection 
problem due to its reduced accuracy and small object detection 
issues. RetinaNet has shown promising results with respect to 
accuracy and speed required for object detection problems. It 
uses Focal Loss [4] and Feature Pyramid Network (FPN) [5] for 
tackling the low accuracy and small object detection problems. 
In this paper, an approach for traffic sign recognition system for 
self-driving cars based on RetinaNet is presented with 
comparative analysis of its performance with Faster R-CNN 
based sign detector [1] and YOLOv3 [9] based detector. 
RetinaNet forms the traffic sign detection network and a CNN-
based classifier forms the traffic sign class recognizer. The 
network training and evaluation are done using the German 
Traffic Sign Detection Benchmark (GTSDB) [6] dataset and the 
classifier performance is verified using German Traffic Sign 
Recognition Benchmark (GTSRB) [7] dataset. 

Keywords— Traffic sign detection, CNN, RetinaNet, Faster R-
CNN, YOLO 

I. INTRODUCTION 

Systems for assisting the drivers to avoid accidents are 
becoming more and more important as the number of vehicles 
on road is on an exponential increase. Advanced Driver 
Assistance Systems (ADAS) are being effectively used in 
automobiles for providing lane keep assistance, forward 
collision warning, pedestrian warning, driver drowsiness 
detection, traffic sign assist system etc. These form essential 
systems in autonomous cars for contextual awareness and road 
attribute mapping in order to control the vehicle motion 
trajectory. Traffic Sign Recognition (TSR) is the core 
component of traffic sign assist system for providing timely 
instructions and warnings to the drivers regarding traffic 
restrictions and information. In self driving cars, the inputs 
from traffic sign recognition system  are used to make suitable 
decisions by the car, for example, to reduce speed or prepare 
for a detour etc. 

Traffic sign recognition involves traffic sign detection and 
classification. Several studies have been conducted to address 
the traffic sign recognition problem. Even though some of the 
existing approaches have demonstrated good results on 

various benchmark datasets, most do not work very well in 
adverse conditions like motion blur, poor illumination, rainy 
or foggy weather, small sized signs etc. Recent studies use 
deep learning techniques, especially Convolutional Neural 
Networks (CNNs) for solving the traffic sign detection and 
classification problems. Majority of such studies use the 
German Traffic sign Detection Benchmark (GTSDB) [6] and 
German Traffic Sign Recognition Benchmark (GTSRB) [7] 
datasets for training and evaluation of their detection and 
classification networks.  Improvements are made in the 
general CNN based object detection networks for traffic sign 
detection. A modified version of Faster-RCNN, a two-stage 
object detection network comprising of Region Proposal 
Network, bounding box regressor and classifier networks, has 
shown good accuracy and speed and it is found to be 
promising for real world problems like self-driving cars. 
Single stage detectors like YOLO [2] offer real time speed in 
detection, however these suffer from foreground-background 
class imbalance problems and does not provide the required 
detection accuracy. Also, these detectors are not efficient in 
detecting small objects, which is critical for traffic sign 
recognition. The recent improvements made as part of 
YOLOv2 [8] and YOLOv3 [9] have tackled the problems to 
some extent. 

In this paper, RetinaNet object detection network, which 
is based on feature pyramid network and focal loss, is tuned 
and used for the traffic sign detection purpose. Very good 
detection result on the GTSDB database is observed using this 
approach. The CNN based traffic sign classifier proposed by 
Li and Wang [1] is used for classification of the traffic signs. 

The rest of the paper is organized as follows. Section II 
covers the related work, Section III describes the technical 
approach, Section IV details the experiments done, Section V 
covers the performance evaluation and Section VI draws the 
conclusion of the work. 

II. RELATED WORK 

A. Traffic Sign Recognition 

Extensive research is being done by the computer vision 
and machine learning communities to address the problem of 
automatic traffic sign detection and recognition in the past 
decade. Issues such as non-uniform scene illumination, 
blurring due to motion of vehicle-mounted camera with 
respect to traffic signs, traffic sign occlusion due to other 
vehicles, trees etc. make the traffic sign recognition task very 
challenging. Traffic sign detection based on extracting sign 
proposals and classifying based on a color probability model 
and Histogram of Oriented Gradients (HOG) is proposed by 
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Y Yang et.al [10]. However manual features such as HOG 
fails due to the challenges mentioned above. Recently, several 
object detection problems are being better addressed using 
Convolutional Neural Networks (CNNs). Computer vision 
research for intelligent transportation systems are also 
following the trends and many such work are finding practical 
use in advanced driver assistance applications as well as in 
autonomous driving vehicles. In line with that, several 
researchers have attempted to solve the problem of traffic sign 
recognition using CNN based object detection frameworks. 

  Y Zhu et al [11] proposed a method based on deep 
learning components for traffic sign recognition. It consisted 
of a Fully Convolutional Network (FCN) for proposal 
generation and a CNN for classifying signs. Later Zhu et al 
[12] proposed a traffic sign recognition system using an end-
to-end multi-class CNN for simultaneous traffic sign detection 
and classification. They have also created a new dataset called 
Tsinghua-Tencent 100K dataset for performance analysis. 
They also proposed a single class detection network for the 
traffic sign detection and using a separate classifier for 
classifying the detected traffic signs. 

The performance of Fast-RCNN [13] for traffic sign 
recognition is studied by Zhu et al [12]. Peng et al. [14] 
analysed Faster R-CNN for traffic sign detection, even though 
this approach was promising as compared to the previous 
studies, consistent accuracy and detection speed could not be 
achieved. Another real time traffic sign recognizer based on 
Faster R-CNN [15] following the Mobilenet [16] structure 
proposed recently by Li and Wang [1] could show the real-
time performance and accuracy required for applications such 
as self-driving car, based on their evaluation using GTSDB 
dataset. In this approach they have also proposed a classifier 
network using asymmetric kernels for classifying the signs 
into 43 classes. 

B. Traffic Sign Classification 

CNN based classifiers trained with GTSRB dataset could 
achieve high classification accuracy in classifying traffic 
signs.  The classifier based on Multi Column Deep Neural 
Network (MCDNN) proposed by Ciregan et al. [17] and 
Multi-scale CNN by Sermanet et al [18] could achieve 
accuracies of 99.17% and 99.65% respectively. These 
networks however are large and have to learn a huge number 
of parameters. Another approach by T L Yuan [19] using 
Spatial Transformer Networks (STN) could achieve an 
accuracy of 99.59%. Classifier network based on CNN using 
asymmetric kernels proposed by Li and Wang [1] reported an 
accuracy of 99.66% when evaluated with GTSRB dataset. 
Their FRCNN based detector and CNN based classifier 
combination has proved superior to the state-of-the-art traffic 
sign recognizers. The CNN based classifier employing 
asymmetric kernel proposed in [1] is used as the classifier in 
the proposed traffic sign recognition pipeline.  

III. APPROACH 

In this section, our approach for traffic sign recognition 
based on RetinaNet is presented. The traffic sign recognition 
pipeline, which is illustrated in Figure 1 consists of the 
RetinaNet based detector, the bounding box pre-processor and 
the CNN based classifier. The detector trained using GTSDB 
dataset, detects and localizes the candidate traffic signs. 
Bounding box pre-processor pre-processes the localized 
traffic signs for classification. It enlarges the bounding boxes, 
crops and resizes the boxes containing candidate traffic signs 
and fed to the classifier. The CNN based classifier classifies 
the candidate traffic sign as belonging to one of the 43 traffic 
sign classes. 

A. RetinaNet based Traffic Sign Detection 

RetinaNet is used as the traffic sign detector. RetinaNet is 
a composite network consisting of the following. 

 Feature Pyramid Network (FPN) [5], which forms the 
backbone network 

 A subnetwork for object classification 

 A subnetwork for bounding box regression 

RetinaNet structure is illustrated in Figure 2. 

1) Feature Pyramid Network (FPN): The RetinaNet 
based traffic sign detector uses FPN as the backbone network 
and is built on top of ResNet-50 [20] deep feature extractor. 
FPN is a fully convolutional network, which takes traffic 
scene image of an arbitrary size and outputs feature maps at 
multiple scales resulting in a feature pyramid, a semantically 
strong multi-scale feature representation. This multi-scale 
feature representation enables the detector to detect candidate 
traffic signs of varying sizes present in the traffic scene. The 
feature pyramid network consists of bottom-up and top-down 
pathways. A feature hierarchy comprises of feature maps of 
different scales is generated by the bottom-up pathway. The 
top-down pathway with lateral connections, up-samples the 
feature map from the higher pyramid level, to generate 
semantically strong, but spatially coarse feature maps of 
different spatial sizes. Using lateral connections, the feature 
maps of same spatial sizes from both pathways are merged, 
resulting in feature maps of different scales, which are 
semantically strong with accurately localized activations. 

2) Classification Subnet: The object classification 
subnetwork comprises of fully convolutional networks 
attached to each feature map level of the feature pyramid. 
Each subnetwork consists of four convolutional layers of 
filter size 3 × 3 with 256 filters with ReLU activations 
followed by another 3 × 3 convolutional layer with C × A 
filters with sigmoid activation, where C is the number of 
classes and A is the number of anchor boxes. The output 

Figure 1. RetinaNet based traffic sign detection pipeline 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 784



shape would be (W, H, CA), where H and W are proportional 
to the height and width of the input feature map level 
respectively. 

3) Regression Subnet: The bounding box regression 
subnet is also attached to each feature map level of the feature 
pyramid. The subnetwork structure is similar to that of the 
classification network, the only difference is in the filter 
count of the last convolutional layer, which is 4A in this case 
with 4 bounding box coordinates per anchor box. The output 
shape would be (W, H, 4A) in this case. 

4) Loss Functions: RetinaNet uses a multi-task loss that 
contains two terms – localization loss and classification loss. 

� =  ����� + ����   (1) 

Here Lloc is the localization loss and Lcls is the classification 
loss. λ is a balancing factor, which balances the two task 
losses.  
In single stage detectors, due to foreground-background class 
imbalance, the training process is dominated by easily 
classifiable background examples, which results in less 
accurate detection performance. RetinaNet resolves the class 
imbalance problem by using a variant of Focal Loss proposed 
by Yi Lin et al [4] as the classification loss. For each anchor, 
the classification loss is defined as: 

���� =  − �{����(1 −  ��)� log(��)

�

���

+  (1 −  ��)(1 −  ��)��
� log(1 −  ��)} 

(2)  
where C denotes the number of classes; yi = 1, if ground trth 
belongs to ith class and 0 otherwise; pi is the predicted score 
for the ith class; γ is the focusing parameter, whose value can 
range from 0 to +∞; αi is the weighting factor for the ith class 
and can range from 0 to 1. Here, the categorical cross entropy 
loss function is modified by adding the term (1 - pi)

γ called 
the modulating factor which down-weights easy examples 
and thus focusing training on hard negative examples. For a 
misclassified example with small pi value, the modulating 
factor is close to 1 and hence the loss is not affected, whereas 
when pi is close to 1, i.e., for a well-classified example, the 
modulating factor becomes 0 and the loss is down-weighted. 
αi and γ are hyper-parameters, which can be tuned. The effect 
of the modulating factor is increased with increase in γ. If αi 

= 1 and γ = 0, the focal loss becomes equivalent to the 
categorical cross entropy loss. Smooth L1 loss function [13] 
is used as the localization loss. 

B. Bounding Box Pre-processor 

Bounding Box Pre-processor stage extracts and prepares 
the detected candidate traffic sign boxes for classification. The 
center of the regressed bounding box is determined and the 
box is enlarged by 25% to compensate for any regression 
errors to make sure the traffic sign is completely enclosed in 
the region. The enlarged boxes are cropped and resized to      
48 × 48 size and fed to the classifier network for recognition 
of the traffic sign class. 

C. Traffic Sign Classifier 

A fast and accurate traffic sign classifier network 
architecture proposed in [1] is used here. 

In this architecture, an n × n convolution is replaced by an 
n × 1 convolution followed by a 1 × n convolution, which 
reduces both the number of convolution operations and the 
network parameters. This leads to computational cost 
reduction and increased speed. 

The classifier network structure is in Table I. Batch 
Normalization and ReLU layers follows all layers other than 
the final dense layer. The sixth layer forms an inception 
module where kernels of different sizes are used to extract 
information from feature map output of the previous layer. 
The output feature maps from the inception layer are 
concatenated to combine the feature maps. Dropout layers are 
also used to regularize the activations of the final stages. To 
recognize the 43 traffic sign classes, fully-connected layer of 
an output size of 43 with Softmax activation is used as the last 
layer.  

IV. EXPERIMENTS 

The RetinaNet based traffic sign detector and CNN based 
classifier are implemented using Keras with TensorFlow 
backend. The detector and classifier are trained and evaluated 
on the GTSDB and GTSRB datasets respectively. Google 
Colaboratory environment with Nvidia Tesla T4 GPU having 
16GB GPU memory was used for training the detector. The 
evaluation of the detector, as well as the training and 
evaluation of the classifier are done on a computer with an 
Nvidia GTX 1060 GPU having 6GB GPU memory. 

Figure 2. RetinaNet detector architecture 
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TABLE I.  TRAFFIC SIGN CLASSIFIER ARCHITECTURE [1] 

Layer Type 
Filter Size/ 
Parameter 

Filters/ 
Stride 

Output 
shape 

1 Conv 3 × 3 32, s1 48 × 48 × 32 

2 Conv 7 × 1 48, s1 48 × 48 × 48 

3 Conv 1 × 7 48, s1 48 × 48 × 48 

4 MaxPool 2 × 2 s2 24 × 24 × 48 

5 DropOut 0.2  24 × 24 × 48 

6-1 

In
ce

p
ti

o
n 

Conv 3 × 1 64, s1 24 × 24 × 64 

7-1 Conv 1 × 3 64, s1 24 × 24 × 64 

6-2 Conv 1 × 7 64, s1 24 × 24 × 64 

7-2 Conv 7 × 1 64, s1 24 × 24 × 64 

8 Concatenate - - 24 × 24 × 128 

9 MaxPool 2 × 2 s2 12 × 12 × 128 

10 DropOut 0.2 - 12 × 12 × 128 

11 Conv 3 × 3 128, s1 12 × 12 × 128 

12 Conv 3 × 3 256, s1 12 × 12 × 256 

13 MaxPool 2 × 2 s2 6 × 6 × 256 

14 Dropout 0.3 - 6 × 6 × 256 

15 Dense 256 - 256 

16 Dropout 0.4 - 256 

17 Dense - Softmax 43 - 43 

 

A. Datasets 

The GTSDB and GTSRB datasets are very popular 
datasets for training and evaluating models for traffic sign 
detection and recognition respectively. 

The GTSDB dataset is generated from video sequences 
recorded near Bochum, Germany. It consists of images from 

urban, rural and highway scenarios under different weather 
and lighting conditions making it pretty representative and 
challenging. The total dataset consists of 900 images of      
1360 × 800 pixels in raw PPM format, which are divided into 
600 training images and 300 test images. The training images 
contain 846 traffic signs and test images contain 360 traffic 
signs. The traffic sign sizes in the images vary between 16 and 
128 pixels. 

Representative sample images from GTSDB dataset is 
shown in Figure 3. It shows traffic scenes from urban, rural 
and highway driving scenarios in different sizes as well as 
under different lighting and weather conditions. It can be seen 
that due to harsh background lighting, traffic sign is barely 
visible in one of the images. Also, in the highway scene, it can 
be seen that the traffic sign images are small in size. Being a 
dataset having images of such diverse conditions, the GTSDB 
dataset is used to train and evaluate   the RetinaNet based 
detector. 

The GTSRB dataset consists of more than 50000 traffic 
sign images of 43 classes with sizes varying between 15 × 15 
pixels and 222 × 193 pixels. Sample images of different traffic 
sign classes is shown in Figure 4. The classifier is trained 
using 39209 training images and evaluated on 12630 test 
images from GTSRB dataset. 

B. Evaluation criteria 

Intersection over Union (IoU) between the ground truth 
box and the predicted bounding box > 0.5 is considered as a 
positive proposal. Mean average precision (mAP) is used for 
evaluating the detector performance. Speed of detection per 
image, measured in milliseconds (or number of frames per 
second) is also used for evaluating the detector. These 
performance measures are used for comparing the 
performance of the proposed detector with Faster R-CNN and 

Figure 3. Traffic scene image samples from GTSDB dataset [6]. These show different driving scenarios and  lighting 
conditions.  
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YOLOv3 based detectors. Accuracy is used as the measure for 
evaluating the classifier performance. Confusion matrix-based 
evaluation for analyzing the accuracy of the classifier across 
various traffic sign classes is also used. 

C. Detector training 

Detector training was done on GTSDB dataset with 600 
training images. Resnet50 model pretrained on COCO dataset 
was loaded as the backbone model for the RetinaNet. The 
regression subnets and classifier subnets are trained for 64 
epochs with 500 steps/epoch, using minibatch training with a 
batch size of 4. The Adam algorithm [21] was used as the loss 
function optimizer with an initial learning rate of 1e-5 with 
learning rate reduction by a factor of 0.1 if learning plateaus. 
For focal loss, a weighting factor of α = 0.25 and focusing 
parameter γ = 2 is used. λ = 1 is used as the balancing factor 
for the multi task loss. After 64 epochs of training, the 
classification loss has reduced to 0.0066 and regression loss to 
0.196. 

D. Classifier training 

Classifier was trained on GTSRB dataset with 39209 
training images. Minibatch training with batch size of 16 was 
done. Adam optimizer was used with an initial learning rate of 
0.001 and learning rate decay of 1e-6 per mini batch. The 
classifier was trained for 50 epochs initially without any data 
augmentation and further for an additional 200 epochs with 
data augmentation, as proposed in [1], using various image 
transformations like shifting, shearing, scaling and rotation. 

V. EVALUATION 

A. Detector Performance 

The RetinaNet based traffic sign detector was evaluated 
using the GTSDB test set consisting of 300 images. Mean 
Average Precision (mAP) is used as the performance measure 
for the detector. The proposed detector could achieve a state-
of-the-art detection performance of 96.7% on the GTSDB test 
set. mAP of 97.1% is observed when verified with the training 

 

 

Figure 5. (a) Traffic sign detection results. (b) Traffic signs labelled with classification results 

 
Figure 5. Sample images of 43 traffic sign classes from GTSRB dataset [7] 
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set images. It took an average of 197ms for processing an 
image, i.e., an average frame processing rate of approximately 
5 frames/sec (fps) could be achieved. Examples of detection 
results are shown in Figure 5 (a). 

The detector performance is compared with traffic sign 
detector implementations using Faster R-CNN [1] and 
YOLOv3 [9] evaluated using the GTSDB test set. The 
proposed RetinaNet based detector outperforms both the 
detectors in terms of accuracy. However, YOLOv3 could 
achieve a higher frame rate performance of 9.87 fps with a 
mAP of 92.2%. 

A comparison of the detector performances evaluated on 
Intel i7 based PC with Nvidia GTX 1060 GPU is in Table II. 

TABLE II.  TRAFFIC SIGN DETECTOR COMPARISON 

Detector mAP 
Time per 

image 
Frame 
Rate 

Faster R-CNN [1] 84.5% 261ms 3.82 fps 

YOLOv3 [9] 92.2% 101ms 9.87fps 

RetinaNet (proposed) 96.7% 197ms 5.07fps 

B. Classifier Performance 

 The CNN based custom traffic sign classifier was 
evaluated using the GTSRB test set consisting of 12630 
images. Model trained without data augmentation could 
achieve an accuracy of 96.46%. With data augmentation, 
accuracy has improved to 99.6% as reported in [1]. Figure 6 

shows the confusion matrix of the classification results from 
the model trained with data augmentation, where the per class 
accuracy of the classification results can be seen. It can be seen 
that most of the classes could be classified with 100% 
accuracy. A minimum accuracy of 97% is observed for one of 
the classes.  

A complete traffic sign recognition pipeline using RetinaNet 
based detector, bounding box processor and CNN based 
classifier has been setup by integrating the components. The 
final result images with labels generated by the classifier on 
bounding boxes from the detector are shown in Figure 5(b). 

VI. CONCLUSION 

In this paper, a traffic sign recognition system based on 
RetinaNet detector and a custom CNN based classifier is 
proposed. The detection performance, with traffic-sign being 
considered as single class, is found to be superior to all 
previous detectors, based on the detection accuracy, with a 
reasonably high frame rate. The proposed detector has been 
proved to be able to detect almost all categories of traffic signs 
and could regress accurate bounding boxes for the detected 
signs. The CNN based traffic sign classifier is simple in 
architecture with very high accuracy. The RetinaNet based 
detector and CNN based classifier completes the traffic sign 
recognition pipeline. 

The fine-tuning and evaluation of the proposed detection 
network on other benchmark datasets such as Tsinghua-
Tencent 100K can be taken up in future, which could make 

Figure 6. Traffic Sign Classifier Confusion Matrix 
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the recognition system more robust. Also, there is a possibility 
of enhancing the datasets with newly added traffic signs, so 
that the model can be made current with the existing 
transportation infrastructure in various countries. End-to-end 
traffic sign recognition pipeline using the proposed detector is 
another aspect which can be explored further. Based on some 
of the initial evaluations, it is observed that RetinaNet 
detector’s performance is promising for end-to-end traffic 
sign recognition. Experiments with fine tuning the network 
parameters to bring the performance of end-to-end recognition 
comparable to the detector-classifier combined approach can 
be taken up in future. 
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Abstract— This paper presents direct torque control 

scheme for an asymmetric multilevel inverter fed induction 

motor drive for fuel cell based electrical vehicles. The 

controlling principle is based on Direct torque control (DTC) 

method. The torque and flux estimator takes input as 

measured voltage, current and stator resistance. The estimator 

further calculates the error in flux and torque. The SPWM 

generates such switching signals which reduce error. The 

asymmetric multilevel inverter provides almost sinusoidal 

voltage with less total harmonics distortion (THD) and less 

switching devices resulting in lesser switching losses. In 

addition, torque ripple is minimized because of small dv/dt, 

since each power cell of multilevel inverter operates at 

switching rate which is very high so we obtain an efficient 

torque and flux controller. A comparative analysis of two level 

and multilevel inverter is also done in respect of transient 

responses and torque ripple. To authenticate the 

accomplishment of DTC for an asymmetric multilevel 

induction motor drive for fuel cell electrical vehicles, 

Simulations are executed in MATLAB/Simulink. The results 

vindicate advantages of asymmetrical multilevel induction 

motor drive DTC control for electrical vehicles.  

Keywords—Total harmonic distortion(THD), Direct torque 

control (DTC), Sinusoidal pulse width modulation (SPWM), 

Electrical Vehicle  (EV) cascaded h-bridge (CHB)   

I. INTRODUCTION 

    Due to extensive use of fossil fuels vehicles, the   

environmental condition is becoming deteriorating day by 

day. Co2 production by these vehicles is increasing at 

alarming rate, which cause various environmental issues like 

greenhouse effect and many more. Fossil fuels are limited in 

nature and if we keep using them at the present rate then the 

day will be near when we are devoid of them [1]. These all 

environmental apprehensions have forced to limit the 

conventional vehicles. Fuel cell based electrical vehicles are 

one of the most prominent solutions to overcome the 
challenges caused by conventional vehicles. Due to low 

weight, small size and low temperature operation, fuel cell 

is famous in electrical vehicle application. Fuel cell is 

having high energy density but low dynamic response.  

Therefore another fast charging storage is required to 

improve dynamic response of fuel cell. Efficiency and 

dynamic response of fuel cell can be enhanced by the use of 

ultra-capacitor [2]. 

      Today induction motors are very famous in variable 

speed drive. DTC is one of the emerged solutions for better 

dynamic accomplishment of these machines. DTC method 
combined with PWM and space vector modulation (SVM) 

reduces ripple in torque and also maintain the switching 

frequency of inverter constant [10]. While DTC scheme 

having no modulator and linear torque controllers which 

gives significance upswing along with high dynamic 

performance[3-5]. Additionally, multilevel inverters have 
emerged as most promising elucidation for high power 

implementation. Because of output sinusoidal voltage, 

harmonics spectrum is better and limits the stress on motor 

insulation windings. It gives the solution over low levels of 

output voltage and requirement of an expensive and large 

filter [6]. 

      In this paper, Direct torque control (DTC) enables the 

natural consolidation of multilevel inverter with induction 

motor drives. In this model, an asymmetric H-bridge 

multilevel inverter of seven levels is used [9]. It reduces 

torque ripple and improve transient responses compared to 
two level inverter. Simulation results confirm the 

improvement and advantage of proposed method [7]. 

     This paper has organized in the following sequence. 

Section II consist a brief discussion about asymmetric CHB 

inverter. Section III includes DTC scheme for induction 

motor drive.   In section IV results have been discussed for 

two level and multilevel both. And finally section V 

concludes the outcomes of the presented work and also 

discussed about future scope of this work. 

II. ASYMMETRIC CHB INVERTER 

   The asymmetric seven level cascaded h-bridge inverter 

power circuits exhibited in figure.1. It has three legs each 
contains two cell fed by independent unequal DC sources. 

Here DC voltage is obtained by fuel cell. 

 
Fig. 1. Presented asymmetrical multilevel inverter 
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   The foremost benefit of an asymmetric multilevel inverter 

is that with same number of semiconductors switches, it 

give more number of levels and hence switching losses 

reduces with a significant factor [8]. If we feed partial 

voltages of V/(M-1), the all possible  redundancies is equal 
to (3a -2a -1). If ‘a’ number of cells are connected to each 

leg of inverter then the 3a switching configurations are there 

[10]. Output voltage of multilevel inverter relies on partial 

voltage fed to each cell. The feasible switching states can be 

also minimized if each cell is fed by unequal dc voltage. 

This result in reduction of cost, volume and switching losses 

and the conversion efficiency becomes very high. 

   Particular cell j can give three different voltage levels 

(+Ej, 0, -Ej ). The asymmetry we can attain from dc voltage 

is scaled in power of two or three, gives seven or nine 

distinct levels of output voltage. Seven levels of output can 

be obtained by two cells, while three cells are required to 
generate the same seven levels of output with symmetrical 

multilevel of inverter. 

III. INDUCTION MOTOR DTC SCHEME 

    Direct torque control is an alternate scheme to flux-

oriented control(FOC). DTC scheme is generally based on 

refinement of stator voltage on the basis of torque and flux 

error. DTC method has advantage that stator flux and 

current waveforms are almost sinusoidal. The motor 

parameters won’t affect the DTC scheme except the stator 

resistance. DTC provides superior torque control in transient 

and also in steady state [12].  
 

 
Fig. 2. Block diagram of  multilevel DTC induction motor drive 
 

    The concerned multilevel drive system is displayed in fig 

2 for study point of view. The system consists of multilevel 

inverter fed by fuel cell (Vdc) to drive the induction motor. 

Vabc, Iabc and speed are sensed by sensing devices. DTC  

block used to govern torque and speed of induction motor 

and with the help of carrier base sinusoidal PWM scheme it 

generates switching signal for multilevel inverter[11].  

A. Modulation strategy  

   In this paper, the phase shifted multicarrier PWM scheme 

is accomplished for generating switching signal for 

multilevel inverter. Usually for P voltage level inverter , (P-  

1) carriers are needed. In this scheme all carriers have equal 

frequency and amplitude while two neighbouring carrier 

signals have some phase shift, given by 

                                  Φ = 360/(p- 1) 
The modulating wave is generally a sinusoidal signal having 
alterable frequency and amplitude. The switching pulse are 

produced by comparing both modulating and carrier signal. 

Output wave of each cell is identical except having some 

phase difference due phase shifted carrier signal. 

B. Induction motor modelling  
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              s        stator flux 

              r         rotar flux 

us stator voltage 

Ls stator total inductances 

Lr rotor total inductances 

Lm magnetizing inductances 

Rs stator resistance of IM 

Rr rotor resistance of IM 

ωr rotor speed of IM 
 

σ = 1-Lm
2
/LsLr,  T = Ls/Rs, Tr = Lr/Rr, 

 

Torque is expressed as 
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C. Design of Direct  torque  control  scheme 

     The presented DTC scheme displayed in figure 3, 
consists three major Parts:  torque and flux estimator, PWM 

gating pulse originator and PI controller. 

 

 
 
Fig. 3. Presented DTC scheme for multilevel IM drive  
 

     The computed voltage, current and stator resistance is 

given for torque and flux estimation, Evaluated value by 

torque and flux estimator block are further practiced to 

determine errors. Speed error is deliberated by comparing 
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constant speed(𝛚r*) and computed rotor speed (𝛚r) and fed 

to PI controller which gives reference torque (Te*). PI torque 

regulator gives reference angle (𝛉e*) and after comparing 

them, we get angle error (𝛉e*- 𝛉e) which further given to 

transformation block. 

        The constant stator flux (𝚿s*) is same as rated stator 

flux (𝚿s_rated) when speed is less the base speed (𝛚br) and 

when speed is more than base speed it proportionally 

reduces. The switching block get three sinusoidal signal 

which generate the gating pulse for inverter.  
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     The stator flux components are calculated with the help 

of direct and quadrature axes values of voltage, current and 

resistance (Rs). 

     

           ψ is ss ss s sov R dt     …………6 

           ψ is ss ss s sov R dt     ……...…7          

Total stator flux (𝚿s) is given as 

           
2 2ψ s s s     …………………....8 

 

The developed torque is enumerated by help of direct and 

quadrature axis flux and current components. 
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Where 

ssv , i ss ,ψ s  Direct axis stator voltage, current and flux 

respectively   

ssv , i ss ,ψ s  Quadrature axis  stator voltage, current and 

flux respectively 

 

Vabc, ssv  and ssv is computed using Clarke transformation 
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In Fig.4 scheme for computation of flux and torque is 

presented. With the help of equation given in  6 and  7 flux 

can be estimated and by equation  9 torque is estimated. 

 

 
Fig.4.  Flux and torque estimation  block diagram                                            

                       IV. SIMULATION RESULTS 

For the authentication of presented control scheme for 
multilevel induction motor drive, simulation of  
asymmetrical multilevel inverter IM drive and two level 
inverter fed IM drive are performed using MATLAB. The 
IM parameters used in MATLAB simulation is presented in 
TABLE 1. 

TABLE 1 : Induction motor parameters 

Parameter Value 

Power Rating 4 KW 

sR  1.404   

 rR  1.396   

s L  0.00598 H 

s L  0.00589 H 

mL  0.1730 H 

Inertia(J) 0.0132 Kg.m2 

No of poles 2 

Speed (Rated) 1430 rpm 

Line voltage 400 V 

Rated Frequency 50 Hz 

  

  A.   Results of two level Inverter  

Output voltage of two level converter which is fed to IM  is 
displayed in Fig. 5 . The output voltage waveform clearly 
explains poor dynamic response of induction motor drive as 
it required notable time to settle at final value. 

 

 

Fig.5 stator  voltage in case of two level inverter 

In Fig. 6 input current of induction motor is shown. The 
nature of this current is sinusoidal due to stator winding 
inductance which acts as filter. The values of current are 
varying in accordance to the torque. 

In Fig.7 stator flux in α and β axis are shown. Both the 
signals are 90 degree apart from each other sinusoidal in 
nature. Stator flux is kept invariant in spite of variation in 
torque and speed. 
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Figure 6 Stator phase current in case of two level inverter  
 

 
Figure 7 stator flux in α and β axis in case of two level inverter 
 

In Fig. 8 actual and reference speed of induction motor  are 

shown. The reference speed is tracked by actual speed as 

clearly shown in figure. But the time required by actual 

speed is 0.4 sec to track the reference speed which indicates 

poor dynamic response of drive with two level inverter. 

 

 
Fig. 8 Reference and actual speed in case of two level inverter 
 
Like speed, actual and reference torque are displayed in figure. 9. 
Reference torque is tracked by actual torque still dynamic response 
is worse because actual torque takes approximately 0.8 sec to track 

the reference torque. In addition to this, transient  response also 
need to be improved as it’s value rises to 30 during starting in case 
of two level inverter. 
 

 
 
Figure 9 Reference and actual torque in case of two level inverter 

B. Results of multilevel inverter 

In fig. 10 phase A multilevel inverter voltage signal is 

shown. Dynamic response compared to two level inverter is 

much better also total harmonics distortion is less. 

 

 
Figure 10 stator phase voltage of multilevel inverter 

 

Likely, stator current is displayed in fig.11 which clearly 
indicates better dynamic response and current transient as 

compared to two level inverter . It needs very few time to 

settle  at  a final value. 

 

 
Figure 11 Stator current in case of multilevel inverter 
 

The d and q-axis stator flux are displayed in fig. 12 which is 

constant everywhere similar to the two level inverter. 

 

 
Fig. 12 Stator d and q- axis flux in case of multilevel inverer 

In fig.13 actual and reference speeds are shown. We can 

clearly observe from the figure that it has better dynamic 

response of IM drive as compared to two level inverter. In 

case of multilevel inverter actual speed takes 0.2 sec to track  

the reference speed, While in case of two level inverter, it 

takes only 0.4 sec. 

 
 
Fig. 13 Reference and actual speed in case of multilevel inverter 

Like wise, The reference torque and actual torque is 

displayed in fig 14. It can be seen from figure that both 

transient and dynamic resposnse are improved in case of 

multilevel inverter. 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 793



 
 

Fig. 14 Actual and reference torque in case of multilevel inverter 
 

                        VI. CONCLUSION 

This paper elucidates performance of asymmetrical 
multilevel inverter fed induction motor drive with DTC 
control scheme, which is very popular for electric vehicles. 
The multilevel inverter drive provides a DTC consolidation  
for high power application. The major accomplishment of 
the presented control scheme are minimization in torque 
ripple, better dynamic response, sinusoidal output voltage 
having very low THD and lower switching losses in 
compared of two level inverter. The simulation results 
validate the better performance of multilevel inverter drive 
over two level inverter drive. The results also infer that there 
is yet a chance of further refinement in the presented scheme 
in terms of new switching techniques and new multilevel 
topology with reduced number of switches.                   
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Abstract: 

This paper presents a surveillance system that is 

capable of transmitting its geo location and the 

information from real time images to a central unit in 

no network zone. The system is further configured for 

using image processing and machine learning 

algorithms to deduce any suspicious object from the 

captured image. Thereby, the system is helpful in 

identifying threats in all kind of weather conditions on 

land and in oceans. The system is very efficient, cost 

effective and is simple in design. Once the threat is 

identified, the system transmits the information to the 

central unit through the LoRa by using certain 

communication protocols. Compared to existing 

devices, this system has the potential to reduce 

causalities by enhancing navigational and 

observational features in the surveillance sector. 

Keywords: 

Image Enhancement; Object Identification; LoRa; 

LoraWAN; Geolocation; RSSI.  

I. INTRODUCTION 

Surveillance, a process of monitoring an area, a 

situation or a person. Borderline areas and restricted 

territories surveillance are important for any country’s 

safety. In some cases, human forces are deployed to 

achieve surveillance by constantly monitoring for 

changes. But the human surveillance is not always a 

feasible option in cases when the areas to be monitored 

are risky and inaccessible. There are also the added 

risks of losing personnel in the event of getting caught 

by the enemy or any other possible events. With 

present inventions in modern technology over the 

years, it is possible to remotely monitor areas of 

importance by using robots in place of humans. Till 

date, many remote surveillance robotic systems are 

available in the market for this purpose. Recently 

designed robotic systems mostly comprise different 

types of localization aids such as a GPS system or 

internal compass, and communication means to 

exchange information and instructions with a remote-

control station. 

However, the remote surveillance systems available in 

recent times highly depend on the availability of 

communication networks. In case of unavailability of 

communication network these systems are bound to 

stop functioning. The communication networks often 

get affected due to weather conditions or due to 

destruction of communication channels in war zones. 

Thus, surveillance becomes difficult in war zones. 

Hence, a system and method for remote surveillance in 

no network zones has to be developed. Also, a need to 

develop a system for remote surveillance that is 

capable of transmitting geo location and information 

from real time images to a central unit in no network 

zone. A system and method of remote surveillance in 

no network zone could lead to greater advances in 

surveillance sector by providing: (a) a system to 

provide a surveillance system that uses image 

processing and machine learning algorithms to deduce 

any suspicious object (b) a system that does not rely on 

Global Positioning System(GPS) but rather relies on 

the local positing system (c) a system to provide a 

surveillance system capable of collecting real time 

images and geo location in no network zones for 

identifying potential threats (d) a system to provide a 

remote surveillance system capable of working in all 

kind of weather conditions on land and in oceans while 

being more efficient, cost effective and is simple to 

design. 

II. SYSTEM MODEL DESIGN 

Fig 1: System model 
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This section briefs on the various components 

associated with the model. The components were 

decided mainly focusing the efficiency, the cost 

effectiveness and power consumption levels. The 

system has basically two main units as shown in the Fig 

1: (a) Robot Module present at the no network zone and 

(b) the central unit at communicable area. 

Robot Module: 

The robot module has various onboard components. 

The robot has been built in a way that it has the 

dynamic capability to cover any kind of terrain. The 

chassis is made up of light fiber material, embedded 

with motor shield for driving the motors, Raspberry Pi 

as the major microcontroller. Additionally, a camera is 

deployed for taking the images of the surrounding. The 

captured image is further processed to extract 

information using the image processing and machine 

learning algorithms. The reliable extracted data is then 

sent over to the central unit via the LoRa module 

SX1278 (works at a frequency of 433Mhz) which is 

controlled by the Arduino as a microcontroller. 

Central Unit: 

The central unit comprises of LoRa module SX1278 

which receives the data from the robot module through 

LORAWAN protocol. Then the received data is further 

processed with the help of Arduino as a 

microcontroller. Received information is then processed 

and classified as the suspicious or non-suspicious 

object.  

III. STATE OF THE ART 

The sections followed describes the various state of the 

art regarding the individual components that are being 

utilized. Firstly, the image processing algorithms are 

applied on the captured image for qualitative 

improvement of the images, that is further processed by 

implementing machine learning algorithms to identify 

the elements present in the image. Furthermore, the 

transmission of information done in no network area 

with LoRa as a transceiver is discussed. Lastly, the 

section ends with the integration of individual platforms 

as a whole. 

A. Image Processing: 

Due to the limitations of cameras or the presence of 

non-ideal situation degrade the quality of images. Even 

different camera devices do not correctly capture the 

luminance. The contrast, brightness and sharpness of an 

image are the most important factors which affects its 

quality. An image which has low contrast and 

brightness, is associated with dynamic range. The 

pixels of image can be classified in shadow and 

highlight. To enhance the images with low brightness, 

contrast and sharpness we are using conventional 

algorithms like gamma correction, histogram 

equalization and unsharp masking to produce the 

expected results.  

Each pixel has some brightness level called luminance 

[3]. The value of luminance lies between 0 to 1 where 0 

means completely dark and 1 means complete bright. 

So, to correct the luminance we are using gamma 

correction. Histogram equalization is such a widely 

used algorithm. Histogram Equalization preserves the 

brightness and improve the contrast of the image. In our 

work our main aim is to improve the overall quality of 

the image so it will easy of the machine to identify the 

objects in the image. 

This section provides a complete description of the 

proposed method. Figure below shows stepwise 

flowchart of the proposed method. The proposed 

method is initiated by calculating the Gamma 

correction of the image then the conversion of RGB 

image to YUV image and then the implementation of 

histogram equalization. In last convert the YUV back to 

RGB image.[6]  

 

In the gamma correction the gamma is represented by 

Greek letter which can be described as the relationship 

between input and output image. The output is 

proportional to the input raised to the power of gamma.  

  

         
 

   
 

 
 

 

 
Histogram equalization is one the most commonly used 

contrast enhancement algorithm. It is simple and 

effective technique. In the equation X = {X(i, j)} 

denotes an image composed of L discrete gray levels. 

X(i, j) represents the intensity of the image at (i, j).    

      
  

 
 

For k = 0, 1, 2, 3, ……L-1. 

Unsharp Masking is most widely used method for 

image sharpening. This method is simple and work well 

in many applications also. This algorithm usually 

decomposes the original image into low frequency 

component and then process two components [3].  

 

B. Machine Learning: 

a) Detection process: 

This system comprises of the methodology which is a 

new approach to the object detection. We are using the 

YOLO object detection.[8] Previously the object 

detection required classifiers to perform the detection 

for them.[12] But this methodology frames the object 

detection as regression. A single neural network 

estimates both the probabilities and the bounding boxes 

from the entire image in one evaluation. Hence 

improving the performance of the detection. It can 

process around 45 frames per second. It outperforms 

various other forms of detection mechanisms present. 
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The system divides the image into S*S grid. The center 

of the object which gets in the grid cell is responsible 

for that object. Each of the grid cell predicts the 

bounding boxes denoted by B. Also, the scores for 

these boxes is denoted by the confidence C.  

Formally the confidence is defined as  

Pr (Object) * IOUpred
truth

 

If no object is present then the confidence is given as 

zero. Each of the bounding boxes consists a total of 5 

predictions: confidence, h, x, y, w. The (x, y) 

coordinates tell the center of the boxes relative to the 

grid cell present. The height and width are also then 

predicted as relative to the entire image. 

Confidence prediction shows the IOU between the 

predicted boxes and any ground truth box present. Here, 

each grid cell also predicts C conditional class 

probabilities i.e.  

Pr(Classi|Object) 

These probabilities are dependent on the grid cell that 

contains the object. It can only predict one set of class 

probabilities per grid cell present. It is regardless of the 

number of boxes B present there. Then multiply the 

conditional class probabilities and the individual box 

confidence predictions, which gives the specific 

confidence scores for each class.[8] 

Pr(Classi|Object) ∗ Pr(Object) ∗ IOUpred
truth

 = Pr(Classi) 

∗ IOUpred
truth

 

 

b) Grid Classification 

                                                                                 

a) Input Image                                           d) Identification of  features 

 

c) Region of features Identification 

Fig.2. Working structure of Machine Learning 

{Image taken from [7]} 

Here the problem is taken as a regression. The image is 

divided into an even grid while simultaneously 

predicting the various bounding boxes, their 

confidences and class probabilities. Then these are 

encoded as a S * S * (B * 5 + C) tensor. 

The image has S=7, B=3 and C=20. So, our final 

prediction is 7*7*35 tensor.  

b) Training: 

We train our convolutional neural network with the 

help of the data set of MobileNetSSD [16]. The 

OpenCV is being used because of its compatibility for 

multiple platforms and with higher speed and low 

computational power. We have trained 90 objects for 

this model.  

Once the image is obtained, it is fed to the neural 

network [7]. But for feeding it to the neural network it 

has to ben converted into a tensor. A tensor can be 

described as the pre processed image that serves as the 

input. The image is converted into 300x300 size for 

training and the colors are swapped from BGR to RGB. 

As the OpenCV reads in BGR while RGB is used for 

training.  

Each detection gives us the class probabilities or the 

confidence (ranges from 0 to 1). The higher confidence 

objects are selected and the others are discarded. Then 

based upon the bounding boxes recognized a rectangle 

is drawn across the objects identified. The class id, 

confidence and class name are used for drawing the 

bounding boxes (Figure 2). Further, text is added based 

upon the image size upon scaling it. So, in this way this 

method allows us to recognize and get a desired box 

across our detected objects.  

C. LoraWAN for Localization  

LoraWAN module SX1278 works at a frequency of 433 

MHz band plays a crucial role in this work. This 

module is considered with the motivation of 

implementing a system which consumes low power for 

localization and transmission of data. LoraWAN 

modules consume 2.8mA of power in steady state and 

38.9mA and 14.2mA for transmitting and receiving the 

data respectively. With these interesting features, the 

geographical localization becomes a strong application 

which can be achieved by applying triangulation 

algorithm with the RSSI values on the gateways from 

received packages. 

a) System Design  

The complete system comprises of three blocks: client, 

3 gateways, server and a third-party application. The 

client transmits the packages using LoraWAN protocol 

and the gateway receives the packages which are 
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further forwarded to the server using LoraWAN 

protocol, together with the RSSI signal strength. After 

the server receives the data, server processes the 

received data and transmits the messages to the 

application by using Message Queue Telemetry 

Transport (MQTT) client. The algorithm for estimating 

the geographical location is then applied by processing 

the received information. 

 

Fig.3. Experimental Setup 

  

 Client 

 

The client transmits the data acquired from the machine 

learning algorithm through a LoraWAN module. The 

data comprises of the object identification information 

which is received using the machine learning 

algorithms and sends it to the server via gateways. The 

client comprises of a dynamic autonomous robot with 

the accessories of a camera, 4 motors and a motor 

driver and a raspberry pi 3B+ module which plays a 

role of a microcontroller. The camera is used to capture 

the image which is processed without distortion and 

keeping the naturalness of the image by using the 

several image processing algorithms and then the 

identification of the object is done by using FCNN 

algorithm, the data is then compressed according to the 

limitation of the LoraWAN module, which can transmit 

a limited data. The overall process takes 90 seconds for 

processing and transmitting the data.  

 

 Gateways 

The important function of the three gateways is to route 

the received data from the client to the server via 

LoraWAN protocol. To estimate the location of the 

device, the Received Signal Strength Indication (RSSI) 

value is used to estimate two phases: Distance 

estimation and Position estimation. The distance is 

estimated with received RSSI strength value from the 

client which is considered as an unknown target, the 

known position of the gateways gives the coordinates of 

the gateways which receives the signal. By applying the 

log Normal Shadowing model’s algorithm, the 

estimation of distance (d) is done. The formula for 

estimation:  

RSSI(d) = -10nlog(d) – C 

n= Path loss exponent, C= environmental constant 

 

The estimation of distance d1, d2, d3 from the three 

gateways respectively is used further to estimate the 

accurate location of the target. 

 

 Server 

Server acts as a central unit of the system where the 

data together with the information of the RSSI value 

and the estimated distance from each gateway is 

received via LoraWAN protocol. The estimated 

distance is used to calculate the accurate position of the 

target by applying trilateration algorithm. 

 

 
 

Fig.4. Trilateration Technique 

 

The coordinates of the gateways (x1,y1), (x2,y2), 

(x3,y3) and the estimated distances d1, d2, d3 from 

each coordinates of the gateways respectively is used to 

estimate the unknown coordinates (x,y) by using the 

least mean square approximation. This is implemented 

by using the formula: 

 

Min||AX-B||^2 

X is a best solution  

 

The circle with the distances d1, d2, d3 as the radius is 

drawn and the intersection of the three circular 

boundaries gives the coordinates of the target client. 

 

IV. IMPLEMENTATION AND EVALUATION 

This section describes how the entire operation takes 

place. The system comprises a robot(client) that is 

deployed in an area. The motion of robot is controlled 
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by the motor. The onboard module comprises an 

Arduino board and a raspberry pi board. The image 

processing [4] and machine learning [8] algorithms are 

processed in the raspberry pi. Further the raspberry pi is 

connected with a camera module for taking the input 

images of the surrounding areas. The Arduino board 

communicates with the raspberry pi with the help of the 

serial bridge between them. Also, the LoRa SX1278 

module is connected with the Arduino. All the 

information processed by the raspberry pi is sent to the 

Arduino board which further sends the only required 

data with the help of LoRa SX1278 module. Thus, 

these are the modules present on the client. 

The client and the server communicate is achieved 

using wireless radio frequencies. OpenCV is used to 

capture the images through the connected WebCam. It 

is then processed accordingly to feed to the neural 

network. The neural network is based on the dataset 

called MobileNetSSD. On detecting the provided set of 

pre-mentioned targets, the object is detected and its 

accuracy is sent to Arduino through the Serial interface 

connected through the USB. The Arduino uses a library 

called RadioHead which is provided by AirSpayce. It is 

used to initialize and communicate with the LoRa 

module. Arduino collects the data sent by Raspberry PI 

on the serial interface and broadcasts it using LoRa on 

the specified frequency (433.00 MHz). Then the 

gateways collect the information being broadcasted and 

is then combined at the server. The server is designed to 

show us a real time location of the client along with the 

detected threats. 

When the experiment was conducted under the 

guidance of the professor the results obtained were 

cross referenced with the outdoor measurements and 

locations respectively. The errors noted were minimal. 

Thus, we were able to locate the object with an error of 

about 10 meters. 

V.  EXPERIMENTAL RESULTS 

The results at the server side obtained were 

basically the distance, signal strength and thereby 

geo locations. Also, the system notified the user if 

a threat was detected. The following section will 

show these various components individually. 

A. The image enhancement 

The image below shows the image prior and after 

the application of image processing algorithms. 

 

a) Test Image              b) Gamma Correction    c) After HE & UM 

Fig.5. Results for Image Enhancement 

Table1. Peak Signal to Noise Ratio  

Images Image 1 GC HE&UM 

PSNR 22.2080 22.2121 21.6612 

 

B. The Threat Identification. 

The image shown below was taken while the client 

was able to recognize the threats in this case 

humans or persons were present. It describes the 

various human beings present along with the 

accuracy of detection. 

 

Fig.6. Results for person identification 

 

Table2. Percent Accuracy for Image Identification 

Test Person1 Person2 Person3 Person4 Laptop1 Laptop2 

YOLO 78.205 76.865 73.835 62.048 77.658 52.775 

 

This image shows the signal strength received and 

the distance of the various clients from the fixed 

positions. 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 799



 

Fig.7. RSSI Strength and Distance Output 

Fig.8. System Setup 

VI. CONCLUSION 

We here introduce a unified model, for detection of 

threats in a no network zone. Our model is simple to 

construct and can be easily used. It also is cost effective 

and power requirements are minimal. The 

implementation and evaluation part show that this 

technology has a lot of applications in the context of 

surveillance and poor network zones. Furthermore, the 

system can be improved in future and designed to work 

in designated areas. 
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Abstract—Brain tumor at beginning period is exceptionally 

troublesome errand for specialists to distinguish. X-ray images are 

increasingly inclined to commotion and other ecological impedance. 

So it winds up hard for specialists to distinguish tumor and their 
causes. So here we concoct the system, where system will identify 

brain tumor from images. Here we convert image into gray scale 

image. We apply channel to image to expel commotion and other 

ecological obstruction from image. Client needs to choose the image. 

System will process the image by applying image preparing steps. 
We connected k-means++ bunching based Division to identify tumor 

from brain image. Yet, edges of the image are not sharp in 

beginning period of mind tumor. So we apply image division on 

image to distinguish edges of the images. In this technique we 

connected image division to recognize tumor. Here we proposed 
image division process and many image separating strategies for 

precision. This system is executed in tangle lab. Tumor is 

undesirable development of unfortunate cell which increment 

intracranial weight inside skull. Restorative image preparing is the 

most testing and imaginative field uniquely X-ray imaging 
modalities. The system exhibited includes pre-handling, division, 

highlight extraction, identification of tumor and its grouping from 

X-ray examined brain images. Attractive Reverberation Imaging 

(X-ray) is a non-obtrusive imaging modalities which is most 

appropriate for the location of brain tumor. In this work, Multi 
Bolster Vector Machines (m-SVMs) has been proposed and 

connected to brain examined image cuts arrangement utilizing 

highlights got from slices.  

 

Keywords—Brain tumor x-ray, k-means++, m-SVMs etc. 

 

1. INTRODUCTION 

 National Brain Tumor Foundation (NBTF)[1] in the US, around 

13 thousand individuals cease to exist of 29 thousand individuals 

in the U.S. who are determined to have essential mind tumors 

every year. In light of the estimation of World Wellbeing 

Association (WHO), mind tumor is viewed as a standout amongst 

the most well-known cerebrum maladies, so its analysis at 

beginning time and convenient treatment can help a great many 

influenced people every year on the planet to expand the odds of 

survival. In addition, according to review of WHO, numerous 

instances of death are accounted for overall in light of threatening 

or destructive tumor.[2-3] 

 

 
Figure 1:  structure of Brain [10] 

A. Features of Tumor 

In general, the tumor is portrayed as tissue bunch formed as a 

result of the gathering of unpredictable cells in the body. 

Routinely, at a fitting time, the old cells are being displaced by 

new ones. Due to the happening to a destructive tumor(s), this 

cycle is disturbed. The tumor cells grow exponentially and don't 

kick the bucket, not under any condition like sound cells. Two 

sorts of brain tumors are an essential tumor and optional or 

metastatic tumor [6]. Commonly, the essential brain tumor begins 

in the brain and will in general stay amid its development 

residency. While, the auxiliary brain tumor starts elsewhere as 

disease in the body, later spreads to the brain region. 

 
                   TABLE I. FEATURES OF TUMOR   

Benign Tumor Malignant Tumor 

Distinct borders Invasive borders 

Slow Growth Rapid Growth 

Rarely spreads Often spreads 

Less harm Life- threatening 

 

 

Generally, Attractive Reverberation Imaging (X-ray) and 

Registered Tomography (CT) methods are used to dismember the 

tissues and furthermore tumors appear in the brain. Propelled 
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picture planning techniques expect a crucial part in the 

restorative field to look at the medicinal reports. Further, AI 

Innovation has viably handled different issues in the medicinal 

history. A part of the systems to recognize and discover the 

proximity of tumor in the X-ray brain pictures are according to 

the accompanying: (1) Edge based detection technique, (2) 

Shape-based detection strategy, (3) Feature-based 

Brain tumor recognition is a significant issue in imaging science. 

By and large, the seriousness of illness is chosen by the size and 

kind of tumor. A significant advance in examination of mind X-

ray check picture is to extricate the limit and locale of tumor. To 

take care of the issue, the proposed work depicts the system for 

identification, division and highlight extraction of cerebrum 

tumor part utilizing MATLAB programming. This product based 

methodology intends to present a calculation for identifying and 

fragmenting the cerebrum tumor from ordinary mind utilizing 

fundamental picture preparing tasks (de-noising picture, sifting), 

division pursued by highlight extraction. 

 

II. RELATED WORK 

Mukambika P. S., Uma Rani K. (2017) Proposed Approach in 

which Picture is prepared through: Pre-handling, Division, 

Highlight extraction Order stages. In preprocessing, Morphology 

procedure utilizing twofold thresholding is connected to  expel the 

skull out of the X-ray cerebrum images.[11]Astina Minz et.al 

(2017)  In restorative analytic application, early disfigurement 

disclosure is a urgent assignment as it gives fundamental 

comprehension into examination. Medicinal imaging framework 

is as of now creating field in designing. Attractive Reverberation 

imaging (X-ray) is one those reliable imaging systems on which 

restorative symptomatic relies upon. [12]Manual examination of 

those pictures is a redundant action as the proportion of data and 

moment focal points are hard to see by the human. G Rajesh 

Chandraet al. (2016) Detection of mind tumor is very normal 

setback in current circumstance of human services society. 

Picture division is utilized to isolate the sporadic tumor segment 

in cerebrum.[13] Mind tumor is an unpredictable mass of tissue 

in which cells grow besides, copy uncontrollably, clearly 

unregulated by instruments that control cells. 

 

III. PROPOSED WORK 

K-means k-implies grouping is a strategy for vector quantization, 

initially from sign preparing that is well known for bunch 

examination in information mining. k-implies bunching plans to 

segment perceptions into k groups in which every perception has 

a place with the bunch with the closest mean, filling in as a 

model of the group. This outcomes in an apportioning of the 

information space into Voronoi cells. The issue is 

computationally troublesome (NP-hard); in any case, productive 

heuristic calculations meet rapidly to a neighborhood ideal. 

These are normally like the desire amplification calculation for 

blends of Gaussian appropriations through an iterative refinement 

approach utilized by both k-implies and Gaussian blend 

demonstrating. 

 The two of them use group focuses to demonstrate the 

information; nonetheless, k-implies bunching will in general 

discover bunches of tantamount spatial degree, while the desire 

augmentation system enables bunches to have distinctive shapes 

the k-implies strategy is a broadly utilized grouping procedure 

that looks to limit the normal squared separation between focuses 

in a similar bunch. In spite of the fact that it offers no exactness 

ensures, its straightforwardness and speed are engaging 

practically speaking. By expanding k-implies with a basic, 

randomized seeding system, we acquire a calculation that is O 

(log k) - aggressive with the ideal bunching. Analyses 

demonstrate our increase improves both the speed and  the 

precision of k-implies, frequently significantly.  

K-Means calculation is an unsupervised bunching calculation 

that characterizes the information focuses into numerous classes 

dependent on their characteristic separation from one another. 

The calculation accept that the information highlights structure a 

vector space and endeavors to discover normal grouping in them. 

The focuses are bunched around centroids µI 

 
∀I = 1 . . . k which are obtained by minimizing the objective. 

The k-implies bunching issue is one of the most established and 

most significant inquiries in all of computational geometry. 

Given a number k and a lot of n information focuses in R. 

The proposed work performs handling of X-ray cerebrum 

pictures for location and grouping of tumor and non-tumor 

pictures by utilizing a classifier. The picture preparing strategies 

like histogram evening out, picture upgrade, picture division and 

afterward removing the highlights for discovery of tumor have 

been utilized. Removed highlights are put away in the learning 

base. A proper classifier is created to perceive the cerebrum 

tumors by choosing different highlights.  

Attractive Reverberation Imaging (X-ray) is a non-obtrusive 

imaging modalities which is most appropriate for the discovery 

of mind tumor. An easy to understand condition has been made 

by utilizing GUI in MATLAB bringing about a mechanized 

cerebrum tumor identification framework for X-ray examined 

pictures. By utilizing the GUI device, the doctor and different 

specialists are encouraged in recognizing the tumor and its 

geometrical component extraction. Multi-SVM has used to group 

the different sorts of tumors like Gliomas, Metastasis, and 

Astrocytoma and so forth. In this work, Multi Bolster Vector 

Machines (m-SVMs) has been proposed and connected to 

cerebrum filtered picture cuts characterization utilizing highlights 

got from cuts. This work helps in acknowledgment of tumor 

which thusly spares the valuable time of restorative 

demonstrative to analyze the tumor naturally in limited capacity 

to focus time.  

K-means++ reliably beaded k-implies, both by accomplishing a 

lower potential esteem, at times by a few requests of size, and 

furthermore by finishing quicker. With the manufactured 

precedents, the k-implies technique does not perform well, in 

light of the fact that the arbitrary seeding will definitely combine 

groups, and the calculation will never have the option to part 

them separated. The cautious seeding technique for k-means++ 

stays away from this issue by and large, and it quite often 

achieves the ideal outcomes on the manufactured datasets. The 

contrast between k-means and k-means++ on this present reality 

datasets is likewise very generous. On the Cloud dataset, k-

means++ ends twice as quick while accomplishing potential 

capacity esteems about 20% better. The presentation gain is 

considerably progressively exceptional on the bigger Interruption 

dataset, where the potential esteem gotten by k-means++ is better 

by elements of 10 to 1000, and is likewise acquired up to 70% 
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quicker.  The system is designed to be user friendly by using 

MATLAB GUI tool based on following steps.  

Preprocessing: wiener filter 

Segmentation: K-means ++ clustering based Segmentation 

Feature Extraction: GLCM Based Feature Extract 

Classification: Support Vector Machine (SVM) 

 
Figure 2:  Block diagram  

 

Step 1: Read Input Image 

Step 2: Gray Scale conversion 

Stage 3: Preprocessing-Evacuate commotions utilizing Wiener 

channel  

Stage 4: Image Upgrade utilizing Versatile Adaptive Histogram 

Equalization 

Stage 5: Pick one focus consistently from among the information 

focuses.  

Stage 6: For every datum point x, figure D(x), the separation 

among x and the closest focus that has just been picked  

Stage 7: Pick one new information point indiscriminately as 

another inside, utilizing a weighted likelihood dissemination 

where a point x is picked with likelihood relative to D(x) 2  

Stage 8: Rehash Stages 5 and 6 until k focuses have been picked.  

Step 9: Now that the underlying focuses have been picked, 

continue utilizing standard K-mean grouping.  

Stage 10: Allot each article to the gathering that has the nearest 

centroid.  

Stage 11: Recalculate the places of the centroids.  

Stage 12: If the places of the centroids didn't change go to the 

following stage, else go to Stage 10.  

Stage 13: Concentrate the GLCM highlights and genomic 

biomarkers from Grouped District.  

Stage 14: SVM train  

Stage 15: SVM classify 

 

IV. RESULTS 

The following samples are taken from the hospital are the 

tumorous image. So we are  applying our proposed work on them 

in order to test. some statically features of samples are shown 

graphically also.   

 

SAMPLE 1: This sample had been taken from erode hospital 

various steps of our proposed work has been compared. 

 

         

   

      
Figure3: a) input image b) wernier filter image c) histogram equalization d) RGB  
e ) Tumor recognization 
 
 

\ 
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SAMPLE 2 

 

 

 
Figure 4: a) input image b) wernier filter image c) histogram equalization d) RGB  
e ) Tumor recognization 

 
SAMPLE 3 

  

 
    

         
Figure 5 :( a) input image (b) wernier filter image (c) histogram equalization (d) 

RGB (e) Tumor recognization 

 
SAMPLE 4 
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Figure6: : a) input image b) wernier filter image c) histogram equalization d) 
RGB  e ) Tumor recognization 

 
SAMPLE 5: PREVIOUS WORK IMAGE [10] 

 

 
 

         
Figure 7: a) input image b) wernier filter image c) histogram equalization d) RGB  
e ) Tumor recognization 

 

A. Gray level co-occurrence matrices 

In statistical texture analysis, surface highlights are figured from 

the factual conveyance of watched mixes of powers at 

determined positions in respect to one another in the picture. As 

indicated by the quantity of force focuses (pixels) in every blend, 

insights are grouped into first-request, second-request and higher-

request measurements. Taken from previous work 

Table II: STATISTICAL FEATURES OF GLCM 

FEATURES SAMPLE 
1 

SAMPL
E 2 

SAMPL
E 3 

SAM
PLE 4 

PREVIO US 
WO RK 
IMAGES 

CONTRAST  0.887 0.9396 0.8878 0.863 0.398 

ENERGY 0.141 0.1215 0.141 0.1233 0.11 

ENTROPY 2.5148 2.624 2.51 2.633 2.61 
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The graphically representation is about the statistical features of various samples taken above and thus compared with the previous 

work as shown  

 

 
 

V. CONCLUSION 

MR image segmentation is a critical yet unavoidably 

inconvenient issue in helpful image dealing with. At the point 

when all is said in done, it can't be fathomed using immediate, 

standard image dealing with techniques. As a result of the 

characteristics of MR images, improvement of automated 

estimations is trying. There is an enormous between patient 

assortment of sign powers for one same tissue type in light of 

midway volume sway, regular tumult and wide extent of imaging 

parameters, which impact the tissue powers. We have proposed a 

beneficial portrayal structure subject to thickness based batching 

approach to manage recognize the brain tumor. The MATLAB 

multiplication is carried on different personality images and 

tumor is recognized using K-means++ procedure for image 

division and perfect overall thresholding. The cerebrum tumor 

acknowledgment is an unprecedented help for the specialists and 

a guide for the restorative imaging and adventures managing the 

age of CT Range and X-beam imaging.  

In future this program should be possible further developed so 

tumor can be arranged by its sort. Additionally tumor 

development can be broke down by plotting chart which can be 

gotten by examining consecutive images of tumor influenced 

understanding. 
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Abstract—Flood is a cataclysmic event that occurs far and 

wide causes the extraordinary misfortunes. The floods 

additionally compromise the human life and the economy of 

the included nation likewise gets influenced. Neural 

Networks are generally connected in flood gauging and got 

great outcomes. The main objective of the project is to 

predict the flood situation and intimate about it to the 

people. The importance of predicting the flood is widely 

increased. The human life can get damaged due to floods; it 

can prevent loss to economy and human if it is predicted 

earlier. For prediction there are various methods but the 

most commonly used method is Neural Networks. This 

paper develops deep learning approach by combining 

Convolutional Neural Network (CNN) and Modified 

Particle Swarm Optimization (MPSO) for the prediction that 

the area is flooded or not. CNN extracts the attributes 

cataclysm in all respects productively. CNN is vigorous to 

shadow. CNN can get the attributes of calamity palatably 

and it additionally overpowers the misdetection or miscount 

by administrators, which further influence the handiness of 

fiasco help. MPSO is applied as optimizer to search for the 

optimal parameter values for the CNN training process. 

Keywords— Convolutional Neural Network; Modified 

Particle Swarm Optimizer; prediction; disaster; flood; deep 

learning; 

I. INTRODUCTION 

Disaster disclosure has been a standout amongst the most 

unique research zones today since sparing human lives is 

our earnestness once a catastrophe occurred. It is essential in 

the administration of fast answer exercises after a hazardous 

catastrophe, for example, floods. A disaster is an abrupt, 

disastrous occasion that truly disturbs the working of a 

network or society and causes human, material, and 

monetary or natural misfortunes that surpass the network's 

or society's capacity to adapt utilizing its own assets. [18] 

Though often caused by nature, disasters can have human 

origins as well. There can be various types of disaster occur 

which are categorized as geological disasters, hydrological 

disasters, meteorological disasters, and wildfires. Among 

which floods, earthquakes, landslides occur thoroughly. 

Predicting flood is the complex process. The flood is 

predicted at early stage so that the loss to the society can be 

prevented. Predicting the flood can minimize the risk to 

human and economical losses. As predicting the flood can 

intimate the people nearby the flood prone area due which 

the people are able to relocate to the safer place and prevent 

the damage [18]. By predicting the flood at earlier stage can 

cause the preventive and curative measures to be taken by 

the government. 

Flood is a typical cataclysmic event that influencing a 

quantities of nations around the globe [18]. In spite of it is 

normal, yet flood can at present be really shocking to a 

limited extent where it starts to make huge pulverization 

open offices, private house or even most noticeably awful, 

passing [1].This influence massively toward to the financial 

matters structure of the nation that must face this disaster 

uncommonly for poor people and creating one [1]. To 

overcome the above issues early prediction systems are 
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designed using different techniques to provide message to 

the people before the flood occurs in the area. 

Deep Learning is a part of machine learning methods. 

Machine learning is a technique in computer science which 

allows data to drive and guide the execution of algorithm 

[10]. Using a training dataset, the algorithm develops a 

model which is used to compare against the expected output 

[10]. An algorithm that uses deep learning goes through 

much the same process. Each hierarchy applies a 

transformation on the training input and forms it as a model 

[10]. This process is repeated until output has reached and 

an acceptable level of accuracy [10]. Learning can be 

supervised, unsupervised and semi-supervised. Deep 

Learning incorporates numerous systems, for example, 

CNN (Convolutional Neural Network), RNN (Recurrent 

Neural Network), Recursive Neural Network. These 

systems are essentially calculations. 

Various productions on flood forecast utilizing Artificial 

Neural Network (ANN) methods have been accounted for 

[4]. It has been proposed, in light of the fact that it has the 

incredible ability to display nonlinear and complex 

frameworks without clear physical clarification [3]. 

Presently a the very first moment's of the most notable 

practices in deep learning, CNN is making location showing 

signs of improvement result in a cataclysm, for example, a 

flood, earthquake, and landslide. The system is intended to 

guess the flood on the basis of present image of a specific 

flood prone area, on the basis of the image the system will 

guess whether the area is in risk and essential to be relocate 

or not. The accuracy of the developed model is high due the 

use of Convolutional Neural Network and Modified Particle 

swarm optimization. The early prediction leads to save lot 

of lives and prevent more damage due to flood. The 

modified particle swarm optimization (MPSO) technique is 

applied as a parameter searching process for the CNN.  

II. RELATED WORK 

A. Literature Review 

In [13] the writers proposed Bare-Bones multi objective 

particle swarm optimization (BBMOPSO) algorithm 

calculation for condition/financial dispatch issues. This 

paper is having three highlights. The molecule notifying 

procedure does not require tweaking control parameters . 

The transmutation administrator is to amplify the pursuit 

capacity and to maintain a strategic distance from the 

untimely combination issue. The molecule decent variety is 

to refresh the all inclusive molecule leaders . From the 

outcomes, BB-MOPSO calculation is making amazing 

count of genuine Pareto front and it is reasonable to settle a 

wide range of multi target advancement issues. BB-MOPSO 

calculation is giving preferable outcomes over different 

calculations like multi-objective particle swarm 

optimization with sigma method (SMOPSO), multi-

objective particle swarm optimization method (CMOPSO) 

and time variant multi-objective particle swarm 

optimization (TVMOPSO) as far as combination execution. 

BBMOPSO calculation is superior to CMOPSO and 

TVMOPSO calculations in the appropriation of 

arrangements on the acquired Pareto front. BB-MOPSO is 

accomplishing littlest standard deviation esteem. 

       In [11] the writers proposed Modified Particle Swarm 

Optimization algorithm (MPSO) for to take care of building 

basic streamlining issues. By improving the versatile 

wellness work we balance the target capacity esteem and 

imperative infringement particles. The algorithm utilizes the 

versatile inertial load to adjust abuse. They got outcomes are 

contrasted and right now accessible advancement 

calculation which demonstrates that the MPSO calculation 

is superior to others as far as precision. 

 

III. METHODOLOGY 

The Figure 1 shows the proposed system for disaster 

prediction using deep neural network. Convolutional neural 

system preparing for stream water flood forecast by utilizing 

PYTHON.

 

Figure1. Proposed System 

B. Data Collection and Used 

       The prediction done at this paper is to predict the 

flood in the image. The prediction can be done in three 

conditions such as flood will occur, flood had been 

occurred and flood has been occurred. The samples 

utilized in model improvement were separated into two 

sets to be specific: training and testing sets. The model 

was first acquired utilizing training sets . The new testing 

samples were then nourished to the framework to validate 

the performance of the system. The data is in the form of 

images. We obtain images from the Google as input 

images. Training samples contains 137 images and testing 

samples contains 500 images. 

C. Prediction Model 

     In this section we are describing our CNN-MPSO model. 

The model works in three phases such as data 

preprocessing, MPSO process and CNN training. In first 

phase the extracted data is pre-processed by performing 

some operation such as cleaning, removing unwanted 

observations, removing null values and handling missing 

values. 

    In the next phase the particle swarm optimization 

algorithm is applied to the output of the first phase which 

optimizes the data so the time taken by the CNN is reduced. 
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In the last phase the CNN is applied on the optimized data 

and the output is taken and prediction is performed on the 

output. The accuracy of the CNN-MPSO model is more 

than the CNN model. 

 

 

Figure 2. CNN Model 

D. Convolutional Neural Network  

CNN is a succession of layers, and each layer of CNN 

changes one volume of actuations to another through 

differentiable capacity [6]. CNN has concealed layers of 3 

essential types, for example, convolution layer, pooling 

layer, and dense layer which is likewise called as fully-

connected layer; the neurons are organized in 3 

measurements (width, tallness, profundity). 

 A Convolution layer is additionally called as conv layer 

we have utilized keras capacity to execute this model. It is a 

structure square of a convolution network that does the vast 

majority of the computational hard work. Convolution 

layers perform feature extraction on the picture by applying 

different filters on it. In our model we have utilized 3 

convolution layers with 3*3 filters . 

It isn't unexpected to occasionally embed a Pooling layer in 

the middle of progressive conv layers. Pooling Layer 

capacity is to diminish the spatial size of the portrayal to 

lessen the measure of parameters and thus to command over 

fitting. This layer works on each profundity cut utilizing the 

max operation. 

      A Dense Layer plays out the characterization on the 

features which are extricated from the convolution layer and 

further down inspected by the pooling layer. In this layer 

every neuron is associated with the previous layer neurons. 

       In fully connected layer, every neuron is associated 

with the each neuron of other layer. This layer is like the 

conv layer just contrast is that the neuron in the conv layer 

is just associated with the nearby area. 

       Figure 2 demonstrates the proposed CNN model with 

the five concealed layers. 

E. Modified Particle Swarm Optimization 

    MPSO algorithm an assessment strategy used to improve 

the arrangement by advancing the issue. It improves the 

issue by utilizing particles as an applicant arrangement so 

these particles fly over a hunt space as per counts to change 

the area and speed of individual particles, this vacillation of 

positions is affected by close to home best area and guided 

toward worldwide best position which is best area in all 

inquiry space found and affirmed by different particles [8]. 

The algorithm utilizes the chaotic mapping to produce the 

underlying population, which guarantees the decent variety 

of the underlying population and establishes the framework 

for the worldwide pursuit capacity of the calculation, 

utilizing instructing component to expand the extent of 

doable arrangements in the population [11]. 

      The particles of swarm cooperate to accomplish best 

spot as per the mutual data in the middle of them. 

Whenever, every particle of swarm can have a local best 

position (pbest) which is the littlest achieved cost in the 

cycles [8]. The best position came to in the swarm which 

known as the global best position (gbest) which is valuable 

to control the particles toward the global optimum. 

      The equation (1) is to compute the velocity of the PSO 

and the equation (2) used to compute the position of the 

particle. 

 

Vp+1=Vp +c1 r1 (pbest–xp) + c2 r2 (gbest – xp)                        (1) 

 Xp+1=Xp+Vp+1                                                                       (2)   

  Where c1 and c2 are steady qualities and r1 and r2 are 

arbitrary numbers.  

Following are the essential strides of the MPSO calculation:  

 

Step 1.Initialization of fundamental parameters and 

population. D is the component of capacity, N is the 

quantity of molecule, T is the most extreme emphasis and 

set t=0.Initial position xi=(xil,… … ,xiD)is determined by 

equations (3) and (4). 

  
       

 (    
 )                                                    (3) 

       (     
)             (4) 

 

Step 2. According to (5) ~ (7), give rise to a new population, 

that is (x’1,x’2,…..x’N). If f(x’i) < f(xi), particle x’i can be 

replaced with particle xi. If f(x’i) >= f(xi), particle xi is 

retained. 
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 Step 3. Learning factors c1, c2 and inertia weight w is 

calculated by equations (8) ~ (10).  
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)             (8) 
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Step 4. Equations (1) and (2) are used to change the velocity 

and place of the particle.  

Step 5. Change the individual extremum and global 

extremum of the particle and readjust the particle according 

to algorithm 1, t=t+1  

Step 6. If t > T, algorithm stop. Otherwise, go to Step 2. 

     MPSO is the advance algorithm of the PSO. MPSO takes 

the shortest time to process as compare to PSO. The 

convergence rate of the MPSO is faster than the PSO. Adam 

is slower than the PSO.  

IV. RESULTS AND DISCUSSION 

Figure 5 shows the test accuracy of the model at number of 

epoch. When the epoch is >2 then the accuracy is linear to 

the epoch. The model takes 137 images at the time of 

training phase and 500 at the time of testing phase. 

 

Figure 3. Variation in accuracy with the amount of epoch in 

the model. 

The figure 4 is in view the accuracy at the time of both the 

phases. The training phase accuracy is 96.88 %. The testing 

phase accuracy is 64.25 %. The accuracy may vary when 

the epoch are changed. 

 

Figure 4. The average accuracy of the prediction model. 

 

Figure 5. the image is predicted as flood. 

The final output is predicted as shown in the figure 5 and 

figure 6. The images are classified using binary 

classification i.e. 0 and 1. If the predicted output is 0 means 

flood and if it is 1 then non-flood.  

Change in the number of epoch can affect the accuracy of 

the model. The image pattern and their types will affect the 

models accuracy. Different types of pattern and plenty of 

patches will give a perfect output as compared to bounded 

ones. 
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Figure 6. the image is predicted as non flood. 

The dataset created by us is tested on Support Vector 

Machine, K Nearest Neighbors are Traditional Ml 

algorithm. It is found that results obtained from our 

proposed system is better than existing system. 

Algorithm Precision Recall  F1 Score 

SVM 0.7317 0.5882 0.6521 

KNN 0.5052 0.3773 0.6620 

CNN 0.6550 0.7428 0.6552 

Proposed 

System 

0.75 0.75 0.8 

 

V. CONCLUSION AND FUTURE WORK 

The proposed prediction model using neural network 

structure is able to predict the flood from the images. In this 

proposed system, the model applies the CNN on the image 

and extracts all the features from it. The model also applies 

MPSO to get the optimized parameters. As per the result we 

get, it come to know that the proposed model provide 

relatively high accuracy for flood prediction. The research 

method which we have suggested in this paper has 

capability to get executed as a prediction system. 
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Abstract— In today’s smart revolutionary era, Intelligent 

Transportation System (ITS) is a buzzword that plays a vital role. 

Vehicular ad-hoc network (VANET) techniques help ITS for 

improving efficiency as well as road safety services to vehicles 

and drivers. The vehicle acts as a node in the special ad-hoc 

network. Communication in the VANET is accomplished 

through IEEE802.11p i.e. Dedicated Short Range 

Communication (DSRC) and Wireless Access Vehicular 

Environment (WAVE). The ways of communication in the 

VANET are within vehicles (V2V) and vehicle-to-road (V2R). 

Routing is a foremost issue in the VANET environment due to 

the dynamic variation of topology, the restricted movement 

pattern of the vehicle, unstable links and complex city 

environments. Implementation of the VANET environment is a 

difficult task in a real environment. The objective of the paper is 

to simulate topological routing protocols to evaluate QoS. The 

simulation uses ManhattanGrid mobility to reflect the realistic 

vehicular environment. The simulation is conducted in various 

test environments with the variation in the vehicular density and 

speed of the vehicle. The influence of both factors on the QoS 

parameter is evaluated with Packet Delivery Ratio, Throughput, 

Avg. E2ED and Normalized Routing Overhead. AODV produces 

better PDR, Throughput and less NRL. OLSR produces less Avg. 

E2ED with respect to other protocols. 

Keywords— VANET, topological routing protocols, 

ManhattanGrid, QoS. 

I. INTRODUCTION 

A. Overview of Vehicular Ad-hoc Network (VANET)  

The Indian government started taking initiative towards 

smart cities recently. An intelligent transportation system is 

a key component related to the smart city. In addition, a huge 

investment in the vehicle manufacturers seeks to deploy 

networks of automotive networks in real time. For example, 

due to the applicable rules, all new cars in the US will be 

connected by the end of 2020. The main goal of ITS is to 

make effective transportation, improve the environmental 

condition, protection, durability and efficacy of the transport 

system [3]. It performs information processing, 

communication, and use of a sensor in vehicles such as cars, 

trucks, trains and aircraft. In India, tremendous growth is 

recorded in registered vehicles from about 0.3 million in 

1951 to 230 million in 2016 [24]. Urban areas in India are 

not able to cope up with vehicle growth. Thus, traffic 

management has a key challenge in many cities that must be 

paid more attention. According to the survey of World 

Health Organization (WHO); in India, there is one death 

every four minutes because of a road accident and in addition 

to the significant impacts and consequences for the 

environment [3]. 

The goal of the VANET is to improve safety of the 

drivers on the street and provide commercial services. It also 

disseminates accurate information to vehicle drivers and 

transport authorities in time [1] [2]. The VANET can help in  

spontaneous data exchange between various vehicles. Thus, 

VANET provides a way to connect people on the road. The 

question is how to achieve this? The solution is to exchange 

traffic information through the wireless ad-hoc network 

without infrastructure or through the support of VANET. 

The vehicular network is the subclass of MANET which 

achieves communication in vehicular areas by an exchange 

of messages among vehicles comprising the roadside 

wireless sensors. This allows information to be 

communicated to guarantee driver security [4].  

 
Fig. 1. Vehicular ad-hoc Network Scenario  

   Communication between the vehicular nodes is very 

important. Two types of communication that have typically 

considered in the VANET. One is known as the inter-vehicle 

communication and the other one is between the vehicle and 

roadside infrastructure communication. VANET provides 

communication using hop by hop and multi-hop manner.  

Components in the VANETs transmit packets in multi-hop 

mode such as vehicles and road-side units (RSUs).  Due to 

less transmission range, communication is achieved by 

multi-hop communication amongst intermediate nodes. The 

vehicle comprises the On-Board Unit (OBUs) that allows 

short-range wireless V2V communication or V2R 

communication along with location service like GPS. On the 

roads, a road-side unit (RSU) is the unit of infrastructure 

communication. Various OBU and RSU communicate with 

each other [1] [2].  Fig.1 illustrates the working of VANET. 

Thus, VANET is a dynamic network of vehicles without 

fixed infrastructure like a base station. Vehicles follow the 

disciplined way for the movement due to its velocity and 

acceleration. Deployment of VANET is highly expensive as 

compared to MANET. In terms of mobility; the MANET is 

having low mobility whereas, VANET is having high 

mobility being faster vehicles. MANET operates in the 2.4 

GHz frequency range whereas, VANET in the 5.9 GHz. The 

communication range of MANET is up to 250 meters 

whereas; in VANET it is around 1000 meters. MANET 

supports infrastructure less operation whereas operations in 

the VANET supports infrastructure oriented and without 

infrastructure. 

B. Communication Standards in VANET 

Vehicles communicate directly with DSRC IEEE 

802.11p as well as IEEE 802.16. DSRC is the standard 

developed by the US and the Federal Communication 
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Commission. It allocates a 75MHz spectrum at 5.9GHz for 

DSRC communication in an approximate range of 1000m. It 

is used for collision avoidance. Out of seven channels, all 

channels have a width of 100 MHz. The control channel is 

dedicated to safe and secure communications. At the end of 

the spectrum, two channels have reserved for the acute safety 

of life and high public safety. All other channels are Service 

Channels (SCHs) [5].  VANET needs rapid bandwidth and 

interaction because of regular changes in topology and 

excellent mobility. The American Society for Testing and 

Materials (ASTM) 2313 working group renamed IEEE 

802.11 as a Wireless Access Vehicular Environment 

(WAVE) [5]. WAVE contains rules for safety, health and the 

environment. 

The Main focus of the paper is: 

1. To use ManhattanGrid mobility model to create 

scenarios for the vehicular density and the speed of the 

vehicle.  

2. To learn and simulate topological routing protocols in 

VANET.  

3. To evaluate the effect of density and speed of the vehicle 

on the performance measure in terms of quantitative 

QoS parameters.  

It is possible to determine the problems associated with a 

vehicular node in the simulation environment. 

The organization of the paper is as follows: Section II 

presents related work discussing the basics of routing in the 

VANET with its protocols. Section III illustrates the QoS 

evaluation of routing protocols using simulation. Section IV 

describes an experimental setup for the simulation and 

section V highlights the conclusion. 

II. RELATED WORK  

Routing is an intelligent decision process that determines 

the best appropriate path from the originating node and the 

target node. Routing in the VANET has various issues like 

Quality of Service management for several services, network 

management and road traffic management. 

High mobility of the node causes rapid variation in 

topology, deviation in the velocity and density of the vehicles 

on the road. The sparse distribution of vehicles in 

geographical regions degrades network performance. The 

volatility of the route affects Throughput, with a higher 

transmission delay and increases in the routing overhead. 

The VANET area includes buildings, tracks and stringent 

roads in which vehicles move in a specific direction. 

Previously many authors touch the issue of routing 

protocols evaluation with QoS. These are classified based on 

the topological routing protocol, transmission strategies and 

position-oriented routing protocols. The nature of 

topological routing protocols is proactive and reactive. Table 

I describes comparative literature of the topological routing 

with protocol, mobility, nodes, speed, QoS parameters, Time 

of Simulation (ToS) and tools used.   

 AODV is a reactive routing protocol. It is always in 

search of the route in between the source and the sink. It 

adopts the path discovery procedure with the RREQ, RREP 

and RERR messages. These messages are exchanged 

between source and sink. AODV provides unicast multicast 

and broadcast communication ability. It reduces routing 

overhead but produces more delay [13] [20]. 

An enhanced version of AODV routing protocol with the 

multipath approach is known as AOMDV. In AOMDV, 

unicast communication is achieved. It is used to compute 

loop-free and disjoint paths. It produces less routing load 

while doing the route discovery [14] [21].   

OLSR is a pure link state and a proactive routing 

protocol. The use of Topology Control (TC) and Hello 

messages determines and disseminates link state information 

throughout the network. It avoids excessive transmission of 

Link State Packets (LSP). The main feature of OLSR is the 

selection of Multi-Point Relay (MPR). One-hop neighbor 

selects MPR and retransmits all broadcast messages received 

by it. A multipoint selector is going to select the MPR node, 

having permission to retransmit the packet. A routing table 

has preserved in the OLSR [15] [18]. 

ZRP addresses the routing by acquiring the best 

properties from both proactive and reactive protocols. Each 

node has an individual zone. The zone has overlapped with 

the adjacent nodes. The zone is assigned a radius represented 

by r. The zone comprises the nodes in its area of radius r. The 

ZRP consists of peripheral and interior nodes. The node 

having the minimum distance equal to r with the central node 

is termed as the peripheral node. The interior nodes are the 

nodes inside the zone and having distance less than r. It 

includes a routing component such as IARP and IERP. IARP 

is a local proactive component comprises routing 

information related to the nodes within the zone. IERP is a 

global reactive component that provides services such as 

improved route discovery and route maintenance. Support 

for bordercasting is the uniqueness of the ZRP. The 

bordercasting utilizes the information about the topology 

provided by the IARP. ZRP also make use of NDP at the 

MAC layer to locate the new nodes as well as link failures 

[22] [23].

TABLE I.  RELATED WORK 

Reference   Protocol Mobility Nodes 
Speed 

(km/h) 
QoS Parameters 

ToS 

(s) 

Tool 

used 

B. mazarak, and et 

al. , 2017  [2] 
GPSR,  AMACAD, MOBIC, 

DYMO, DSR,  OLSR, AODV, 
DSDV 

MOVE 20-100 90-130  PDR, Avg. E2ED, 

Bandwidth 

900 NS-2 

Shtaiwi and et al,  

2014 [6] 

AODV, DSDV, DSR VANETMO

BISIM 

20-45 25-55  E2ED, PDR 600 NS-2 

A. K. Basil, and et al 
2017 [7] 

AODV, OLSR SUMO 18, 72 40  PDR, Delay, Throughput 80 NS-3 

M Khairnar, and et 

al,  2013 [8] 

AODV, DSR, GPSR RWP 30, 50, 150, 

300 

72  Packet loss ratio, PDR, 

Avg. E2ED 

600 

 

NS-2 

L. Rivoirard, and et 
al, 2017 [9] 

AODV, DSR, GRP, OLSR VANETMO
BISIM 

30 40  Throughput, Average 
routing load 

300 OPNET 

III. QUALITY OF SERVICE  

Quality of Service (QoS) states the network's ability to 

offer the best service for the specific network traffic by 

several technologies. It represents the collective outcome of 

service performance that determines the degree of 

satisfaction of a user of the service. Each layer in the network 

is having separate parameters. E.g. delay is used in the 
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network layer of the OSI model. Working with QoS is one of 

the most difficult tasks in the VANET because of less 

accurate QoS, an inappropriate method to estimate QoS and 

improper selection of route [11].  

QoS evaluation plays a major role in various applications 

of VANET. For instance, an emergency warning application 

warning is useful only if it hits an appropriate time. If the 

warning gets delayed then no use of such applications. The 

VANET uses several quantitative indicators to evaluate QoS. 

A. Avg E2ED 

Avg E2ED represents the average time for data packets 
to achieve the goal. It represents the difference between 
packets arrival time at the destination vehicle and packet 
transmission time at the source vehicle. It includes MAC 
layer retransmission time of packets, delay in propagation 
and the time required for buffering and queuing time.  

𝐴𝑣𝑔. 𝐸2𝐸𝐷 = 𝐸2𝐸𝐷 +
(𝐸𝑡 − 𝑆𝑡)

𝑐𝑜𝑢𝑛𝑡
∗ 100           (1) 

Where, E2ED, St, Et stands for an end to end delay, 

capture start time on the occurrence of the event and Time at 

which the packet is completely received. 

B. PDR  

PDR is the ratio among the number of data packets that 

arrive at the target vehicle and the number of data packets 

sent from the source vehicle.   

𝑃𝐷𝑅 =
𝑇𝑥

𝑅𝑥
∗ 100                                             (2) 

Where PDR stands for Packet Delivery Ratio, Tx 

represents obtained packets by the target node and Rx 

indicates generated packets by the source node. 

C. NRL 

It is the ratio of generated routing packets by delivered 

data packets. 

  𝑁𝑅𝐿 =
𝑅𝑝

𝐷𝑝
                                                   (3) 

Where, NRL, Rp and Dp represents Normalized Routing 

Load, sent routing packets and sent data packets respectively. 

D. Throughput 

It is the total number of successfully received bits by 

vehicles.  

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =
𝑅𝑠

𝐸𝑡 − 𝑆𝑡
∗ (

8

1000
)            (4) 

Where Rs, Et and St stands for the size of received 

packets, end time of the simulation and start time of the 

simulation. 

 

IV. EXPERIMENTAL SETUP 

A. Simulation Environment 

The simulation is performed on topological routing 

protocols such as AODV, AOMDV, OLSR and ZRP routing 

protocols. The objective of the simulation is to analyze 

quantitative QoS factors such as PDR, NRL, Avg. E2ED and 

Throughput. It uses network simulator i.e. NS-2.35. The 

simulation is performed on UBUNTU 14.04 machine 

comprising a RAM of 8GB with Intel core i-5, 3.2 GHz. 

processor. 

The Manhattangrid mobility model is used for the 

generation of scenarios. The VANET requires a restricted 

movement pattern hence the use of the ManhattanGrid model 

is suitable for such mobility pattern. The ManhattanGrid 

mobility model is suitable for urban mobility. It uses a grid 

road topology. It helps the vehicle driver for the selection of 

a correct path. It works optimally where the roads are in a 

proper manner. The nodes traverse in the horizontal or 

vertical direction on the urban map. It hires a probabilistic 

approach in the selection of node movements. The vehicle 

selects to keep moving in the same direction at the 

intersection. The vehicles move straight, left and right with a 

probability of 0.5 and 0.25 respectively. It is not a good 

choice for highway scenarios. Even though it offers nodes to 

change the direction, it levies geographical limitations on 

node mobility [12] [16] [17]. 

TABLE II. SIMULATION ENVIRONMENT 

Parameter Simulation value 

Mobility model Manhattan Grid [19] 

Simulation time 600s 
Wireless transmission range  250m 

Antenna Omni-directional 
Propagation model Two Ray Ground 

MAC protocol IEEE 802.11p 

Simulation area 1100m*1100m 
Interface Queue Type Droptail, priority queue 

Number of vehicles  20-70 

The speed of the vehicles Ranging from 8m/s-24m/s 
Routing protocols AODV, AOMDV, OLSR & ZRP  

Type of  data traffic model  CBR with UDP 10 connections 

Data Packet 512 byte 
Control Packet 64 byte  

 

Each scenario comprises 50 nodes dispersed in the area 

having dimension 1100*1100. The 4*4 grid pattern is used 

in the simulation area. The transmission range used by each 

node is 250m inside a simulation environment. The node is 

having 10s pause time. The time of the simulation is 600s. 

Node density is in the range of 20 -70 by assuming that 

within 600s approximately 20 to 70 vehicles traveled on the 

road. The simulation parameters are listed in the Table-II. 

The type of traffic used is Constant Bit Rate (CBR) with 

User Datagram Protocol (UDP). It allows creating traffic at 

a stable rate by transmitting packets of the same size. It 

delivers background traffic which matches statistical 

characteristics of several network applications. In addition, 

many applications need probable reply times and constant 

availability of constant bandwidth [10].  

B. Observations and discussions 

The simulation is conducted to evaluate QoS of the 

routing protocols in the VANET under various conditions 

such as according to vehicular density and vehicular speed. 

Vehicular Density- The scenarios for the various 

vehicular densities such as 20, 30, 40, 50, 60 and 70 are used 

for the simulation. For each density 5 mobility scenarios are 

generated. The results for the performance measures such as 

PDR, NRL, Avg.E2ED and Throughput are evaluated. The 

average of each result is considered and the observation has 

been made accordingly.  

As observed in Fig. 2, PDR is increased across the 

number of vehicles. For the 20 vehicles, AODV attains 0.49, 

1.64 and 1.71 % better PDR as compared to AOMDV, OLSR 

and ZRP. For the 70 vehicles, AODV attains 3.53, 4.16 and 

24.30% better PDR. With the increase in the vehicular nodes, 

the packet drop ratio decreased.  
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Related to NRL, AOMDV observed NRL reduction with 

the increase in the vehicular nodes. In all other protocols, 

increase in the NRL is witnessed with the increase in the 

density of the vehicles. Overall AODV produce less NRL as 

compared to other protocols under study. AODV attains 

3.58, 0.96 and 3.89% less NRL for 20 vehicles. In the case 

of 70 vehicles, AOMDV gets 0.48, 2.38 and 10.68% less 

NRL compared to the selected protocols.Fig.3 represents 

NRL performance. 

 

Fig. 2. Measurement of PDR by varying vehicular densities 

 Fig.3. Measurement of NRL by varying vehicular densities 

 

Fig. 4. Measurement of Avg.E2ED by varying vehicular densities 

Related to Avg.E2ED, Overall OLSR protocol produces 

less Avg.E2ED. For the scenario of 20 vehicles, OLSR 

produces 250.15, 35.48 and 519.31ms less Avg. E2ED as 

compared to AODV, AOMDV and ZRP.   For the case of 60 

vehicles, OLSR produces 209.26, 112.34 and 1148.96ms less 

Avg.E2ED as compared to selected protocols. Fig. 4 shows 

the behavior of the Avg.E2ED.   

AODV produces better Throughput as compared to other 

protocols. Throughput increases linearly with vehicular 

nodes for all protocols as shown in Fig.5. In the case of 20 

vehicles, AODV produces 0.94, 3.23 and 3.1kbps better 

throughput with respect to AOMDV, OLSR and ZRP. In the 

case of 70 vehicles, AODV achieves 7.05, 8.23 and 45.39 

kbps better throughput respectively. Table III represents 

results for the selected protocols of various performance 

measures. 

Fig. 5. Measurement of Throughput by varying vehicular densities 

Vehicular Speed- The scenarios are generated for the 

various vehicular speed such as 8, 10, 12,14,16,18,20,22,24 

m/s. The results for the various performance measures are 

evaluated and accordingly, the observation and analysis has 

been done. Fig. 6. illustrates the behavior of PDR with 

respect to the varying vehicular speed for the selected 

protocols. In the case of 8m/s speed, AODV produces 1.04, 

4.3 and 6.11% better PDR as compared to the selected 

protocols. In the case of 24m/s, AODV achieves 4.7, 7.56 

and 17.43% better PDR. Thus, PDR for low speed is better 

but as the speed is increased, a small variation is observed 

and again when the speed is above 16m/s, an increase in the 

PDR is observed. The reactive protocols due to their on-

demand behavior and quick convergence feature are more 

appropriate for VANET. Repair of local links in route 

maintenance provides greater convergence to AODV. Due to 

the use of route reply, AODV performs better. 

 

 

    Fig. 6. Measurement of PDR by varying vehicular speeds 

Initial development of reactive protocols reduces the 

routing overheads. AODV generates 0.83, 1.6 and 5.42% as 

well as 0.4, 0.9 and 6.56% less overhead for the speed of 

8m/s and 24m/s vehicles respectively. ZRP generates extra 

overhead as compared to protocols under study. The RREQ 

packets control the load of the network in AODV.  In ZRP 

because of mobility, lots of routes are damaged that causes a 

packet drop. As there is an increase in the vehicles, route 

search becomes complicated and a large overhead is 

introduced due to the communication between IARP and 

IERP. Fig7. illustrates NRL measurements with variation in 

the vehicular speeds.  
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TABLE III.SIMULATION RESULTS FOR PERFORMANCE MEASURES FOR VARIOUS VEHICULAR DENSITY (20-70) 

Notations- A: AODV, B: AOMDV, C: OLSR and D: ZRP  

 
Fig.7. Measurement of NRL by varying vehicular speeds 

 

Fig. 8. Measurement of Avg.E2ED by varying vehicular speeds 

Precalculating routes reduce the delay in proactive 

routing protocols. OLSR attains 109.59, 50.88 and 743.15ms 

as well as 149.25, 75.56 and 852.95ms less Avg. E2ED 

respectively for the speed of 10 and 16m/s vehicles for the 

protocols under study. Thus, Avg.E2ED of OLSR is lower in 

VANET. Repair of local links sometimes increases routing 

latencies in AODV. In OLSR, it is necessary to look in the 

routing table while doing a route search. But AODV 

initializes route search when there is an existence of the valid 

route. Therefore, a simple search of tables takes less time 

than flooding a network, which improves the performance of 

the OLSR protocol in a network sensitive to delay. ZRP 

produces more Avg.E2ED because the route discovery 

requires extra time. ZRP produces more control packets 

since it is composed of protocols i.e. IERP and IARP. IERP 

initialized by the source vehicle if a destination node is not 

reachable in the routing zone. Within a local zone, IARP 

facilitates the maintenance of the routing tables of a node. 

The interaction between IARP and IERP causes unnecessary 

traffic on the network that generates a delay in the acquisition 

of the route. Fig.8. shows Avg.E2ED with variation in the 

vehicular speeds.                  

For the smaller speed of the vehicular node, the 

Throughput generated is more. As the speed of the vehicle 

increases, the decrease in the Throughput is observed for all 

protocols. Upto a certain threshold of the speed 16 m/s 

Throughput decreases in all protocols. Afterward, an 

increase in Throughput is observed. AODV produces 4.88, 

4.69 and 16.03kbps as well as 7.7, 9.31 and 27.41kbps better 

Throughput for the vehicles with speed of 10m/s and 24m/s 

compared to the selected protocols. Fig.9. shows Throughput 

for vehicles with varying vehicular speeds.  
 

 

 Fig.9. Measurement of Throughput by varying vehicular speed 

Table IV represents simulation results for performance 

measures of various vehicular speeds.

 

 

 

 

 

Veh

icles 

PDR (%) NRL (%) E2ED(ms) Throughput (kbps) 

A B C D A B C D A B C D A B C D 

20 23.12 22.63 21.48 21.41 0.63 
4.2
1 

1.59 4.52 262.97 48.30 12.82 532.12 45.32 44.38 42.09 42.22 

30 34.74 34.06 31.05 42.56 1.04 
4.6

0 
2.08 5.94 445.93 117.6 35.73 910.41 70.13 66.78 60.90 84.90 

40 58.63 56.95 54.62 52.62 1.30 
2.8
4 

2.01 7.86 464.78 258.7 76.60 989.45 114.8 111.2 107.3 105.18 

50 63.84 66.94 58.73 54.7 2.57 
2.7

2 
3.15 10.33 574.48 389.4 154 1276 125.3 131.3 115.2 109.54 

60 74.15 72.62 69.12 61.07 3.25 
2.8
6 

3.75 11.50 476.45 379.5 267.2 1416.1 145.4 142.5 135.5 121.99 

70 89.55 86.02 85.38 65.25 2.78 
2.3

0 
4.68 12.98 297.68 116.8 280.5 1424.3 175.9 168.8 167.6 130.48 
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TABLE IV. SIMULATION RESULTS FOR PERFORMANCE MEASURES OF VARIOUS VEHICULAR SPEED  

Speed 

(m/s) 

PDR (%) NRL (%) E2ED (ms) Throughput (kbps) 

A B C D A B C D A B C D A B C D 

8 91.47 90.43 87.17 85.36 0.64 1.47 2.24 6.06 163.34 70.29 72.27 629.03 179.57 177.53 171.31 169.58 

10 88.65 86.11 86.24 78.99 1.32 1.57 2.25 7.95 166.26 107.55 56.67 799.82 173.95 169.07 169.26 157.92 

12 89.46 86.66 84.68 74.01 1.94 1.53 2.5 9.03 255.57 73.98 138.22 1348 175.19 169.88 165.88 147.78 

14 69.28 66.16 65.2 57.36 1.28 2.83 2.64 10.94 350.74 163.56 53.57 1414.91 135.91 129.58 127.68 115.16 

16 64.88 60.98 62.1 55.55 1.89 3.45 2.95 12.55 676.07 531.99 335.1 2043.28 127.22 119.56 121.99 111.95 

18 73.94 74.15 71.4 60.22 2.21 2.43 2.7 8.93 453.13 286.04 106.65 1120.3 145.05 145.29 140.29 119.46 

20 81.36 81.52 78.89 68.23 2.01 1.87 2.36 8.5 273.92 144.82 103.42 1063.13 159.63 159.8 155.01 136.32 

22 88.66 86.23 85.48 77.43 1.22 1.74 2.47 7.45 185.07 71.01 87.08 770.25 173.5 169.07 167.34 154.84 

24 90.64 85.94 83.08 73.21 1.28 1.68 2.18 7.84 223.64 149.95 74.39 927.34 177.58 168.68 163.14 145.96 

Notations- A: AODV, B: AOMDV, C: OLSR and D: ZRP 

V. CONCLUSION  

The vehicular ad-hoc network achieves V2V and V2R 
communication with the help of IEEE802.11p. Importance 
of a ManhattanGrid mobility model along with its 
applicability in the VANET is studied. The simulations are 
conducted on topological category protocols under various 
test environments such as density and speed of the vehicle. 
The QoS affects communication in the VANET. The paper 
elaborates probable causes towards QoS efficiency along 
with their parameters with the significance. The influence of 
density and speed on the QoS parameter is assessed in the 
VANET environment. The results indicate that AODV, a 
reactive approach performs better in terms of PDR, 
Throughput and NRL except some cases in the density 
environment. AOMDV observed less routing load in case of 
60 and 70 vehicles. OLSR produces less Avg.E2ED in all 
test environments. ZRP achieves moderate results for all 
parameters except NRL and Avg.E2ED. Overall AODV 
outperforms all other protocols. Topological routing 
protocols are less suitable for delay-sensitive networks. In 
future, a routing protocol will be developed which can cope 
with the delay sensitive network and intersection oriented 
environment. 
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Abstract—The Internet of Things (IoT) is rapidly becoming
a part of our regular activities and environment. According to
Cisco by 2030, it is expected that 500 billion devices will be
connected on the IoT. Every passing day we see new devices
and sensors coming in the market, which use different protocols
to connect to the network. With this expected growth of the
Internet of Things and the emergence of Fog and Cloud
Computing, there is a need for a standard protocol suite to
handle different aspects of standardization and cloud protocols
in the IoT environment that is not covered by currently existing
Three, four, and five layered IoT models.
We propose a T2C architecture that provides the most prominent
standard protocols into nine layers and show why this extension
is essential. The proposed T2C architecture fulfills the prescribed
activities for smart sensors and fog networking in the backbone.
Which brings significant benefits, scalability, and low-power
consumption in the IoT architecture. It emphasizes on how
IoT device classification can be mapped to our proposed nine
layered T2C Architecture.

Keywords: Internet of Things, IoT Protocols, IoT layers,
Things-to-Cloud (T2C)

I. INTRODUCTION

Things-to-Cloud (T2C) is a bridge between the Internet
of Things, Fog Computing, and Cloud Computing. We are
putting together IoT and Cloud premises, and calling it as
Things-to-Cloud (T2C). Internet of Things (IoT) is a system
of interconnected electromagnetic tracking devices, computing
devices, and smart digital devices. These devices are capable
of transferring the data to the cloud via fog computing. The
IEEE has defined an IoT architecture, domains of IoT, the
definition of IoT, and identification of public IoT domains. O.
Logvinov et al., [1] introduced three-tiered architecture with
Sensing layer, Networking & Data Communication layer, and
Application layer.
Several attempts were made in the past to provide a layered
architecture for IoT based on operations they perform. In the
last two-three years, the gap between IoT and Cloud has been
bridged due to the introduction of a Fog Computing, which
communicates with both these components. IoT-Devices are
becoming more powerful and capable of performing various
tasks. Due to this advancement, there is a need for re-look-
up the five-layered architecture [2]. In this paper, we have
proposed nine layered T2C architecture to connect sensor en-
able IoT-Devices to the Cloud and also explained the required
layers for each type of IoT-Devices.

Based on operations performed in each layer, we classified
the common standard protocols to handle this operation.
The nine layers are IoT-Devices layer, Connectivity layers,
Link Protocol layers, Transport & Network layers, Session
& Communication layers, Data Aggregation & Processing
layers, Data Storage & Retrieval layer, Business Model layer,
and Business Application (Apps) layer. At every layer, we
have suggested different protocols to be used. Also, we
briefly reviewed Things-to-Cloud (T2C) management protocol
standards and the current state of security concerns related
to specific protocols. We also presented a brief comparison
between various IoT protocols and how to choose among these
protocols.
The rest of the paper is organized as follows: Section II
presents different IoT Architectures available in the literature
and present four IoT architecture, in Section III we present
the proposed Things-to-Cloud (T2C) which is a protocol
based nine layered architecture, in Section IV we discuss IoT
Security & Privacy trust framework, and Section V we gave
a summary of lessons and future scope of IoT.

II. IOT ARCHITECTURES

The IoT architecture introduced for smart service domains
has to reach the main demands of having Intelligence, Scalab-
ility, Interoperability, Think of Security Rights, Challenges in
Securing, Managing, and Optimizing. Several IoT architec-
tures are proposed in the literature, but they do not adhere to
common architecture design. IoT Basic Model is essentially
the architecture which allows us to gather data from various
sources, where data has never been traditionally looked at
with Three-layer IoT Architecture expressing of the Applic-
ation Layer, Network Layer, and Perception Layer has been
presented in Figure 1 (a) [3] [4]. In the recent survey, another
architecture has been considered that add more abstraction to
the IoT model [2] [3] [4].
Also, three-layer architecture has been extended to Middle-
Ware based architecture and address a different type of com-
munication medium Figure 1 (b). It has been extended to
SOA based architecture while having a layer like "Service
Composition" to run on resource-constrained devices in Figure
1 (c). The Five-layers architecture is quite similar to the three
layers architecture. R. Khan et al., [5] extended the three layers
architecture to five layers in Figure 1 (d), that helps to visualize
a clear view of IoT architecture with Objects Layer, Object
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Figure 1: layers Wise IoT Architecture. (a) 3-Layer [4]. (b)
Middle-Ware based. (c) SOA based. (d) 5-layer [2].

Abstraction Layer, Service Management Layer, Application
Layer, and Business Layer for the easier operation for the
IoT ecosystem.
The main limitations for these IoT architectures, the three-
layer architecture does not cover all underlying technologies
that transfer data to an IoT platform. The SOA-based archi-
tecture takes a big fraction of time and energy of the device
to communicate with other devices and integrate the required
services. The five-layer model is a rather complex model and
has very large computational requirements and thus it requires
very powerful devices for it’s hosting. These models do not
cover all standards in the real IoT environment. For example,
"Object Abstraction Layer and Service Management Layer"
does not cover all Cloud Protocols, neither does it integrate
the required services.

III. PROTOCOL BASED NINE LAYERED ARCHITECTURE
FOR THINGS-TO-CLOUD (T2C)

T2C Architecture provides an overview of all the protocols
that would be helpful for the performances of the IoT Services.
In Figure 2, we present a layered diagram of the important
standard protocols and technologies. In the T2C Architecture
we extended Object Abstraction Layer to Connectivity Layer,
Link Protocol Layer, and Transport & Network Layer.
The Service Management Layer has been extended into
three different layers; Session & Communication layer,
Data Aggregation & Processing layer, and Data Storage &
Retrieval layer.
We added Business Model layer to reach Business Application
layer with the help of open framework. This extension is
brought with intention to reduce the maintenance cost,
better services & support, smoother logistics, improved
experience, and enhanced security with the low-power. The
T2C protocol based architecture defines a protocol based
networking architecture to implement protocols in nine layers.
Different groups (W3C, IETF, IEEE, EPCglobal, ETSI) are
the protocols provided in support of IoT ecosystem. The
T2C protocol based nine layered architecture provides the
most prominent Standard protocols into nine broad categories.

IoT-Devices Classification and Mapping With T2C Layers:
The IoT-Device layer is classified in five parts: Home

Automation Based IoT-Devices, Industrial Based IoT-
Devices, Health Care Based IoT-Devices, Development
Board IoT-Devices, and Virtual Reality & Miscellaneous
IoT-Devices. The detailed classification of IoT-Devices can
be seen in Figure 3. These devices connect to Link Protocol
Layer and receive the data feed over the Transport & Network
layer using 2G, 3G, 4G, 5G network technologies. This will
not interfere with Transport & Network layer protocols for
messages by-passing in the Session & Communication layer.
The Session & Communication Layer sends the data feeds
to the Aggregation & Retrieval layer to provide low-latency
platform for managing real-time, unified, and high-throughput
data feeds. For storage purposes, the Aggregation layer sends
the data feeds to the Data Storage & Retrieval layer and pop
the data feeds with the help of an open framework to the
Business Model layer.
However, not all of these nine layers have to be aggregated
together to deliver an IoT-Device. Moreover, based on the
inherent nature of IoT-Devices, some layers may not be
required in them. We provide a mapping for IoT-Devices
classification with T2C Layers in Table I.

A. IoT-Device Layer

1) Home Automation Based IoT-Devices: These little
devices that consist of the perfect combination of the various
sensors to prepare our home intelligent and protected i.e. HD
Camera, High Quality Microphone, Smart Temperature, Night-
Vision, Motion Detection, Smart Thermostats, Smart Lights,
Smart skybell, Intelligently Tracking, Teleportation, 360 de-
gree IR blaster, UV, Humidity, Noise detector, Vibration,
Monitor Indoor Air, Outdoor Weather, Energy Consumption,
and many more.
These devices intelligently analyze sensor data and send us
alerts in case of unusual activity. We empower them to take
action when we are traveling.

2) Industrial Based IoT-Devices: Industrial-IoT (IIOT)
devices are smart assets providing many benefits, including
improvements to Productivity Monitoring, Operational Effi-
ciency Safety, Control Liability Performance, and Diagnostics
Regulatory. IIoT eliminates workers from many organizations
and industries, allowing IoT-Devices to act autonomously
decreasing risks associated with worker injury or human error
system failures.

3) Health Care Based IoT-Devices: In the health care
industry, it is very difficult to collect samples, patient inform-
ation, and diagnosing in real-time. The Health Care Based
IoT-Devices help in monitoring and keeping track of patients
health continuously and are responsible for performing certain
actions when the critical condition is triggered. It is expected
that by 2025, 80% of all health-care organizations will have
implemented IoT technology. Some companies have also de-
signed other health-related IoT products like Thermometers,
Fitness Sensors, Baby Monitors, and more.

4) Development Board IoT-Devices: Development Board
IoT-Devices have a sensor embedded at the IoT Development
Board. In development boards, we realize how a sensible,
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Figure 2: Protocol Based Nine Layered Architecture for Things-to-Cloud (T2C)

IoT-Devices / T2C Layers Home Automation
Based IoT Devices

Industrial based
IoT Devcies

Health Care
based IoT Devices

Development
Boards IoT Devices

Virtual Reality &
Miscellaneous IoT Devices

Conectivity Layer
Link Protocol Layer
Transport & Network Layer
Session & Communication Layer
Data Aggregation & Processing Layer
Data Storage & Retrieval Layer
Business Model Layer
Bussiness Application Layer

Table I: IoT-Devices and Required Layers
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Figure 3: IoT-Devices Classification

smart device acquires, processes, and communicates informa-
tion to the cloud platform. IoT software and hardware work
together to build the IoT Technology stack. In the Develop-
ment Boards market, there are more than 100+ Single Board
Computer (SBC) / Boards available like Arduino, BeagleBone,
Intel, Raspberry Pi families, etc.

5) Virtual Reality & Miscellaneous IoT-Devices: IoT is also
used for the low-Frequency approach to Augmented Reality
(AR) / Virtual Reality (VR). There are so many devices
designed primarily for enterprise use, Google Cardboard for
nostalgic toy lovers, Microsoft HoloLens augmented reality
smart device which can assist with training, design work,
communication, and more.

B. Connectivity Layer

While developing any IoT solution big question which arises
is how to connect to the above layer? There are so many con-
nectivity protocols available in the literature. We will discuss
the most popular connectivity protocols and suggest how to
choose the most suitable protocols for an IoT solution. The
Connectivity layer protocols provide connectivity to models
and interfaces to the set of sensors. We will further continue
into detailed features regarding the pros and cons of each of
them:

1) OBD-2: Connected Car - The future of automobile, IoT-
OBD (On-Board Diagnostics) device is the best car tracking
and diagnostic devices for someone who wants to track a car’s
location, experience travel rates, identify the problem of a
check-engine light, and automatically get emergency help after
an accident.

2) Ethernet: It is external communication in a local area
network. It controls the transmission of the information and
avoids simultaneous transmission by various IoT-Devices.

3) RS-485: It is an Industrial protocol. This kit consists of
the features of the WiFi connectivity, which establish the real-
time overall achievement, authenticity, and accuracy for T2C
while transferring information between the application and the
fundamental layer.

4) RS-232: It is an Industrial protocol. This kit includes
the features of the LoRaWAN connectivity plus the benefits of
having an RS-232 connection to be integrated with industrial
devices.

5) SDIO: SDIO is an evaluation board. It supports 802.11
series protocols and low-cost IoT USB interface.

6) Wireless: In the IoT, there are a series of factors, all
working in tandem to transmit the system records in real time.
There are many purposes that fall below the IoT umbrella.

7) SPI: SPI device, gadgets communicate in full duplex
mode using a master-slave structure with a single grasp. It’s
faster than asynchronous serial.

8) RJ-45: RJ-45 is a dual-port connector including with
smart sensors, operator terminals, remote input/output, gate-
ways, and transmitters. It supports industrial protocol stacks.

9) UWB: Ultrawideband technology could be an undis-
covered option for some IoT applications. A UWB was
affiliated to a DCU (data collecting unit), and they send their
IoT sensor data to the server, wirelessly [6].

10) IrDA: The Infrared Data Association (IrDA) offers
requirement for an entire set of protocols for Wi-Fi infrared
communications, and the name "IrDA" also mention that set
of protocols.
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11) PLC: PLC is a Power Line Communication. For the
IoT sensor network SmartGrid, C Chaauvenent et al., [7]
proposed G3-PLC (Narrowband Powerline Communication)
standard. PLC-IoT Application approves agencies of all sizes
to upgrade and enhance their legacy systems for the future.

12) LonWorks: LonWorks is a conversation protocol in the
Local operating network (Lon), so it is called LonWorks and
open protocol technology. It is a networking platform and
individually built address that caters the needs for applications.

13) KNX: KNX is a communication protocol developed for
home and building automation. KNX-IoT is state of the art
technology. It also supports diverse interactions between KNX
and 3rd party equipment driven by relevant use cases from
various categories.

14) GPIO: A GPIO (General Purpose Input/Output) port
controls both incoming and outgoing signals. It is a stand-
ard interface for electronic devices and connects to micro-
controllers. It can be used with System-on-Chip (SoC) Mod-
ules, Sensors, Displays, and Diodes. It supports Windows and
Linux Operating Systems.

15) I2C: Inter-Integrated Circuit (I2C), I2C is a serial and
synchronous communication protocol, so they enable apps to
speak with Inter-Integrated Circuit devices. In I2C devices
EEPROMs, real-time clocks, processors, sensors are used as
a control interface. I2C devices have respective data interface
(Video Decoders, Digital TV Tuners, Audio processors).

16) USB: USB stands for Universal Serial Bus. Its send
and receives a data feed along with clock pules. It is very fast
compared with USART and USB. USB have three generations
i.e USB1.0, USB2.0, USB 3.0. The USB cable is the only
medium that connects Arduino and Computer.

17) PWM: Use Pulse-Width Modulation (PWM) signals
for motor control. PWM controls analog circuits with digital
outputs. PWM required less heat dissipation, greater efficiency,
and higher power output.

18) DSI: Digital Serial Interface (DSI) capabilities allow
signals communication (high-speed serial interface) between
machines and sensors. Machines to be captured and analyzed
the data feeds. DSI could help us to connect machines, devices,
things, and sensors in various environment. DSI research &
development helps to our Military to reduce the expense of
display controllers.

19) UART: Universal Asynchronous Receiver/Transmitter
(UART), It’s not a communication protocol like I2C, SPI,
and more, but it’s a stand-alone IC. The main purpose is to
transmit, broadcast, and receive serial data.

20) USART: It is a Universal Synchronous & Asynchron-
ous Data Transmitter & Receiver. USART push and pop a
block of data with classes pulses. It is a duplex communica-
tion. It is fast compared with UART.

21) CAN: Controller Area Network (CAN) is a CSMA-
CD/ASM protocol. CAN is an interface for Telit cellular
module, as well as a positioning component for the Global
Navigation.

22) McASP: Connected McASP is simple to establish a
sensor available to work on your existing device, machinery.

You need to install the gateway on the devices or machines
which we want to track and start monitoring them remotely.

C. Link Protocol Layer

In the IoT ecosystem, connected with millions of devices in
the system. We securely transfer the information and data feeds
in the Transport & Network layer. Almost all IoT-Devices
need some wireless or wired connectivity interface that gives
them the ability to collect information from IoT-Devices and
transmit the information in The Transport & Network layer
with different standard link protocols. These protocols make
use of radio waves to transmit the collected information across
a network. Link Protocol layer works as a two-way traffic, data
or information received from the IoT-Devices will also pass
through the IoT Gateway. We shall briefly explain different
protocols standards.

1) Bluetooth/BLE: Bluetooth/BLE designed for connecting
devices to the internet with low energy consumption. It is
an ultra-low power connected devices in short range. Matti
et al., [8] investigate Ipv6-based connection over BLE. It is
appropriate for future IoT scenarios.

2) Wi-Fi: Any of several standards for short-range wireless
data feed transmission. Wi-Fi is a wireless fidelity technology.
It is a real-time high-speed less communication protocol [9]
for cyber-physical control applications.

3) RFID: RFID tags or smart labels for radio-frequency
identification, RFID tags are the small wireless accessory
that helps identify people, things, and objects [10]. RFID is
a built-in part of our life, which increases convenience and
productivity.

4) LTE: LTE is a high-speed wireless communication based
on EDGE/GSM and HSPA/UMTS. LTE will pass large packets
of data and streamline the IoT Service. It reduces the latency
of information delivery.

5) GSM: It is established on eGPRS and construct as a
high capacity, long range, low power cellular gadget for IoT
applications.

6) DECT/ULE: DECT (Digital Enhanced Cordless Tele-
communications) and ULE (Ultra Low Energy) is an ordinary
European widespread for cordless phones. They have specific
a low-power air interface technological know-how that can be
used for IoT applications.

7) G.9959: G.9959 performed at low cost, low bandwidth,
and half-duplex reliable wireless communication. It is planned
for real-time functions and required the authenticity for low
strength consumption [11].

8) IEEE 802.11 series: 802.11 series a/b/g/n/ac/..etc, also
known as Wi-Fi for between two wireless clients. It includes a
limited range of being connected technology containing wire-
less LANs (WLANs). IEEE 802.11 wireless communication
medium access standard. The basic of 802.11 series MAC
layer features include; simultaneous occurrence Frame, Null
Data Packet, Short Mac Frame, Efficient Bidirectional Packet
Exchange, and Increase Sleep Time.
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9) Zigbee: It is high-level intelligence communication pro-
tocols based on the IEEE 802.15.4. We can develop personal
area networks, helps to a medical device for data collection,
and home automation with low-power. ZigBee Pro offers
greater aspects such as security the use of the balanced
symmetric-key exchange, scalable the usage of random ad-
dress assignment, and better overall performance the use of
environment-friendly many-to-one routing mechanisms.

10) CDMA: C-Code D-Division M-Multiple A-Access P-
Protocol (CDMA), It used 2G and 3G wireless communica-
tions. The CDMA-based protocol can support IoT traffic in
upcoming 5G-MNA (Mobile Network Architecture).

11) Ethernet IEEE 802.3: Ethernet 802.3 is a physical
communication in a LAN. Its wired connectivity & networking
for computer and data applications.

12) IEEE 802.15 / 802.16: IEEE 802.15 is based on direct
sequence spread spectrum, DSSS techniques. IEEE 802.16 is a
Wireless Communications Standards (WCS) for metropolitan
area networks (MANs).

13) WiMax: Worldwide Interoperability for Microwave Ac-
cess (WiMax), produce 4G and 5G of wireless Internet.
WiMax has average bandwidth in the local LAN connection
and offers wireless broadband.

14) CSMA/TDMA/FDMA/CDMA: There are some methods
for Signal. Different users share a common channel using F-
Frequency D-Division M-Multiple A-Access (FDMA), T-Time
D-Division M-Multiple A-Access (TDMA), C-Carrier S-Sense
M-Multiple A-Access (CSMA) or C-Code D-Division M-
Multiple A-Access (CDMA). These are secure and authentic
MAC protocol. They have advance Encryption-Algorithms
to encrypt the messages and calculate the coherence and
cohesion.

15) LTE-A: L-Long T-Term E-Evolution Advanced (LTE-
Advance) is a standard to construct Machine-to-Machine
(M2M) communication and IoT-Devices networks. LTE-A is
a flexible, scalable, and low-cost protocol related to other
cellular protocols [12]. LTE-Advance is a new evolution to
help band-aid to increases data speeds, faster, performance,
greater stability in the future.

16) DigiMesh: It is the high-latency for information trans-
fer, as the network-dictates in the time-frames for data. They
increase network range, and every device performs like a
router [13].

17) NFC: Near Field Conversation (NFC) is a set of
communication protocols that authorize to electronic devices.
It is a flexible system such as a smart-phone and set up
authorize communication by bringing them inside four cm
of every other [14]. NFC at a receiver apparatus and radio
transmitter. The best example is Beacons that come with a
built-in NFC tag, and ANT+ provides such strengthens.

18) WirelessHART : It is a wireless sensor networking
science primarily based on the H-Highway A-Addressable
R-Remote T-Transducer (HART) Protocol. It is advanced
developed as an inter-operable wi-fi standard and multi-vendor.
WirelessHART was characterized by the necessities of de-
velopment field system networks. WirelessHART, the first

worldwide industrial wi-fi general (IEC 62591), is built on
the pinnacle of the IEEE 802.15.4 widespread [15].

19) Z-WAVE: A Z-Wave network consists of IoT units,
and a foremost controller additionally acknowledged as a
smart domestic hub. Z-Wave is one of the oldest and most
commercially profitable IoT protocol, while Thread is one of
the most current protocols [16]. Z-Wave protocol used for
home appliances to monitoring and control.

20) DASH7: This protocol is a wireless verbal exchange
protocol for pushing RFID that operates in universally access-
ible I-Industrial S-Scientific M-Medical (ISM) smart band, and
it is suitable for all T2C requirements [17].

21) HomePlug: It is designed for consistently and espe-
cially for Home-Automation and Smart-Grid applications. It
is specially constructed to scale down the value and energy
utilization of smart HomePlug-AV while maintaining its cov-
erage, interoperability, and reliability.

22) Weightless: Weightless is another Wi-Fi WAN, de-
signed with the aid of the Weightless Special Interest Group
(SIG). There are two units of standards, like Weightless-N
and Weightless-W. There is the first developed aid with low
cost and low energy machine-to-machine conversation with the
time division multiple access[18].

23) 6LoRaWAN: It is a recently bobbing up wireless tech-
nology constructed for low-power WAN networks with bi-
directional communication, low cost, security, and mobility
for IoT purposes [19].

24) MiWi: In the MiWi development, there are some dif-
ferent protocols like Miwi protocol, Miwi Mesh, and Miwi
P2P. These protocols are used for short range area.

25) ANT+: ANT+ provides such strengthens and features
goal for the IoT. It manages the ANT network and defines
how to transmit information across the system in a consistent
way. ANT+ is an enabled sensor to help health care services.

26) EnOcean: EnOcean is an energy harvesting and ener-
getically exploitation of mechanical motion and other poten-
tials from the IoT Ecosystem, such as temperature difference
and indoor lights for building automation and home.

D. Transport and Network:

The Transport & Network layer is responsible for assigning
some address and routing of data feeds. At this layer, the
data packets are delivered from the Link Protocol layer to the
destinations by using the IP address. These layers communic-
ate data to The Session & Communication layer. There are
some mechanisms of Network layer encapsulation protocols (
IPv4, IPv6 over BLE, IPv6 over G.9959, 6LoWPAN, 6TiSCH,
6Lo, TCIP/UDP, IP, SLIP). IP version 4 (IPv4) is the network
layer protocol. IPv4 has five classes, i.e., Class-A IPv4, Class-
B IPv4, Class-C IPv4, Class-D IPv4, and Class-E IPv4.
Commonly we used Class-A, Class-B, and Class-C. The Class-
D and Class-E fixed for multi-casting and some experimental
purposes. IPv4 has limited address space (approximately 4.3
billion devices), so we need more address space because there
will be more than 50 billion IoT-Devices alone by the year
2025. IPv6 have 128-bit address space (approximately 320
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billion devices). In IPv6, there are three types of addresses
in standard, i.e., Uni-Cast Address, Multi-Cast Address, Any-
Cast Address [20].
6LoWPAN, 6-IPv6 L-Low P-Power W-Wireless P-Personal A-
Area N-Network (6LoWPAN) [21] developed for IoT-Devices
in a WSN. It is a modified version of IPv6. 6TiSCH, allows
IPv6 addresses to pass by T-Time S-Slotted C-Channel H-
Hopping (TSCH) mode. Resource-Constrained Nodes (6Lo) is
IPv6 protocol for data-links that were left excluded by 6TiSCH
and 6LoWPAN. These protocols reduce communication by
the following three optimizations, i.e., Header Compression,
Fragmentation, and Link Forwarding. The consequence of
imparting these protocol standards is to spotlight the main
challenge of between particular specific MAC requirements
and the variety of protocols. So, the IPv6 and the standard
protocol stacks based on the future growths of IoT-Devices.
It has sufficient address space for IoT ecosystem while using
IPv6.
These are some Routing Protocols (RPL, CORPL, CARPL)
presented in IoT. RPL is a measure vector protocol created
by IETF in 2012. RPL: IPv6-Routing-Protocol for Lossy
Networks and Low-Power. It calculated the de-facto-routing-
protocol for IoT. C-Cognitive RPL (CORPL) is an aberrant
addition of RPL protocols that are designed for cognitive
networks and appropriates the opportunistic sending to de-
liver packets at each Hop (networking). CA-Channel-Aware
R-Routing P-Protocol (CARP) is the only distributed Hop
(networking) based routing protocol that is produced for IoT-
Devices based network applications. CARP is used for under
the water’s surface and submarine communication and send
the information mostly.

E. Session & Communication Layer

In the Session & Communication layer, we communicate
(Request/response, Publisher/subscriber) between Server-2-
Server (S2S), Device-2-Device (D2D), Device-2-Server (D2S),
and Server-2-Device (S2D). These protocols are very light-
weight to publish and receive messages. These protocol de-
signed for constrained IoT-Devices with low-bandwidth.
Things-to-Cloud (T2C) has many standard communication
protocols which are briefly highlighted in this section. Those
protocols are application structured based and software ap-
plication specific. For example, if a software application has
been constructed with XML, it receives a piece of code in
its headers, XMPP may be the considerable option to appoint
in the middle of session layer protocols. At the same time,
if the application is energy sensitive, then we need to select
MQTT. It would be predictable, trustworthy option. However,
that appears with the other additional implementation. If the
request application needs REST serviceability as it will be
HTTP based, then CoAP would be the genuine, authentic
alternative if not the single one. The list of alternatives are:
CoAP, XMPP, HTTP, Telnet, MQTT, SMQTT, DDS, AMQP,
FTP, SSH, EBHTTP, LTP, SNMP, DNS, NTP, IPfix, DLMS,
DNP, MODBUS, COSEM, etc.

1) CoAP: The Constrained Application Protocol (CoAP)
used with constrained (i.e., lossy, low-power) networks and
constrained node. CoAP is the most promising protocol for
smart IoT-Devices and M2M applications. CoAP is prescribed
in IETF RFC 7252.

2) XMPP: XMPP is a lightweight Publish or Subscribe
resource-based constrained IoT-Devices [22]. X-eXtensible M-
Messaging & P-Presence P-Protocol (XMPP) reduce interop-
erability between different networks.

3) HTTP: HTTP is applied for data transfer on the internet,
and it is mostly used for IoT-Devices that lack to publish a lot
of data feeds.

4) Telnet: Telnet is a Client/Server protocol used in the
local area network. It is based on a trust-able connection-
oriented transport.

5) MQTT: MQTT is broadly used in T2C Architecture due
to the low power consumption. It stands for M-Message, Q-
Queuing, T-Telemetry, T-Transport. MQTT is an M2M/IoT
connectivity protocol. It is a dial-up connection with home
automation, health-care providers, Industrial application, and
small device scenarios. It is very small in size, does efficient
distribution of information, minimized data packets, and has
low power usage to one or many receivers.

6) SMQTT: M Singh et al.,[23] proposed secure SMQTT
protocol for IoT. SMQTT is an extension of MQTT and used
in lightweight attribute-based encryption.

7) DDS: D-Data, D-Distribution, D-Service (DDS) de-
veloped M@M communication by Object Management Group.
DDs is low footstep of our devices to cloud.

8) AMQP: A-Advanced M-Message Q-Queuing P-Protocol
(AMQP), this is an open source protocol for asynchronous
messaging. AMQP gives better performance compared to other
protocols [24].

9) FTP: F-File T-Transfer P-Protocol (FTP) is a protocol
for exchanging files between a client and a server in the
network.

10) SSH: SSH works in the between client and server
model. SSH uses public key cryptography.

11) EBHTTP/LTP: E-Embedded B-Binary HTTP (EB-
HTTP) and L-Lean T-Transport P-Protocol (LTP) are light-
weight protocols. That protocol works on low data rate, low
computation complexity, and low energy consumption [25].

12) SNMP: S-Simple N-Network M-Management P-
protocol (SNMP) is the most long-range protocol. It supports
conventional network equipment like IoT-Devices, scanners,
printers, etc.

13) IPfix: I-Internet P-Protocol F-Flow I-Information E-
Export (IPFIX), it consists of a unidirectional protocol for
export and format the data.

14) DNS: D-Domain N-Name S-Service (DNS), it resolves
the host Internet Protocol-Addresses (IP-A) rendering IoT
services. There are some Service Discovery protocols, i.e.,
m-Multicast D-Domain N-Name S-System (mDNS), DNS S-
Service D-Discovery (DNS-SD), U-Universal P-Plug n-and P-
Play (UPnP), DNS N-Name A-Autoconfiguration (DNSNA),
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S-Simple D-Discovery S-Service P-Protocol (SDSP), DNS
SEC-Security DNSSEC [26].

15) NTP: N-Network T-Time P-Protocol (NTP), NTP ex-
change of time-stamped messages in long-range. NTP-client
implements a time-request exchange with IoT-Devices and
data packet exchange protocol, called Synchronization Pro-
tocol for IoT (SPoT) [27].

16) DLMS: D-Device L-Language M-Message S-
Specification (DLMS) or D-Distribution L-Line M-Message
S-Specification (DLMS) is an advance Utility IoT protocol.
DLMS is used for network connectivity that helps smart
metering, thermal energy, water, and gas.

17) COSEM: CO-Companion S-Specification for E-Energy
M-Metering (COSEM), COSEM is an interface that is used in
the communicating of energy-related equipment.

18) DNP: D-Distributed N-Network P-Protocol (DNP). It
is a set of communication protocols that communicate with a
master station and IEDs of RTUs.

19) MODBUS: Modbus has allowed thousands and thou-
sands of automation units to talk with each other. The em-
bedded operating system start the communication between the
stations, and they talk with another device in cyclic repetition
in the Modbus Communication Protocol.

F. Data Aggregation & Processing Layer

When IoT-Devices send data feeds, huge data, we require
an endpoint to act something with the enormous data. It
is a partitioned, distributed, and replicated log service or
messaging system. Storm help to process in the real-time
environment. Kafka getting the data feeds and sending at
other destination at large scale. Kafka generates IoT data
events and gives a continuous stream of data to sources [28].
Other alternate solutions are Scribe, RabbitMQ, Flume, Storm,
Luxun, Flint, JMS, ActiveMQ, Qpid, Kestrel, Scribe, Hedwig,
Batch Jobs. They help to monitor the traffic of the data in The
Data Aggregation & Processing layer.

G. Data Storage & Retrieval Layer

This layer handles the data passes between IoT-Devices and
the Business Model layer. In the recent past, a lot of attention
has been migrated from computing to data, which can we
saw in the form of several data processing software products
in the market. From SQL to NoSQL, a normal relational
database to Big Data all are used to provide backend solu-
tion. Hadoop, HBase, Apache Cassandra, MongoDB, Reds,
CouchDB, Neo4j, Couchbase, Riak, MarkLogic, DynamoDB,
Spark, Google AppEngine dominate the field. They provide
Data-Partitioning, Data-ingest, Data-quality, Data-Governance,
Data-Cleansing & Processing, Predictive Capabilities & Nor-
malization in a Distributed Database System (DDS).
This layer is responsible for providing fast services on high-
performance distributed databases, highly-scalable, and re-
configurable servers to handle huge amounts of data sets. This
allows the user to do reliable, scalable, distributed computing,
and cost-effective solutions.

H. Business Model Layer

The basic Business model depends on Cloud Services such
as Data as a service, Process as a service, and Product as
a service. In a new era industry and people transform their
business models and adopt a new business model for social
change with the presence of IoT Ecosystem. This business
model provides the business value, business purpose, business
methods, and business processes by using Integrated Cloud
Model, On-demand Model, Hybrid Model, Platform Independ-
ent, Ubiquitous, Cross-domain Application, Standardization,
Server-less Model, and Open Framework Model, etc.

I. Business Application (Apps) Layer

Business Application (Apps) layer is divided into three
parts, i.e., Device Management, Business Processes, and Ana-
lytic & Automation. The function of the Device Management
Component is device registration, device provisioning, firm-
ware management, product & asset structure with security,
and remote access. The Business Processes Component, on the
other hand, is responsible for the transformation of services
between the IoT-Devices, Marketing for IoT-Devices, and
analyzing the impact of IoT-Device-manufacturing on the
market. Finally, in the Analytics & Automation Component
provide tools for processing data coming from IoT-Devices. It
also has a component for data visualization, data mining, and
intelligent data gathering services. A Machine learning library
can also be incorporated.
With this proposed approach a new nine layered architecture
which we call it Things-to-Cloud (T2C) is introduced in which
the data can travel from sensor to the cloud and come back to
the user with a lot of value added into. It is evident that all
layers are not required every time.

IV. IOT SECURITY & PRIVACY TRUST FRAMEWORK

O-Online T-Trust A-Alliance (OTA) is an Internet Society
Initiative [29]. OTA has released two trust framework for
IoT i.e "IoT Security & Privacy Trust Framework v2.0 [29]"
and "IoT Security & Privacy Trust Framework v2.5 [29]".
This framework includes a set of essential principles required
to help secure smart IoT-Devices and their data feeds. This
framework is divided into four areas, i.e., User Access &
Credentials, Security Principles, Notifications & Related Best
Practices, and Privacy Disclosures & Transparency. This par-
ticular framework can be incorporated in the proposed layer
assuming that all the communication between layers are secure
in nature.

V. CONCLUSIONS

We have proposed a nine layered protocols based T2C archi-
tecture. In the protocol environment architecture, we discussed
different protocols. These protocols have been developed by
W3C, IETF, EPCglobal, ITU, IEEE standards and products are
developed by different companies using these standards. An
attempt has been made to decentralize the functionality into
layers and clearly dividing the role, protocol, and software
stacks that can be used to realize a real world scenario.
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Any application development of T2C can be designed and
implemented using these proposed layers. The purpose of
this paper is to provide an insight understanding of this
whole ecosystem and the mapping of IoT-Devices with the
respective T2C layers. It is a foundation for IoT practitioners
and researchers to understand standard protocol classification
and to gain an insight into the IoT protocols and standards to
understand overall T2C architecture.
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Abstract--An extravagant receptiveness to 

healthcare commercial enterprises is the redistributing 

of health files to cloud. Howbeit, the exceeding 

deportments of the cloud system are armament and 
privacy of sensitive erudition.  By the applicability of 

attribute based encryption dispositions in specification 

to access control many solutions have been envisaged in 

order to assuage those challenges. To phase out and also 

to procure ascendable and decisive secure solution, a 
distinct key criterion has been milked as multi-signer 

digital signature paradigms have been made the most of 

as multi-signer digital signature confrontations. It is 

entrenched to mollify the measurable attacks. In this 

paper, a strategic and distinct signature scheme 
designated as key aggregation scheme which concedes 

users to decrypt conglomerate classes of file using single 

key that can be communed betwixt the users in 

demoniacally fabricated group. The consorted model 

encompasses aggregate key generation for accessing the 
files systemized in a pecking order, hashing of key to 

upturn the security of keys, ring signature has been 

inculcated to dynamically fabricated group for data 

admittance using cryptographic proposals. The 

reserved files will be in the encrypted form which the 

user can have ingress to capacitate the hoarded files. 

Keywords-- key aggregation, ring signature, 
Encryption, Health Records, Data preserving, aggregate 

key. 

I. INTRODUCTION: 

                         The up to date onset of cloud 

Computing has tuned up the confinements of data 
outsourcing. Cloud-based electronic health records 

permit medical documents returned and traded amidst 

medical institutions therefore becoming an 
imperative model for intensification of productivity 

and is conventional to contribute improvements in 
disparate medical services in the offing [1]. 

Conceivably it springs up with an over-and-above 
safekeeping threats on incaldenment of millions of 

users which erects as the foremost impediment 

surrounded by data owners. 

 Consequently patients may occurrence 

disclosure of secretive data that they do not aspire to 
unveil. For this reason making sure of the security 

and seclusion on the cloud is a non trifling task. The 

long-established way to make certain the data is to be 
dependable on the server to insist on the admission 

and accession control after substantiation which 
means any unpredicted dispensation intensification 

which will supplement depiction on all data [2]. 
Attribute based encryption has been availed to 

administer security and ingress control on one and 
the other attacks to the outsourced data as it became 

well-liked on harmonization. In Attribute-Based 

encryption type of impenetrable ingression control 
where attributes of the users are pre-owned to cobble 

up access policies and the proprietor of data who 
ascribes indications are conceded to initiate data in 

the entity [3].The cryptographic virtuosities are once 
more deceitful face down to key administration 

contentions aforesaid key escrow problem, 

computation power, key denunciation, lampooning, 
eavesdropping and accelerated attacks. In regulation 

to chaperon the seclusion of patients, many advents 
have been contemplated to give accession control to 

patient documents while providing services related to 
physical conditions [4]. The extanting data partaking 

strategy on the cloud is extensible and conducive, if 

data proprietors can emisorily access rights to their 
files efficiently to myriad users, who can then access 

the data unswervingly from the cloud servers . In 
further cases data owners have a preference to 

accumulate rift sets of file in cloud and entrust that 
detachment of file to unusual users with mottled 

access policies. To accomplish this, data owner has to 
endow with each user with decryption privileges to 

unambiguous class of data. This leads to 

supplementary face ups to and it becomes in 
competent in large scale appliances. In this paper, the 

key aggregate format has been sculpted in order to 
put up a signature for the dynamically establishing 

group by the data owner and generated signature is 
again secured using hashing procedure. In adding 
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together, Constant size aggregate key coalesce the 

decryption rights of numerous classes of data and 
uses the public key cryptosystem [5] alongside ring 

signature to carve up the key to the target deposit of 
user. Moreover single decryption is conceded out in 

the midst of the set of user in the intention group in 
accordance to diminish the multiplication cost, 

decryption time and memory exploitation through 

assimilation of substitute attendant to pile up the 
decrypted data.  

II. LITERATURE SURVEY: 

Techniques that are relayed on security concerns 

in cloud have been shared by most of the reviews 
related to this paper. The recitals which execute 

pertinent to the projected procedure have been 
portrayed underneath. 

A. Multi Authority Attribute Based Encryption    

                 Control Mechanism with user-centric 

ingression is a collection of machinery for data 
admittance to healthiness files accumulate in semi-

trusted attendant. To accomplish well-accorded and 
scalable data admittance have power over files based 

upon health status, attribute based encryption (ABE) 

techniques is influenced to encrypt healthiness of 
apiece patients’ file predestined on the insightful 

attributes [6].The sheltered data outsourcing is paying 
attention on the manifold data possessor 

circumstances as to partition the users in the make 
safe health file coordination into numerous defense 

domains that significantly lessen the key 
administration involvedness for owners and users. An 

elevated degree of unwearied privacy is sure fire 

concurrently by taking advantage of Attribute based 
encryption using multi authority. 

B. Cipher Text Policy Based Attribute Based 

Encryption   

           It tenacities seclusion issue and it makes 

use of attribute set as confidential key and admittance 

policies is entrenched into the cipher text for 
concealed. The key production algorithm takes user's 

unrestricted as well as secretive attributes to 
manufacture the undisclosed key for the user. Each 

cipher text is completed up of access policy. The user 
can set access policy which consents to set of users to 

decrypt data. CP-ABE proposals brings into play 

user’s attributes as the reciprocative set for creating 
new access policy and comparable for creating the 

private key using a set of user attributes [7].  
Nonetheless direct accomplishment of the CP-ABE 

undergoes two concerns such as access policies are in 
clear text form and divulge insightful health-related 

in turn in the encrypted health records (SHRs) and it 
habitually prop ups small attribute set, which places 

an detrimental constraints on realistic consumption of 

CP-ABE because the dimension of its unrestricted 

parameters grows linearly with the size of the 

attribute set.    

C. Attribute based Encryption by the use of file 

hierarchy 

             Cipher text or Key policy Attribute based 
Encryption has been regarded as to decipher the data 

allotment disputes in the cloud. It is mulled over as 
multi layered ingress composition which is 

incorporated into tree like access structure on 

lengthening cyclic and acyclic sculpt to engender tree 
hierarchy of symmetric keys[8]. The admission 

composition is used to encrypt the hierarchical files 
with characteristics which exclusively accumulate 

cipher text production time and data storage time. 
The cipher text components interrelated to the 

attributes will be allocated by the files. The massive 

enlargement in size of the key is the most important 
negative aspect in this encryption. 

III. PROPOSED SYSTEM: 

A new theme is being discussed in this section 

called key aggregate to the secure statuses of data 
ingression and key distribution among myriad users. 

The storage bytes have been reduced by the use of 
this aggregate key scheme. 

A. Groundwork             

The plot is catalogued into two sections. Hashing 

model by the data possessor is generated by the use 
of ring signature scheme and succeeding focuses on 

production of aggregate key for set of classes in the 
case.  The generated key is at last shared amongst the 

data users in the set. 

B. Data holder                  

  Data proprietor enraptures the file with 
requirement of class to file detachment and encrypt 

the partitions for data admission among the data 

consumers. It is widespread group signature 
employed to form vibrant contour group towards 

access of the data files by the holder.   

C. Trusted Authority 

          Trusted Authority is responsible for 
generating key pairs for data owner and the users. 

D. Data User             

  Data user is consented to access the files of the 

data possessor which is encrypted with creation of 
access keys like ring signature and aggregate key.   

Data owner execute the decryption operation with 
aggregate key  

E. Bilinear Pairing        

   A coupling is a bilinear map definite over 

groups. Let’s regard as G1 and G2 as subordinate 
groups of the equivalent prime categorize q. GT is 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 828



passed on as multiplicative group of order q.  P and Q 

are a point which emerges up the G1 and G2.  

Bilinear Map is reflected as G1 * G2→ GT after 

gratifying the subsequent assets like   

 Non Degeneracy  : If P and Q be the generators 

for G1 and G2 respectively where neither group only 
contains the point at infinity   

3.1. Threshold model on Aggregate Key generation: 

The major beneficiary fact in this proposed 

system is the lessen in exploitation and increase in its 
efficiency and decline in storage bytes [9]. The 

foremost process includes the key generation which 

is denoted as in figure 3.1. in turn sends it to the data 
holder as soon as the user‘s schemes are accumulated 

in the cloud storage. By the formulation of aggregate 
key through key aggregation, the data holder then 

passes the data to the encrypted file transmission.  

A. Key generation             

A data owner disposed to carve up the file 
registers to obtain her individual public and private 

key pairs. The data owner is conscientious for 
classifying each of data file into specific classes. It 

causes the public key TK and master secret key MSK 

for data holder. 

B. Encrypt                   

The Classes of file is encrypted by the use of AES 

encryption procedure and accumulated in the cloud. 

It attains public key restriction PK, data class d and 
plain text data T, harvests the cipher text C.  

 C= (C0, C1, C2) = (K,(Tm1+Ki), m .e(Tn, Kn).  

C. Decrypt               

When farming out the decryption rights to an 
unambiguous detachment of message classes, the 

data owner uses the Extract maneuver to engender an 
aggregate decryption key that is distinctive to that rift 

[10]. It acquires Master secret key MSK and data 
classes’ d. Calculate aggregate key TK all encrypted 

messages belonging to this subset of classes. 

The cryptographic virtuosities are once more 
deceitful face down to key administration contentions 

aforesaid key escrow problem, computation power, 
key denunciation, and lampooning, eavesdropping 

and accelerated attacks. 

 

   

 

   Fig.3.1 Proposed data sharing using Aggregate Key 

D. Set Up:                

  It is used to set up the public parameters param by 

obtaining the number of data class’s d and security 

parameter p.    

3.2. Aggregate key  

Based on bilinear pairing, it is recognized as the 
most effective one in the cryptographic analysis of 

aggregation. Especially of Composite order and 

demonstrated to be sheltered under the postulation 
that the subgroup pronouncement problem and 

computational Diffie Hellman predicament are 
unbreakable [11]. It is carried out on the file surface. 

Each file fit in to the group is encrypted using the 
key. AES algorithm is used for the encryption. The 

key of the dissimilar file utilized for the encryption is 

combined with tokenize symbol to produce the 
aggregate key. The aggregate key is produced from 

encryption of combined key using ring signature 
[12]. The aggregate key will be mottled on 

accumulation of file and deletion of files to the 
group. By the formulation of aggregate key through 

key aggregation, the data holder then passes the data 

to the encrypted file transmission 
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Fig.3.2 Aggregate key calculation 

The above figure 3.2. Descripts the accession of 

users’ documents with encryption key concatenated 
with token symbols (AGGK2). The symbols are ten 

encrypted with hash code k1 through aggregate key 

by key aggregation process which is then assigned 
for each user to access documents . 

A. ALGORITHM 

Below shows the procedure of Key aggregation using 

RSA algorithm 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Description of Algorithm  

The primary process in aggregate method is that 

the user has to engender either the public key or the 
private key by choosing the random variables P AND 

Q followed by the process of enumerating the RSA 

modulus declared by ‘n’. The procedure of 
termination includes the system computation n=p.q 

modulus. An authoritative data user can make use of 
this aggregate key to decrypt any message fitting in 

to any class. It gets hold of the cipher Text C, data 
class d and aggregate key AG to generate the 

decrypted message.  

C. Cipher Text Storage Calculation     

Step 1: Calculate number of users (Ui). 

Step 2: Calculate number of files size decrypted   
by the user (Fi). 

 Step 3: Formulate N = Ui * Fi 

   The decryption progression moniterates the 

ordinary text of the requested file and it will be 

located in the proxy server in order to set aside the 
decryption time of further users in the group by 

abolishing the decryption process for the intact group 
members. In addition, all process is time embossed 

for revocation of the group.   

IV. EXPERIMENTS 

 In this segment, we scrutinize the security of the 
proposed model adjacent to the an assortment of data 

size is been computed and illustrated in terms of 
concert charts and tables for cipher text storage 

Reduction 

A. Experimental Set up         

The experimental results  are obtained with an 
Intel Core I3 processor with 2620 Processors (2.0 

GHz) and 4 GB RAM and 500 GB Hard disk using 

Dot net programming. The database server and file 
server has been established in the file system which 

acts as Cloud infrastructure. The different file sizes 
are used for computation of the efficiency of the 

model. Proxy server has been established using 
virtualization process as Virtual machine.  

 B. Performance Analysis   

                 The reliability of the system is defined 

in terms of utilization of proxy server technology in 
data sharing systems to reduce the storage bytes of 

the group members. It will greatly facilitate data 

owner delegating the access rights to other members.    

STEP I: Generating public key/private key 

STEP II:  Compute the RSA modulus ‘n’ 

STEP III: Selecting two large primes at 

random: P, Q  

STEP IV: Computing their system modulus 

n=p.q  

STEP V:  Note ø (n) = (p-1) (q-1)  

STEP VI: Consider K secure parameter and 

outputs the public signing key Ksig and 

Private signing Key Vsig 
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Fig. 4.1. Performance Evaluation of Filesize in 
storage cost of ciphertext Files. 

The statistical figure 4.1 depicts the patients’ 
health records with respect to file sizes in varying                  

storage costs of ciphertext files. 

  

Fig.4.2 Performance comparison of the cipher Text 

Storage Bytes reduction on the proposed model and 

existing model to various File sizes  

The figure 4.2 and table 1 describes and 

summarizes the performance of the proposed model 
and existing models to various files . Arrival of new 

users and revocation of existing user will lead to 

changes in key access rights due to expected to 
change occurs dynamically. User revocation is also 

achieved without any additional cost. The collusion 

resistance property ensures that the knowledge of 

prior aggregate keys does not compromise the 
knowledge of these new file.   

Table 1: Performance Evaluation of the Cipher 

Text Storage Bytes 

  

Technique Storage 

Bytes 

for File 

ID 1  

Storage 

Bytes for 

File ID 2 

Storage 

Bytes for 

File ID 3 

Key 

Aggregation  

126,788 135,000 463,424 

File 

Hierarchy 

Attribute 

based 

Encryption   

253,576 810,000 1,853,696 

In preference if the data owner desires to adapt an 

existing document, she could use a dissimilar index 

for it to make sure that a retracted user cannot ingress 
it in the outlook.   

V. CONCLUSION 

 

In this paper, we have devised and employed 
the key aggregation application to engender the 

protected and scalable data allotment model on the 

multi capability environment. The proposed model 
explains the effectual of the system on an assortment 

of phases like key generation, encryption and 
decryption to an assortment of file sizes and various 

group member formations. Aggregate key convention 
has been explained in detail on allocation multi 

classes of file diverse to set of users. This model has 
been found to be well-organized among arbitrary 

number of data classes. The experimental analysis 

has established Reduction of the storage and 
decryption time. It has been demonstrated that model 

is high conspiracy resistant against multiple users. As 
a future work, competent entree on stipulate data 

access under emergency circumstances can be 
enabling under break glass admittance observable 

fact. 
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Abstract: 

Software defined Networking addresses the 

growth of traffic with static architectures. SDN is a 
standard which separates the network structures. Quality 

of Service is used with network traffic to transfer high 

bandwidth and multimedia information. Fractional Order 

Darwinian optimization(FODPSO) is used with Particle 

Swarm Optimization algorithm to enhance the detection 
accuracy. Comparison with Classification algorithms are 

used to achieve better performance. 

 

Keywords: SDN, Anomaly detection, Fractional order 
Darwinian Particle Swarm Optimization. 

 

I. INTRODUCTION 

Quality of Service (QoS) is used for 

allocating the network resources [11] based on the 

requirements. These services have requirements 

like throughput, inaccuracy and idleness. Creating 

a replica by addressing all these requirements is 

complicated. Intserv and Diffserv are two methods 

to solve end-to –end connections and scalability. 

QoS is important for communication network and 

applications. This is specified in the form of 

interruption for the navigation of information. 

Therefore FODPSO [15] is used for accuracy 

detection. Reinforcement of QoS networking leads 

to higher cost and effort. 

Data plane includes switches to handle 

network traffic. The information about the 

networks is gathered by a central organizer. A set 

of QoS parameters include throughput, end-to end 

delay [13] and error rates for better performance. 

The goal of the study is to provide greater QoS 

performance using Particle Swarm Optimization 

(PSO) based Delay constrained Least Cost 

algorithm. PSO is a collective behavior of a system 

which is used to interact with their location to 

provide efficient [9] data.  

A flock of birds is searching for food 

without any knowledge of food. So the best 

criterion is to follow the bird which is near to food. 

The birds can identify the location using these 

criteria’s: i) birds fly in similar path ii) revisit to 

path of maximum attention iii) progress through the 

nearest [10] target. The candidate solution moves 

towards the target to identify the destination. The 

confined best, large-scale best and neighborhood 

solution is calculated. Then the greatest solution is 

rationalized through entire swarm. This structure of 

the paper is illustrated as: the prose of the 

algorithm is explained in sec 2. The illustration of 

methodologies of PSO based FODPSO is specified 

in sec 3. Optimization techniques are concluded in 

sec 4. 

 

II. LITERATURE SURVEY 

In 2016, Benuwa.B describes about the 

swarm behavior and its properties for adapting 

different environments. An intelligence [1] 

algorithm is used with an optimization technique. 

In 2012, Michael proposed Darwinian 

algorithm to improve its fitness function. This  local 

optimum has been increased with natural selection. 

In 2012, Xu.Y, this approach is used to 

reduce the interruption constraint direction-finding 

[12] troubles. Search and relinking optimization 

method is used scatter search and path.  

In 2014, Guck et al proposed an approach 

for real-time QoS performance. Greedy algorithm 

[13] and a Mixed Integer Program is used to fix 

queue allocation. Delay Constrained Least Cost 

algorithm is used to calculate the minimum cost 

end-to- end delay. 

 

III. METHODOLOGY 

This methodology is used for reducing 

constant and isolated optimum paths . Particles 

represent source and location of an element 

indicates destination. This is swarm intelligence. 

The communal behavior of the individuals 

interacting with their surroundings is called as 

Swarm Intelligence. This optimization technique is 

used to improve the detection accuracy. This 

technique is processed with swarm of birds.  

 

A. Particle Swarm Optimization 

This is a technique which is called after 

behavior its birds flocking. A group is started with 
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random elements. The updation is done by 

searching optimum solutions. The group of variable 

gets closer to the member near to the target 

environment. This algorithm keeps track of three 

variables such as target value, global value and stop 

value. The bird has a position and velocity at any 

time. Position is changed by adjusting the velocity.   

Velocity is changed based on the 

experience and the feedback from the neighbor. 

Each particle considered with two best values. One 

is the fitness value called as the pbest. Later one is 

achieved from any particle with the group called as 

globbest. The particle gets updated when the best 

values are established with its velocity and 

positions. To represent the position of the swarm 

every element travels through the swarm as: 

 
                             (1)

     

   (2) 

In above equations,  denotes the inertia 

weights and c1, c2, c3 are learning factors denoted 

as constant values. While determining the velocity 

 denotes the pbest,  as global best and  as 

neighborhood best. The parameter rand is random 

vectors with numbers between 0 and 1.  

Initially the element is assigned as null 

and the position is assigned at random among the 

borders of its population (Alg 1). Population size is 

used to optimize the solutions within time limit. 

Stop criterion is already distinct with the amount of 

executions.  

 

Alg. Particle Swarm Optimization 

 

Init element (Init , , , ,  ) 

SLoop: 

through all elements 

 find the accuracy of individual element 

 revise , ,  

 revise ,   

stop 

till stop criterion 

 

The information is called as the 

individuals decision made for success. Knowledge 

is termed as the performance of the other neighbor 

individuals. The virtual value of this factor will 

differ as of each other decisions. So random 

weights is applied and its velocity can be 

considered as  

 =  + . . (   -   (t+1))  + 

. . (   -   (t+1)) 

where   and are positive numbers and ,  

are random numbers. The velocity has three 

components. First, intertia is considered to direct 

the particle in the same direction. Second, the 

preeminent location of the element   its fitness 

value is called as pbest, which is scaled by . . 

Third, velocity updation of the best particle  

found as gbest. This is scaled by . . This 

method can be implemented for this particle swarm 

optimization technique as: 

Step 1: Initially this particle is assigned with 

arbitrary positions in the group for individual 

element. 

Step 2: Fitness purpose is evaluated for each 

element. 

Step 3: Each individual particle is compared with 

its fitness value pbest. If it achieves maximum 

value than pbest then consider this value as present 

element location  as  

Step 4:  Evaluate the elements maximum fitness 

value. Fitness function is calculated as  globbest and 

location as  

Step 5: Velocity and position of all the particle is 

updated by using step 1 & 2. 

Step 6: Continue steps 2-5 till stop criterion is 

acheived. 

 
 

 

  

      

 

     

 
Fig 1. Particle swarm algorithm 

 

Particle swarm algorithm is shown in fig 

1. Various criteria’s has to consider while 

implementing the particle swarm algorithm to 

avoid the sudden increase of the particles. This 

includes reducing the greatest velocity [6-7], select 

increase of [8] constants, construction factor or the 

inertia issue. 

 Proposed algorithm FODPSO is used to 

enhance the fitness function. This is composed of 

particles as a group. This group is managed with a 

natural selection mechanism. Generally, search to 

local optima in that area is discarded and new 

search is started. In order to analyze the state of the 

group all the particles is executed. So that local 

position for each group can be rationalized. Finally 

if it fails, particles are removed. The discarded 

swarms prematurely move towards non optimal 

solutions. This algorithm is compared with the 

clustering algorithms to evaluate detection 

accuracy. The following procedure can be used for 

evaluating fractional order Darwinian swarm 

optimization: 

Step 1: Initialize the parameters  
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Step 2: Update each particles fitness function and 

best optima 

Step 3: Execute all the particles. If swarm obtains 

best position, extend life of the swarm 

Step 4: If Swarm has not improved, delete swarm. 

Step 5: End the process 

 In FODPSO, few attributes has to be 

considered for efficient best fitness function: 

population of swarm, min and max of swarm 

population, initial number of swarms, threshold. 

Fitness evaluation of best particle is considered. 

 

 

Feature Subset selection 

 

Subset feature FS={FS| a=1,….,n} 

 find a subset FSa, with x < y 

 max an function F(FS) 

FSa={fna1,fna2,……fnax} = arg max= F{ FS| 

a=1,….,n} 

 

 Feature subset selection is described in the 

above algorithm. FS is initialized with all the 

particles. Then evaluate the maximum number of 

swarms in the subset.  

 

B. Experimental Result 

Evaluation is done with MATLAB 

R2017b. The KDDCup99 dataset is used with 

records. DoS, R2L, U2R are the attacks used for 

information gathering. Labelled records consist of 

25 features as depicted in Table 1. The category 

name is indicated using target. Decision Tree, 

Random Forest, Support Vector Machine, 

AdaBoost classifiers are used for feature selection. 

Proposed algorithm is compared with feature 

selection in terms of classification accuracy. This 

algorithm is compared with Kmeans, MeanShift, 

Birch. These algorithms are compared in terms of 

Runtime, Score, Completeness, Degree, Accuracy. 

Experiments are executed several times under these 

metrics. FODPSO achieves greater accuracy and 

runtime compared to other clustering algorithms. 

Different ranges of clustering algorithms are 

specified in table 2. This algorithm achieves higher 

detection accuracy when compared to other cluster 

algorithms.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 TABLE 1. Attributes of KDDCup Dataset  

 
S.No. Feature Name  Category 

1. Dur_time C 

2. prot_typ D 

3. Ser_typ D 

4. Count C 

5. Serror-rate C 

6. Src-byt C 

7. Dest_byt C 

8. Num_compr C 

9. U_attmpt D 

10. Hot-Log D 

11. Diff_srv-rate C 
12. Acc_file C 

13. Failed_log C 

14. Flag D 

15. Dst_srv_cnt  C 

16. Dst_host_srv_cnt  C 

17. Urg C 

18. Rt_shell D 

19. Num_shell C 

20. Wrg_frg C 

21. Desti_host_serv_rate_typ C 

22. Desti_host_serv_error_rate_typ C 

23. Desti_host_reerror_cnt_typ C 

24. Hot C 

25. Compr C 

 
TABLE 2. Comparison using Clustering method 

 

Method Runtime Score Completeness Degree Accuracy 

KMeans 2.01 1.64 0.691 0.678 75.98 

Birch 4.63 1.24 1.697 0.761 85.06 

MeanShift 1.65 1.74 0.691 0.823 89.60 

FODPSO 1.69 2.10 0.781 0.853 91.24 

 

 

Through this analysis, FODPSO achieves highest 

accuracy with all the influential features.  

Graphical analysis of feature selection algorithms 

is represented in fig 2. 
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IV. CONCLUSION 

SDN controller estimates the multicast 

tree based on the network status with delay 

constraint. This particle algorithm calculates the 

velocity and position of the element by using 

fitness function. PSO based FODPSO technique is 

used to enhance the detection accuracy. Estimation 

of minimum cost reduces the packet loss. For 

future work this can be extended for solving multi 

constrained algorithm for large scale networks.  
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Abstract — Due to rapid advancement in the digital display, 

communication and storage devices with effective techniques 

are needed to organize, index, retrieve and annotate  a large 

image database.  Image segmentation finds application in 

various areas of image processing and computer vision. 

Inferring of low level features from the given image is  a 

challenging task in unstructured regions. Most of the 

annotation and retrieval algorithms fail to consider region 

semantics. This paper proposes convolutional neural network 

(CNN) based image segmentation for image annotation 

application. The proposed CNN includes pixel based prediction 

of the regions that are applied to obtain low level image 

features. The algorithm uses image region information based 

on the precise color distribution within the image. 

Experimental results demonstrate better results of image 
segmentation using CNN. 

Keywords — image Segmentation, Convolutional Neural 

Network(CNN), Automatic Image Annotation. 

I. INTRODUCTION 

With the advancement of digital capturing technologies, 
storage devices and communication network, the number of 
digital images have increased rapidly.  Hence, it is necessary 
to have effective technique for organizing, indexing and 
searching of these images. Concept-based and content-based 
image retrieval are two major categories to address problems 
related to emerging opportunities [1]. However in CBIR 
system, one of the most significant issues is a semantic gap. 
Semantic gap is the dissimilarities between the image 
features extraction interpretation and image features content 
interpretation by Human Visual System(HVS) . Therefore 
from last few years, more research is focused on important 
part of concept-based retrieval i.e. automatic image 
annotation. The purpose behind the automatic image 
annotation (AIA) is to allocate textual labels to the image 
that clearly describes content or objects in the image. Many 
researchers have developed various methods and frameworks 
for AIA but more research is carried out on complete image 
annotation rather than considering the semantics of the 
regions. Region based image annotation methods have 
achieved more accurate semantic information than global 
based image annotation [2]. It focuses on each independent 
region of an image, making the visual features more accurate 
in order to present a particular semantic concept. Therefore, 
image region needs to be analyzed and labeled for attaining 

accurate image annotation. Image segmentation is used to 
detect boundaries and objects in images. If the underlying 
segmentation is inaccurate then image annotation will not 
provide better results [3]. The good image segmentation aims 
at segmenting the image correctly and labeling each segment 
with the respective semantic class. Since image segmentation 
is a foundation of region annotation, effective image 
segmentation is needed for an accurate region based image 
annotation. AIA methods can roughly be classified into five 
categories[4][5]: (i) Nearest neighbor models, (ii) Generative 
models, (iii) Discriminative models,  (iv) Tag completion-
based AIA models and v) Deep learning based models. 
Nearest neighbor models assume that the images that have 
similar features may have a high probability of similar labels. 
Various models used are Joint Equal Contribution (JEC) [6] 
and Tag Propagation (TagProp) [7]. Generative models 
emphasis on inferring the correlations between image 
features and semantic concepts. It finds the probability of a 
label by computing joint probability of image features and 
labels from training samples. Some of the generative models 
are Cross-Media Relevance Model [8], Multiple Bernoulli 
Relevance Model [9], Latent Dirichlet Allocation [10]. 
Discriminative models consider AIA as a classification 
problem where, each label/keyword is treated as a class. 
Researchers have designed these models for class predictions 
such as SML [11], SVM [12]. Tag completion-based AIA 
methods predict and automatically fill the missing labels for 
any given image ant at the same time correct noisy tags. It 
consist of various models such as Subspace Clustering and 
Matrix Completion model [13], TMC model[14]. Deep 
learning based models enable to solve AIA task using feature 
representation based on deep learning. For image annotation, 
CNN is used for robust features generation. Several models 
are used for this, such as CNN-RNN framework used in the 
RIA model [15] for image annotation, Deep Multiple 
Instance Learning (DMIL) model [16]. The AIA framework 
is basically consisting of steps such as image segmentation, 
feature extraction and classification. Image segmentation is 
one of the essential modules in AIA. Images containing 
natural scenes has unstructured regions that require 
computationally complex analysis for segmentation. Several 
segmentation algorithms proposed in the literature use 
various image elements such as colors, textures, shape and 
object compositions [17]–[18]. The image segmentation aims 
at segmenting the image correctly since it is a foundation of 
the region annotation. Many image segmentation algorithms, 
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such as JSEG [17] and NCUT [18] have been designed and 
are commonly used in image annotation. However, it is 
ineffective in segmenting region bearing similar color 
distribution. Texture, color and shape are the important 
features within the image. These features play an important 
role in the effective segmentation of the objects or regions. 
Colors are observed by the human eye and are the 
fundamental feature that differentiates among the objects. 
Therefore color enhanced segmentation algorithm using 
CNN is proposed. The algorithm attempts to differentiate 
objects bearing similar color through separately processing 
each R, G and B color space effectively assisted by edge 
detection. 

Convolutional based networks are the popular 
architectures for Image segmentation. Long et al. [19] 
developed fully convolutional networks that are pre-trained 
on ImageNet[20] with each pixel classification. For semantic 
segmentation, contextual hierarchical model is developed by 
Seyedhosseini et al. [21] for learning contextual information 
in a hierarchical framework. 

The main contribution of this paper is the CNN for image 
segmentation for the application of image annotation. The 
algorithm uses image region information based on precise 
color distribution within the image. The paper is organized as 
follows. Section II outlines the proposed methodology. 
Section III demonstrates the experimental result obtained 
after training and classifications of images. Conclusion and 
future scope is illustrated in section IV. 

II. COLOUR ENHANCED SEGMENTATION ALGORITHM 

USING CNN 

 CNN is made up of one or more convolution layers with 
pooling layer and one or more fully connected layers 
followed. The CNN architecture is designed in such a way 
that it takes advantage of two dimensional input image 
structures. This is achieved through local connections and 
associated weights followed by pooling (average or max 
pooling) resulting in translation- invariant features. With the 
same number of hidden units, a fully connected network 
needs more parameters than CNN. Therefore, it is easier to 
train CNN than a fully connected network [20]. 

The paper proposes a framework for supervised image 
segmentation based on candidate regions. The framework of 
the paper consists of two phases of learning and testing. Fig. 
1 demonstrates the CNN architecture employed in this 
algorithm. 

A. Convolutional Layer 

In the proposed algorithm, each layer of image data is a 
three-dimensional array of size p x q x r where, p and q are 
spatial coordinates of the image pixels and r is the feature or 
channel or color dimension. Predicting each pixel’s class 
independently of its neighbors results in better region / class 
predictions accuracy. Mostly it is observed that objects have 
smooth boundaries and well defined shapes, different from 
the background that tends to be shapeless regions. 
Convolutional layer initially starts with the smoothing 
operations to predict a standard pixel with a kernel size of 
5x5. The smoothing improves algorithm by forcing each 

pixel with low probability of being part of an object and 
improves performance accuracy. The weights of the kernel 
are initialized to one by twenty five which is updated in the 
learning / training process so as to predict object through 
image pixels as given in equation (1). The convolution 
operation is represented using equation (2) that is applied on 
each color space (RGB) separately.  
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Fig. 1. CNN architecture for image segmentation. 
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Where, 

     
            

are the initial weights of the kernel that are     

updated during training process. 

             Output of convolutional layer 

B. Rectified Linear Units (ReLU) Layer 

There are many activation functions available for neural 

network models. Deep learning models mostly use ReLU as 
an activation function due to the reduced probability of 
vanishing gradient. For every positive value of x, it returns 
the same value (x), but if it receives a zero or negative value 
of x, zero is returned[19]. Therefore, mathematically ReLU 
can be represented using equation (3). 

          0                                                        (3)                                                  

C. Max Pooling Layer 

The accumulation should lead the network towards 
correct pixel level assignments for each region within the 

image, so that segmentation task can be performed properly.  
An evident accumulation task is to take the average of 

all pixel positions under consideration. In Max pooling 
layer, the kernel size is selected at 2 x 2 that provides 
accumulation of 4 pixels values. It increases the score of the 
pixels that further helps in classification. The operation 

performed in max pooling can be represented using equation 
(4). The advantage of this accumulation is that in the 
training procedure, pixels with similar scores have a similar 
weight, while maintaining the goal of predicting similar 
pixels / regions. 

 

          ∑ ∑ ∑ ∑  
           

 

 

    

 

    

 

   

 

   

 

  (4) 

D. Implementation Details 

The variation image sizes are standardized using image 
resize at 284x284x3. The three stage convolutional neural 
networks are illustrated in fig. 1. The input given to network 
is of the size 284x284x3. Three filters of size 5×5 are used in 
first convolutional stage. The activations size is 280*280, as 
no padding is used. These are normalized in the neighboring 
feature map. With a stride of one, no overlapping spatial 
pooling is applied in 2x2 local regions 

The second and third stages are similar to the first, except 
that the size of the input data is 140x140 and 68x68 

respectively, whereas number of filters remains to 3. The 
entire network is trained by back propagation using the soft-
max function to normalize the logistic regression loss against 
the predicted scores. The biases are initialized as constant 
one in the first convolutional layer, as well as the remaining 
fully connected layers. After each mini-batch of the size 50 
images, the network updates all weights. The training starts 
with a learning rate greater than 0.05 (5%), and reduces it to 
0.01 (1%) when the performance of the evaluation set no 
longer improves. The algorithm separately processes the R, 
G and B, color spaces through CNN. Thus each object is 
marked / identified in every color space and effectively 
backed with edge detection. Finally the result of R, G and B 
color space are merged that effectively segments the objects. 

III.  EXPERIMENTAL RESULTS 

The data set used in this experiment is obtained from the 
Corel-10k database for segmentation purposes [22]. This 
dataset contains 10,000 images and 100 categories. The 

training set contains 10k images. The task is to segment the 
image into its various regions that include foreground, 
objects, and background. The images have different sources 
such as natural scenes, objects such as person, gun, ships, 
toys, balloon etc. and also images with multiple objects are 
selected. The images from database are selected randomly to 

train the proposed CNN. Test image that is excluded in the 
training is taken from the same dataset in order to validate 
the algorithm. The experiments are conducted using 
computer with i7 processor speed 2.8 GHz and 8GB RAM 
and MATLAB version 9.6 software is employed for 
implementation of proposed CNN. The step-by-step result 

obtained after the training and the classification of the 
balloon image is shown in Fig. 2 
 

 
 
Fig. 2 (a) Original image, (b) The first channel output of CNN, (c) The 

second channel output of CNN,(d) The third channel output of CNN ,(e)-

(g) Result of Edge detection using canny after each layer, (h) Result of 

color region merging, (i) Segmented image. 
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       Segmented results are illustrated in Fig. 3 after training 
and classification. In the learning phase, images are applied 
to the CNN sequentially which updates the weights of the 
filter in each layer. It is proposed to start with a learning rate 

greater than 0.05 (5%), and reduces it to 0.01 (1%) when the 
performance of the evaluation set no longer improves. These 
updated weights are applied in testing phase that performs 
segmentation. The results clearly indicate that the proposed 
image segmentation algorithm using CNN segments regions 
within the images. It clearly segments foreground, objects 

and background in the images. The algorithm has been 
further improved therefore it predicts the map of an image 
back to its original size without any post-processing. Finally 
results are obtained in multiple separated region of an 
image. The metrics commonly used for evaluating image 
segmentation are variations in pixel accuracy.Let     be the 

number of pixels of class i predicted belonging to class j and 
let    be the total number of pixels of class i. The pixel 

accuracy (pa) is given by equation (5) and tabulated in table 
I & II for images containing single and multiple objects 
respectively. 
 

    
∑     

∑    
*100   (5) 

The obtained experimental results are compared 
with early hierarchical contexts learned by CNN [23] and 
image segmentation based on CNN and conditional random 

field [24] depicted in table III & IV respectively. Technique 
in [23] is applied for single object segmentation whereas 
technique in [24] is applied for multiple objects.  

It is clearly observed that the proposed technique is 
suitable for multiple and single image segmentation 
application. Careful observation of the resultant images 

shows that proposed algorithm effectively segments the 
objects based color space. Each object consists of some 
uniform pattern of color which is made from combination of 
R, G and B color space. Processing each color space 
separately evaluates each object with uniform distribution 
followed with edge detection. Finally, merging of each color 

space with edges enhances the major boundaries of the 
object whereas suppresses the minor regions within the 
image.  

Fig. 3(c) and 3(d) illustrate some minor boundaries 
within the object and highlights the major boundaries.  

Table I. Pixel accuracy for image containing single object 

Sr. No. Image Type (Single Object) Pixel Accuracy (% ) 

1 Balloon 98 

2 Gun 90 

3 Santa 91 

 

Original Image Segmented Image 

  

(a) Balloon 

  

(b) Gun 

  

(c) Santa 

  

(d) Doll and toy 

  

(e) Many balloons 

  

(f) Many Objects 

 

Fig. 3. Segmentation results for images containing single and multiple 
objects. 
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Table II. Pixel accuracy for image containing multiple objects  

Sr. No. Image Type (Multiple Objects) Pixel Accuracy (% ) 

1 Doll and toy 93 

2 Many Balloons 86 

3 Many Objects 92 

  

Table III. Comparison of pixel accuracy for single object 

Image Type  Pixel Accuracy (% ) 
with Proposed 

Method 

Pixel Accuracy 
(% ) with 

technique in [23] 

Single object 93 (average) 86.83 

 

Table IV. Comparison of pixel accuracy for multiple objects  

Image Type  Pixel Accuracy (% ) 

with Proposed 

Method 

Pixel Accuracy 

(% ) with 

technique in [24] 

Multiple objects 90.33 (average) 91.7 

 

IV. CONCLUSION 

 This paper focuses on CNN based image segmentation 
for image annotation application. The proposed CNN 
includes a prediction of the region using image pixels that 

are applied to obtain low level image features. The 
algorithm uses image region information based on precise 
color distribution within the image. Experimental results 
demonstrate better image segmentation using CNN. Pixel 
accuracy is calculated to measure the performance of the 
algorithm to predict and segment foreground, background 

and objects in the image. Mean filter at the convolution 
layer and accumulation at the max pooling layer effectively 
improve the accuracy of the segmentation algorithm. To 
smoothen the boundaries or ensure consistent segmentation, 
more sophisticated post processing can be applied. Further, 
the algorithm can be improved to region based segmentation 

for semantic segmentation and automatic image annotation 
applications.  
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Abstract—As power flow controllers and voltage compensators,
flexible alternating current transmission systems (FACTS) have
become popular in transmission systems. The system’s power
transfer capability increases while the usage of these power
electronic devices improves the controllability. The Static Syn-
chronous Series Compensator (SSSC) is a very useful FACTS
device that can inject voltage with the line in series. This injected
voltage can be described as an inductive or capacitive reaction
connected in series to the transmission line that provides control
over voltage compensation. This reaction has serious effects on
the operation of remote protection systems running along the
transmission line as they operate on the line’s net impedance
basis. Due to the presence of SSSC, this change in system dy-
namics causes problems of under-reaching or over-reaching and
may cause maloperation of the protection scheme. The purpose of
this paper is to study the effect of series compensation on distance
relaying caused by using SSSC in a fault-condition transmission
line. The influence on the distance relay characteristic of mho is
studied using MATLAB / Simulink and the results are validated
by experiments on a transmission line hardware prototype. A
double circuit doubly fed transmission line is considered for this
study.

Keywords: FACTS, distance relay, SSSC, MAT-
LAB/Simulink, double circuit doubly fed transmission line,
fault

I. INTRODUCTION

Introduction of FACTS devices has revolutionized the con-
cept of power flow in transmission lines over last decade.
Active and reactive power flow control, control over bus
voltages, fast and reliable operation are few of its many
advantages [1]. With consumer demand steadily increasing,
it was necessary to increase the transmission line’s power
transfer capacity. FACTS devices made it possible to improve
the line’s power transfer capability by controlling factors that
govern it such as the impedance of the transmission line and
the angle of the phase between the voltage sources at both
ends of the transmission line. By controlling these factors,
transient stability of the line improves such that its power
carrying capability improves for same thermal limit.

Of all the FACTS devices, SSSC, which is a series com-
pensating device is very popular and is of particular interest
to many researchers owing to its usefulness under any type
of loads [2]-[13]. It is a series compensating device used to
control the flow of power in transmission lines and improve

the damping of power oscillation on power grids. A voltage is
injected by SSSC in series with the connecting transmission
line and it also acts like a active harmonic filter.

However, a drastic change in current and voltage values is
observed due to introduction of SSSC in transmission lines
as against their usual values. Distance relay which is most
popular method used to protect transmission lines works on the
principle of impedance characteristics of the line experiences
maloperation in the form of under reaching or over reaching
the fault point due to this. Various studies are conducted in
this area to investigate influence of SSSC on performance of
distance relay [14]-[18].

Hardware demonstration of the concept is not covered in
most of the literature presented on this topic. This paper aims
to provide experimental results along with simulated results
to analyze the effect of SSSC on transmission line protection
system and Mho characteristics of the impedance relay on
a doubly fed double circuit transmission line. The paper is
organized as follows: Section I introduction is immediately
followed by Mathematical modelling and operation of SSSC in
Section II. Section III discusses the simulated results obtained
by simulations using MATLAB/Simulink while Section IV
validates the same on a hardware prototype of transmission
line. Section V concludes the paper.

II. MATHEMATICAL MODELLING AND OPERATION OF
SSSC

SSSC is a series compensated FACTS device and was
initially developed in 1989 [3]-[10]. It uses a VSC (Voltage
Source Converter) as a VAR compensator that is connected
through a transformer in series with the transmission line. It is
composed of a VSC, transformer and an energy source. Basic
configuration of SSSC connected to the transmission line is
shown in Fig. 1.

In capacitive or inductive mode, SSSC can vary the reac-
tance of the transmission line and is thus able to control the
active and reactive power flow in the line very effectively. It is
capable of maintaining highly effective X / R irrespective of
the degree of series compensation. Moreover, a small supply
is enough if the operation is only limited for reactive power
compensation. With the voltage developed across the line, it
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Fig. 1. Basic Configuration of SSSC

Fig. 2. Phasor diagram showing modes of operation of SSSC

can inject voltage that is of the same magnitude but opposite
in phase angle.

Operation of SSSC can be classified into two modes, namely
constant mode of reactance and constant mode of quadrature
voltage and are represented by phasor diagram as shown in
Fig. 2. SSSC voltage is a function of the current flowing
through the transmission line in constant reactance mode while
it doesnt depend on line current in constant quadrature voltage
mode. If an energy storage system is present in the operation
of SSSC, an impedance compensation controller acts as a
transmission line resistance compensator whereas when energy
storage system is absent, it compensates the reactance of the
transmission line.

Series capacitor connected in the line counteracts its re-
actance, thus impedance of the transmission line is reduced.
From the phasor diagram, it is seen that the injected voltage
acts opposite in polarity to the voltage across series line
reactance at a given line current and is given by (1).

Vq = −jkXI (1)

k = XSSSC/X (2)

Where, Vq is infused voltage, I is line current, XSSSC is
SSSC reactance, X is the line reactance and k is the degree
of series compensation and j=

√
−1.

Voltage injected by SSSC depends on the flow of power
through the line. Active power (P) and reactive power (Q) in
the line using sending and receiving end voltages (Vs and Vr)
and line reactance (XL) can be expressed as:

P =
VsVrsin(δs − δr)

XL
(3)

=
V2sin(δ)

XL
(4)

Q =
VsVr[1− cos(δs − δr)]

XL
(5)

=
V2(1− cosδ)

XL
(6)

δ = (δs − δr) (7)

Vs = Vr = V (8)

Pq =
V2

Xeff
sinδ (9)

Qq =
V2

Xeff
[1− cosδ] (10)

Where,
δs is sending end voltage angle,
δr is Voltage angle at receiving end,
Pq is Bus 2 active power,
Qq is Bus 2 rqqeactive power,
Xeff is sending and receiving end total effective line

reactance.

III. MATLAB SIMULATION RESULTS AND DISCUSSION

A 400 kV, 300km transmission line was used to analyze
the performance of the distance relay with and without SSSC
connected in series with the transmission line at the mid-
point. Fig. 3 represent the model developed using MAT-
LAB/Simulink for calculation of a single phase to ground in
double fed transmission line.

Fig. 3. Modelling Of Double Fed Transmission Line

Figs. 4-6 represent the mho relay characteristics for the
fault generated at various locations of the transmission line
without SSSC system. Convention uncompensated distance
relay was used for this simulation. Typical calculations for
finding impedance based on magnitude and phase angle were
used.

Figs. 7-9 represent the MHO relay characteristics for the
fault generated at various locations of the transmission line
with SSSC compensation system.
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Fig. 4. R-jX plot for the fault in zone 1 without SSSC

Fig. 5. R-jX plot for the fault in zone 2 without SSSC

An algorithm is used to plot the impedance values of the
simulation in a way to represent the impedance characteristics
of the line. It can be seen from the figures that mho character-
istic under reaches in the presence SSSC connected in zone 2
for fault in zone 3. Similar observations were found for other
types of faults as well.

IV. HARDWARE EXPERIMENTATION

A hardware prototype of transmission line with distance
relaying scheme was designed and constructed with SSSC
for validation of the simulation result. A 230V double circuit
doubly fed single phase equivalent circuit of transmission line
of 300km was design with parameters as shown in Table I. A
pair of inductance and resistance is used to represent 100 km
section of the line.

Capacitance of the line was neglected as the line was

Fig. 6. R-jX plot for the fault in zone 3 without SSSC

Fig. 7. R-jX plot for the fault in zone 1 with SSSC

Fig. 8. R-jX plot for the fault in zone 2 with SSSC
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Fig. 9. R-jX plot for the fault in zone 3 with SSSC

TABLE I
PARAMETERS USED FOR HARDWARE PROTOTYPE

Parameter Value
R1, R2, R3
Line Resistances

4.7 ohms,
10W

L1, L2, L3
Line Inductances

0.1mH,
5A

Voltage 230V, 50 Hz
Line Rating 5A
DC Capacitor for SSSC 1000µF, 63V
Coupling Transformer 230V/24V, 5A

considered to be moderately loads and due to experiments
during fault conditions. 100W lamps were used as loads while
200W lamps were used to recreate line to ground fault at
various locations of the line. Voltage and current sensors were
used for measurement of line parameters. A single phase VSC
was connected in series with help of circuit breakers and a
step-down coupling transformer. The algorithm for distance
relay and for operation of SSSC was implemented using user
friendly Arduino Uno platform. Both inductive and capacitive
modes of operation were tested on the prototype hardware.
The prototype is shown in Fig. 10 and one of its operating
modes is shown in Fig. 11.

The distance relays detects the zones of fault location
accurately during normal operation. During presence of SSSC,
it works effectively to determine fault in zone 1. However, it
cannot distinguish between fault in zone 1 and zone 2 as it
displays fault in zone 1 for both zones. Thus it under reaches
for fault in zone 2. It cannot detect fault in case of fault in zone
three as impedance measured is lesser that the relay setting for
the same. Phenomenon of over reaching was observed in the
case.

V. CONCLUSION

Behaviour of distance protection scheme for transmission
under the influence of SSSC during single line to ground
fault was discussed in this paper. It was observed that the
distance relaying maloperates due to unpredictable change in
impedance value in presence of SSSC and thus the distance

Fig. 10. Hardware Prototype of transmission line with distance relay and
SSSC

Fig. 11. Hardware Prototype during operation: Fault in zone 1

protection system fails. Both simulated results and experimen-
tal results validate these outcomes.

Faults occurring at various locations in the line are studied
and its effect is analyzed in this paper. It was found that
when SSSC is connected between zone 2 and zone 3 of the
transmission line, distance relaying gets affected for these
zones while only zone 1 operates ass expected. It can be
concluded from the observations that distance relay under
reaches for zone 2 if the fault occurs before connection with
SSSC while it over reaches for zone 3.

It is very much essential to mitigate the problem of malop-
eration of distance relay under the presence of SSSC for stable
and reliably operation of power system. Various algorithms can
be developed for compensation of this error in measurement of
distance relay. Recent advancements in Artificial Intelligence,
Fuzzy Logic and Artificial neural network can be employed
for this task and is a future scope for this research.
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Abstract— The Silicon MOSFET scaling is constrained; 

because of this CNTFET is observed to be a standout amongst 

the most encouraging choices. The principle distinction between 

CNTFETs and MOSFETs is that, the channel in CNTFET is 

designed by using Carbon Nano Tubes rather than Silicon. This 

empowers a higher drive current density because of the immense 

amount of current carrier mobility contrasted with the bulk 

silicon. Such transistors are being seriously considered for 

applications in the emerging field of Nanotechnology. A CNTFET 

can utilize a single CNT or an array of CNTs as the channel 

material. In this paper, n-type CNTFET and p-type CNTFET 

will be modeled in Cadence Virtuoso Analog Designing 

environment and I-V characteristics will be plotted. An inverter 

will also be designed using the modeled CNTFETs. dc analysis 

and transient analysis will be done for the designed inverter.  

Keywords— CNTFET, device modeling, inverter, circuit 

designing, dc analysis, transient analysis 

I.  INTRODUCTION 

The gate length of the MOSFETs has been enrolled in the 
deep sub-micron region because of the 0.35 micrometer node 
technology. Since 2006, the 65 nm technology has become 
very common and 45 nm technologies have surfaced in the 
year 2007. As CMOS enters into nanoscale with respect to size, 
various device characteristics which are not ideal make the I-V 
characteristics to extensively differ from that of the MOSFETs, 
which makes it hard to improve device performance 
furthermore by downsizing the size of the gate length. In 
today’s technology, one can notice a brilliant advancement and 
development in electronics which has the device size in the 
order of nanometers. Few complicated electronic circuits were 
designed by using leading edge silicon technology. Carbon 
nanotubes are one of these latest materials because of the rare 
electronic and mechanical effects. The three logical points why 
CNTFETs are (1) the theory of operation and the design of the 
device is very comparable to CMOS devices, (2) the 
fabrication process of CMOS also can be repeated, (3) 
CNTFET’s current carrying capability has been the best till 
now. 

As CMOS enters into nanoscale with respect to size of the 
device, various non-ideal characteristics of the device make the 
I-V characteristics to extensively vary from that of the 
MOSFETs [1]. The S/D series resistance is a crucial element in 
the overall device structure. Devices which are fabricated 
without using silicon such as the CNTFETs work with distinct 

physics of the device with ballistic conduction in the channel. 
Also, they work with Schottky barrier contacts at the source 
terminal and drain terminal. So as to legitimately benchmark 
future nanoscale Silicon FETs and CNFETs, it is important to 
build a benchmarking metric that assess the shape of the I-V 
characteristics with the device that is working in a circuit 
domain [2]. The major critics are: The absence of a thin 
equivalent gate oxide, the inclusion of the parasitic capacitance 
is becoming larger, the growing addition of the S/D resistance 
to the total resistance of the device [3].  

The paper has been divided into five parts. First part gives a 
detailed explanation about lattice of graphene and computation 
of circumference and diameter of carbon nanotube. And it also 
explains how carbon nanotube can be displayed as a sheet of 
graphene. The second part gives a brief discussion on how 
carbon nanotubes can be classified based on the chiral number 
and the operation system. The third part explains the 
prerequisites for a decent device model and the important 
parameters that are responsible for deviations and defects 
brought about by the present CNT manufacturing process. The 
fourth part gives a detailed explanation about Virtual-Source 
CNTFET model, user-defined input parameters and 
hierarchical structure of CNTFET. The fifth part explains the 
results that are obtained from the model and their 
interpretations. And it also gives a conclusion of our findings.  

II. LITERATURE SURVEY 

Carbon atom has an electron configuration of 1s
2
2s

2
2p

2
 in 

its ground state. sp
2
 hybridization develops through covalent 

bonding. A carbon atom in graphene gathers in a solitary sheet 
hexagonal lattice. The distance between two adjacent carbon 
atoms within the hexagonal lattice (d) is 1.44 Å, and the angle 
between C-C bonds is 120°. The lattice constant (a) is given by 
√3 d = 2.49 Å. The inner spacing between the multiple sheets 
in graphene is approximately 3.35 Å. The frail electrostatic 
energy between the sheets makes it potential to expect the 
electrical properties of the graphite sheets are autonomous to 
each other.  

A single-walled carbon nanotube (SWCNT) can be 
displayed as a sheet of graphite which is folded up and 
combined along a wrapping vector: 

                                  Ch = n1.ā1 + n2.ā2                                       (1) 
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where [ā1, ā2] are lattice unit vectors as shown by Figure 1, 
and the indices (n1, n2) are positive integers that determine the 
chirality of the tube [4]. The length of Ch is therefore the 
circumference of CNT and it can be computed by the following 
formula: 

                            Ch = a√(n1
2
 + n2

2 
+ n1n2)                         (2)   

Single-walled CNTs are characterized into three groups 
depending on the chiral number (n1, n2): (1) armchair, it is in 
which n1 and n2 are equal, (2) zigzag, it is in which either 
n1=0 or n2=0, (3) chiral which is said to have different indices. 

The CNT diameter is given by the equation DCNT = Ch/π 
[5]. The usual CNT diameters are around a few nanometers. 
The small diameter of CNTs leads to the wave vector’s 
quantization in the circumferential direction. The electrons in 
CNT are limited to the atomic plane of graphene. Graphene is 
an allotrope of carbon which has single layer of carbon atoms 
organized in lattices which are in the shape of hexagons [6]. 
The movement of the electrons in the nanotubes is limited due 
to the quasi 1D structure. Electrons may just move openly 
along the direction of the tube axis. Therefore, all the wide 
point scatterings are restricted. Because of electron phonon 
collaborations only forward and back scattering are feasible for 
the carriers in nanotubes. The overwhelming transporter 
transport and conduction trademark makes for nanoelectronics 
applications CNTs are wanted due to their superior carrier 
transport and conduction properties for example interconnect 
and nanoscale devices. 

The CNTFET operation principle is similar of conventional 
Si appliances. In the device that has three terminals, the source 
and drain contacts are being bridged by the semiconducting 
nanotubes acting as a conducting channel in the device. 
Through the gate the appliance is electrostatically switched on 
or off. Compared to the 3D devices such as bulk 
Complementary MOS and 2-Dimensional devices, better gate 
electrostatic control over the channel area is offered by the 1D 
quasi device structures. CNTFET can be divided as either 
MOSFET-like FET or Schottky Barrier (SB) controlled FET 
(SB-CNTFET) depending on the operation system. In 
consideration of both the usefulness of manufacturing and 
exceptional working of MOSFET-like CNTFET when 
contrasted with SB-CNFET, we will concentrate on MOSFET-
like CNTFETs. 

To assess the appliance execution just along with the work 
reliance on structure characteristics, the prerequisites for a 
decent device model include: (1) Decent expandability, (2) At 
least partially physics based, (3) Large signal and small signal 
analysis with reasonable accuracy, (4) Tolerable run time. To 
assess CNTFET device execution with improved precision, a 
CNTFET device display with an increasingly total circuit-
appropriate structure and furthermore fusing the common 
device non-conceptions is required. A decent harmony among 
the run-time simulation and precision is wanted. The macro 
level circuit isn't just constrained by the execution of a single 
device, yet in addition restricted by the device variation in 
performance which is vital for nm devices. There are various 
device conditions deviations and defects brought about by the 
present CNT manufacturing process: (1) CNT width and 
chirality control, (2) Adulterating limit control, (3) The 

likelihood of a CNT to be metallic, (4) Focused-CNT-
development. At long last, with the goal for CNTFET to form 
into a competitive technology, it ought to have great 
adaptability, for example the advantage in the working of 
CNTFET over MOSFET is relied upon to enhance (or if 
nothing else keep up the equivalent) as the technology 
progresses. And CNTFET is also used to examine the 
antimicrobial activity of Chitosan-CNT hydrogels [7]. 

III. PROPOSED METHODOLOGY 

The Virtual-Source CNTFET is a semi-empirical model [8] 
that illustrates the current-voltage (I - V) and capacitance-
voltage (C – V) characteristics in a MOSFET having short 
channel with CNTs as the channel material. The model 
describes about the dimensional scaling properties and it also 
includes parasitic resistance (CNT-metal contact resistance and 
doped extension resistance), parasitic capacitance (metal-to-
metal coupling capacitance and metal-CNT fringe capacitance) 
and tunneling leakage currents (Direct source-to-drain 
tunneling and gate-to-drain junction band-to-band tunneling). 
The VS model has only few physical parameters like VS 
carrier velocity and carrier mobility that can be extracted from 
experimental I-V/C-V data. In this paper, the equations of the 
VS model will be used without detailed explanation. Inputs to 
the VS-CNTFET consist of CNTFET dimensions and CNT 
diameter. Empirical parameters in this model were extracted 
from either experimental data or numerical simulations based 
on the NEGF formalism to ensure the validity. Some equations 
are empirical but not completely physical. Calibration of the 
model is performed at room temperature that is 25° C. For 
temperatures other than 25° C, correctness of the empirical 
parameter is not guaranteed. This model is only applicable to 
MOSFET-like CNTFETs but not applicable to Schottky-barrier 
type CNTFETs. The CNTs are assumed to be all 
semiconducting [9] [10] [11]. Fig. 1. shows a representation of 
a CNTFET, whose conduction behavior is similar to a common 
MOSFET.  

 

 

Fig. 1.    Representation of CNTFET 

 

Inputs to the VS-CNTFET are design-related parameters 
such as the gate length (Lg),contact length (Lc), CNT diameters 
(d), and gate oxide thickness (tox). The column “suggested 
scope” shows the range of the input that has been tested. Any 
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values outside the suggested scope may lead to unexpected 
results, though the model may still generate outputs as long as 
the given inputs are valid. The User-defined input parameters 
are given in Table I. 

TABLE I.  USER-DEFINED INPUT PARAMETERS 

Name 
Suggested 

Scope 
Description 

Type -1 or 1 
Type of transistor 

1: nFET; -1 : pFET 

s [2.5e-9:inf) 
Spacing between the CNTs  

(centre-to-centre) [m] 

W [s:inf) Transistor width [m] 

Lg [5e-9:100e-9] Physical gate length [m] 

Lc [1e-9:inf) Contact length [m] 

Lext (0:inf) Source/Drain extension length 
[m] 

d [1e-9:2e-9] CNT diameter [m] 

tox [1e-9:10e-9] Gate oxide thickness [m] 

kox [4:25] Gate oxide dielectric constant 

kcnt 1 CNT dielectric constant 

ksub [1:kox] Substrate dielectric constant  

kspa [1:16) Source/Drain spacer  

dielectric constant  

Hg [0:inf) Gate height [m] 

Efsd [-0.1:0.5] Fermi level to the band edge 

[eV] at the source/drain 

Vfb [-1:1] Flat band voltage [V] 

Geomod 1 Device geometry (cylindrical 
gate-all-around) 

Rcmod 0 Contact mode (User-defined  

value Rs0) 

Rs0 [0:inf) User-defined series  
resistance (Ω) 

SDTmod 1 Source-to-drain tunneling mode 

(SDT with inter-band tunneling) 

BTBTmod 1 Band-to-band tunneling  

mode (on) 

Temp 25 Temperature (°C) 

 

Primarily the given inputs consist of structural and physical 
parameters. The structural parameters consist of W, Lg, Lpitch, 
Lc, dCNT, NCNT and various other parameters. The physical 
parameters consist of contact resistance, carrier mean path and 
various other parameters. By having both the structural and 
physical parameters as inputs, we will now move on to the next 
stage, which is called as “First Level” where we are supposed 
to determine the values of Mobility, Parasitic Resistances and 
capacitances.  

In second level of hierarchical structure, there are two sub-
levels where one is derived from the values of first level and 
the other is derived from the initial conditions (i.e. structural 
and physical parameters). The second level yields two outputs. 
One of them is Virtual Source Current and the other on is 
Tunneling Leakage Current. Tunneling Leakage Current is 
defined as the sum of Direct Source-to-drain Tunneling Current 

and band-to-band Tunneling Current [12]. Thus the current at 
drain terminal can be obtained by: 

                                      ID = IVS + ITUNNEL                               (3)  
 

The entire functionality of this structure of CNTFET model is 
represented in Fig. 2. 

  Fig.2.    Hierarchical structure of CNTFET model  

IV. RESULTS 

 
 Fig. 2 displays the graph between drain current and voltage 
between gate and source for n-type CNTFET. Fig. 3 displays 
the graph between drain current and voltage between drain and 
source for n-type CNTFET. Fig. 4 displays the graph between 
drain current and voltage between gate and source for p-type 
CNTFET. Fig. 5 displays the graph between drain current and 
voltage between drain and source for p-type CNTFET. Fig. 2 
and Fig. 3 are the graphs obtained from the output of the 
Virtual-Source n-type CNTFET. Fig. 4 and Fig. 5 are the 
graphs obtained from the output of the Virtual-Source p-type 
CNTFET.  

 

 

 

 

 

 

Fig. 2.    Id – Vgs graph for n-type CNTFET 
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Fig. 3.    Id – Vds graph for n-type CNTFET 

 
 

 

 

 

 

 

 

Fig. 4.    Id – Vgs graph for p-type CNTFET 

 

 

 

 

 

 

 

Fig. 5.    Id – Vds graph for p-type CNTFET 
 

 

Let Vin be the input voltage, Vout be the output voltage 
and Vdd be the voltage supplied to the inverter. Fig. 6 displays 
the Voltage Transfer Characteristics (VTC) of an Inverter. 
When input is low (Vin = 0 V), p-type CNTFET gets switched 
ON and n-type CNTFET gets switched OFF. Thus, p-type 
CNTFET pulls Vout to Vdd and hence maximum output 
voltage occurs. When input is high (Vin = Vdd), p-type 
CNTFET gets switched OFF and n-type CNTFET gets 
switched ON. Thus, n-type CNTFET pulls Vout to ground and 
hence minimum output voltage occurs. The difference between 
maximum output voltage and minimum output voltage is 
maximum swing of output signal and this is also known as 
Logic Swing. Since minimum output voltage is O V and 
maximum output voltage is Vdd, the logic swing is equal to 
Vdd. The region between minimum output voltage and 
maximum output voltage is called Transition Region. 
Maximum current will flow at Vin = Vout that is at the mid-
point of transition region. This is the dc analysis of the 
designed inverter. 

 

 

 

 

 

 

 

 

      

 

 Fig. 6.    dc analysis of the inverter circuit 

 

Fig. 7 displays the transient response of an Inverter. When the 
input voltage is low (Vin = 0 V), output voltage is high     
(Vout = Vdd). When the input voltage is high (Vin = Vdd), 
output voltage is low (Vout = 0 V). 

 

 

 

 

 

 

 Fig. 7.    transient response of the inverter circuit 

V. CONCLUSION 

In this paper, a semi-empirical model called Virtual-Source 
CNTFET was proposed that illustrates the current-voltage 
characteristics in a MOSFET having short channel with CNTs 
as the channel material. The proposed model describes about 
the dimensional scaling properties and it also includes parasitic 
resistance, parasitic capacitance and tunneling leakage currents. 
In late future, manufacturing a solitary integrated circuit where 
transistors reaching out in three dimensions is called 3-
Dimensional Very large Scale Integration innovation, which 
will  be the prospective of IC manufacturing field rising the 
stature: from small to miniature. CNTFET could be a fitting 
device for its miniature size and restrictive ballistic, heat 
dissemination and low resistive properties. Because of high 
dielectric material, movement of charges accelerates higher 
whereas channel measurement diminishes thoroughly. The 
unique characteristic of channel measurement prompts ballistic 
transport because of high channel density, showing CNTFET 
as more reasonable in nanoelectronic devices. What’s more, 
devices that can store the data can be produced by utilizing 
CNTFET for its high value of current will open another time in 
nano-computational field. This must be referenced that 
fabricating the CNTFET is very expensive and it has 
unwavering quality because of development of misorganised 
CNTs in development process and expanding leakage power in 
metallic CNT. Considering all of these, CNTFET is one of the 
most reliable and assuring competitors and its amazing 
performance opens a door of new innovations in the field of 
nanotechnology. 
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Abstract- Now-a-days demand forecasting is used in many 
countries for military applications such as spare parts of aircraft 

and for improving budget efficiency. In supply chain 

management demand forecasting is a major issue. Currently, 

time series technique is used to demand forecast but this 

technique resulted in lack of accuracy and improvement in 
accuracy is needed .So this paper focused on comparing the 

features which leads to improvement in the accuracy and propose 

a system for demand forecasting of spare parts of anti -aircraft 

missiles, which are based on machine learning and neural 
networks such that equipment’s are properly utilized and 

alongwith that budget is also maintained. We have compared the 

existing features with the new features added and applied 

algorithms and looked upon at the accuracy. Experimental 

results proves that the new features added gave higher accuracy. 
Here, we also present an end-to-end boosting system called 

XGBoost and Multi-layer Perceptron. These new techniques 

were compared with traditional Machine Learning techniques. 

This experiment is conducted on the Vietnam War dataset.    

 

Keywords- Demand Forecasting; Spare Parts; Military; Missiles; 

Aircraft; MLP;XGBoost.. 

I.  INTRODUCTION  

 

The retail inventory management system has grown 

significantly over the last two decades with its emergence in 

the intelligent system for forecasting. Predicting any spare part 

for its future use itself is  a very challenging task.This 

ultimately affects business reputation and also much loss of 

time.if a company does not have proper facts and figures 

regarding the stock required ,time maintenance operation will 

get affected. This hampers the growth of a company, loss of 

reputation, may endanger the customer’s productivity if there 

is any sort of delay. Over loading of stock in inventory buffer 

is a costly job if there are large number of items or if any part 

is expensive.Effective spare part inventory management is 

thus a chief but challenging task because it is an issue of time 

versus availability of the desired service in minimum amount 

of time. Efficient spare parts management is essential for 

companies that are increasingly providing services. In most 

automotive spare parts industry, it is important to conduct 

sales/demand forecasting and reduce logistics costs due to 

extras and opportunity costs due to product shortages. To meet 

these demands, it is necessary to purchase spare parts in order 

to reduce the cost per inventory, while the demand is being 

met or an administrative decision is being made. 

 

Machine learning and a data-driven approach are becoming 

very important in many areas. The scalable learning system 

uses models and learns models of interest from large data sets . 

In this paper, we describe MLP AND XGBoost, machine 

learning technique for the tree boosting. The proposed 

techniques are supportive of spare parts management in the 

simplest way that they can be implemented to achieve more 

accurate results in spare inventory management. The analysis 

helps to determine how to manage a particular group of parts 

that represent similar features. The demand for spare 

originated from maintenance activities and use of this part 

(known as active installation bases) in combination with 

component failure behavior and maintenance plans. This 

forecast is used to manage inventory using the inventory-

based policy. The Croston' technique offers precise estimation 

of the mean level of demand if there is any demand.  In this, 

they compare Croston’s and smoothing technique with the 

bootstrap basis on the uniformity of observed LTD percentiles. 

This bootstrap technique is more accurate forecasting 

technique [4].  

 

In this paper, literature review is covered under section II, the 

proposed approach modules description, Mathematical 

Modeling, Algorithm and Experimental setup in section III 

.and  at finally concluded in section IV.    

 

II.   LITERATURE REVIEW   

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 853



 
 

 
 

 

 

This chapter focus on the use of machine learning approach in 

time series forecasting and they consider the three aspects: 

supervised learning tasks such as validation problems of the 

single-step predictions, which forecasting approach to use 

when moving from single step to multi-step prediction and 

how local learning techniques such as radial basis functions 

network,k -nearest neighbours method ,etc. deal with data that 

fluctuates over time. 

 In this [2], they present the role of supervised 

machine learning practices in dealing with the forecasting 

problems. Especially, the role of the local learning 

approximation is emphasized to cope with important problems 

in prediction such as error accumulation, nonlinearity, and 

non-stationary. Constructing an effective predictor is between 

observations of past and short-term future values, forming 

historical data, as well as the appropriate strategy for long 

term vision data. In this [3], they present comparison 

performance of the different machine learning practices such 

as NAR, LSTM, ANN and SVM in terms of stepped ahead 

forecasting error variance and error. The LSTM network gives 

a slightly worse prediction accuracy with respect to other 

algorithms. The NAR gives the best accuracy for the short 

prediction and SVM gives the guaranteed best accuracy.  This 

technique allows performing the forecast processes and 

training in a parallel manner. They implement efficient 

training framework and parallel by using power demand traces 

from the real deployments. Machine learning approach gives 

less prediction errors in the variance and mean with respect to 

the ARMA was proved using trial results.In this [4], paper 

they proposed a bootstrapping system to forecasting  delivery 

of a summation of intermittent demands over the fixed lead 

time. They combine the values  from each of the many 

inventory items into one and evaluated the accuracy of the 

overall lead-time demand forecast across all items . The 

Croston' techniques offer precise estimations of the mean level 

of demand at moments in case there is a demand. In this, they 

compare Croston’s and smoothing technique with the 

bootstrap based on the uniformity of observed LTD (Lead 

Time Demand). This bootstrap technique is more accurate 

forecasting technique. Hemeimat Raghad, Qatawneh Lina, and 

Masoud Shadi [5], they proposed a comparison between the 

five forecasting techniques based on MSE (Mean Squared 

Error), MAD (Mean Absolute Deviation) and ME (Mean 

Error) and experimental results showed that the performance 

for all these techniques. This technique tested on the local 

paper mill company. Experimental results show that this 

technique of tracking signal techniques helps  companies to 

better select the ideal forecasting method and minimize 

forecast errors. 

In this paper [6],following types of probabilistic 

estimation methods are used, threshold-based and percentile-

based. The percentile-based rating calculates the frequency of 

the reference discharge falling below the ensemble percentile. 

If the combined extent is precise, these frequencies should be 

consistent with the non-excess percentile probability. The 

excess probability of great expulsion threshold is 

overestimated in the prediction, and this overestimation 

increases with increasing probability level. The contribution to 

these inaccuracies is similar in the case of spread 

underestimation but slightly larger in the case of 

overestimated excess probability.The main objectives of the 

study are to find out the opportunities and challenges of spare 

parts management in the durable goods industry through a 

case-based study conducted by 10 manufacturing companies. 

Improving capacity helps to better understand current 

management approaches and methods and its deficiencies, 

finding the most suitable (though simplistic) improvements, 

the IT and performance supply chain perspective, and the 

adoption of integration practices with customers and suppliers, 

as the last step, will finally come. This visibility also helps to 

reduce the spare parts management process (each dealer can 

reduce the stock level of these codes) and the effectiveness 

(the wait for the end user) [7].Most companies in the 

automotive spare parts business, it is important to conduct 

sales/demand forecasting and reduce logistics costs due to 

surpluses and opportunity costs due to product shortages. To 

meet these demands, it is necessary to purchase spare parts in 

order to reduce the cost per inventory, while the demand is 

being met or an administrative decision is being made. This 

analysis will be complicated in countries such as Mexico, 

where fewer companies maintain a good record of their 

activities, products, and procedures, making it possible at 

certain moments within the practice. The resulting model of 

each part is presented first, in order to analyze the results later 

in the sample and post-sample period[8]. Predicting the 

demand for spare parts with high accuracy consists of a 

variety of factors, so a simple predictive model cannot be 

expected. These include part shipping data, how many 

products are under operation, and the time since that product 

was released. In this [9], they proposed a solution on spare 

parts demand forecasting .It NEC's big data analysis technique 

called the "Heterogeneous Mixture Learning Analysis 

Technology".NEC fielding is one of the maintenance 

businesses based on Know-How and performance of these 

activities, and appropriate parts management services 

subcontracted by customers such as manufacturers include 

endorsements based on demand estimates and cost reduction 

measures with greater accuracy and high added value. In this 

paper [10], the demand spare parts are characterized by 

volatility and fluctuation. It is affected by probabilistic factors, 

such as the wear behavior, the intensity of the product use, the 

rate of failure and the type of maintenance. For achieving the 

competitive advantage of company spare parts strategy aligns 

with the specific situation of the company. The proposed 

techniques are supportive for spare parts management is the 

simplest way that can be implemented to achieve more 

accurate results in spare inventory management. The analysis 

helps to determine how to manage a particular group of parts 

that represent similar features. This decision is how many 

pieces of stock you have to keep.In this paper [11], they 

present technology for installed base forecasting of end-of-life 

spare part demand and formulates research hypotheses on 

which of four installed base types performs best under which 

conditions. This technology is illustrated by a case study of 
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spare parts for six products from appliance manufacturers. The 

research hypothesis is sustained in the most of cases, and the 

predictions obtained from the installed base are substantially 

superior to the simple black-box predictions. The final 

production decision that supported the past sales stand is a 

spare part to meet the consumption demand in the future. 

 

 

III.FORMULATION OF PROPOSED MODEL 

 

A. Proposed System Overview 

Spare parts database is considered for forecasting which has 

features such as unit name, unit NSN, operation date, unit of 

issue, unit exhausted, consumption number, worker number, 

worker name, etc. Clusters are formed according to the 

features extracted. Data mining techniques such as SVM, 

Random Forest, Linear Regression , MLP and XGBoost are 

applied on the existing dataset[1] and are compared with the 

new dataset (Table II) with additional features like unit of 

issue, unit exhausted ,unit remaining, per unit cost, country 

budget, total cost of unit, units needed to order. Both these 

datasets are compared to find out if the additional features 

give any different prediction in terms of accuracy. When these 

were compared ,the dataset with additional feature gave  

higher accuracy . 

 

 
 
 
 

 
  
 

 
 
 
 

 
 
 
 

 
 
 
 

 
 
 

 
 
 
 

 
 
 
 

 
 
 
 

 
Fig 1 : Proposed System Architecture 

 

 Read input Data: 

In this module, it read spare parts data from existing 

data as well as new data. This data set contains the 

structured data of anti-aircraft missile. 

 

 Data Mining: 

Data mining is the processes which can identify 

knowledge by modeling, exploring, and analyzing the 

beneficial information and associations in large-scale 

data by using classifiers. 

 

 Prediction Results: 

Finally, it will predict accurate demand forecast of 

spare part of aircraft and missiles using XGBoost 

algorithm. 

 

 B. Algorithm 

 

1) XGBoost: 

XGBoost is the Extreme Gradient Boosting 

technique which helps in regularization by 

avoiding overfitting.It computes optimized 

results in less amount of time by using less 

computational resources . 

 

 Algorithm : XGBoost Model 

i. An initial model F0 is defined to predict the target 

variable Y. This model will be associated with a 

residual (Y – F0) 

ii. A new model h1 is fit to the residuals from the 

previous step. 

iii. Now, F0 and h1 are combined to give F1, the boosted 

version of F0. The mean squared error from F1 will 

be lower than that from F0: 

  ( )     ( )    ( ) 

iv.  To improve the performance of F1, we could model 

after the residuals of F1 and create a new model F2: 

  ( )     ( )    ( ) 

v. This can be done for ‘m’ iterations, until residuals 

have been minimized as much as possible: 

  ( )       ( )    ( ) 
 

C. Mathematical Model: 

S = {I, O, P}; 

I = Input; 

O = Output; 

P = Process; 

 Process P1 

Input data with 

existing 

features 

Input data with 

new features 

Input data  

SVM  Random 

Forest 

Linear 

regression 

XGBoost 

MLP 

Prediction 

Results 
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P1 = {I}; 

 Process 2 

P2 = {P1}; 

 Process P3 

Perform logistic regression in term of  

 (     )     (    ) 

       

                                 

                              

  (           ) 

 Process P4 

Perform XGBoost  

  ( )       ( )      ( ) 

Where, 

                           

                  

 

 Process P5 

Perform MLP 

             

    (∑       
 

) 

    (∑       
 

) 

       Where; 

                       

                

                

 

 Process P6 

Perform XGBoost 

 (   (   )( )    ( ))

   ( )
 

for each x in the dataset. 

 

D.     Dataset 

 

We applied various Machine Learning algorithms on 

Vietnam War Bombing Operations dataset along with 

some features from [1].In total, we used  over 10,000 

missiles data. More fields were available ,since these were 

not relevant for the statistical analysis those were ignored. 

The features included here are  : Aircraft name, aircraft 

spare parts, aircraft type,unit NSN,Unit series 

number,Operation date,Spare parts NSN, QPA (Quantity 

per Assembly Unit),Unit of issue, Unit exhausted, Unit 

remaining, Country flying mission, Acquisition year, 

Maintenance year, Procurement Lead Time, Order 

Shipping Time,etc. This helps to decide when to order,re-

order or no order of spare parts.Table 1 describes about 

the dataset and the features used for forecasting. 

 

 

 

IV. RESULTS AND DISCUSSION 

A. Experimental Setup 

Hardware and software of proposed system given below: 

 Software Technology: 

1. Technology: Core Python 

2. Tools: Jet- JetBrains, PyCharm  

3. Operating System: Windows 7 

 Hardware Technology 

1. Processor: 1.0 GHz 

2. RAM: 1 GB 

3. Hard Disk: 730 GB 

B. Expected Result 

Machine learning and Neural Network approach was applied    

on 10000 observations. The features used in predictive 

modeling influence the results. The better the features that 

you prepare and choose, the better the results you will 

achieve. The main aim of this research is to compare the 

features which proved to be more useful in predicting the 

spare parts in minimum amount of time with higher accuracy. 

In general, Machine learning algorithm learns from its 

sample data. Feature selection selects only the useful subset 

of data. This means removing irrelevant data. Experimental 

results (Table I) show that the added new features such as 

Unit remaining, Per unit cost of spare part, country budget, 

total cost of a unit, units needed to order proved to contribute 

to higher accuracy but it leads to over fitting of data. Here we  

are trying to improve spare parts utilization rate by 

maintaining the budget .So including such features obviously 

helps for better performance. Table I shows the accuracy 

comparison between existing system and the proposed 

system. As we can observe from Table I, XGBoost and MLP 

gives the highest accuracy both in existing system and new 

proposed model meaning that our model is accurate for most 

of the times.To evaluate the model we need to understand 

how good the predictions are[14]. For this we need to 

understand these basic terminologies:  

 

Accuracy - Accuracy is the most intuitive performance 

measure and it is simply a ratio of correctly predicted 

observation to the total observations .[14] 
 

Precision - Precision is the ratio of correctly predicted 

positive observations to the total predicted positive 

observations.[14] 
 

Recall (Sensitivity) - Recall is the ratio of correctly predicted 

positive observations to the all observations in actual class – 

yes.[14] 
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F1 score - F1 Score is the weighted average of Precision and 

Recall. [14] 
 
Table I: Comparison of accuracy for Existing Features and New Features  

 

Algorithms Accuracy 

with existing 

features 

Accuracy with 

new features 

SVM 76 93 

Random Forest  85 93 

Logistic 
Regression 

79  90 

Decision Tree 83 90 

MLP 93 97 

XGBoost 87 98 

 

Table I shows the accuracy comparison between existing 

system and the proposed sytem with newly added features. 

Differences in accuracy with existing and new dataset can be 

contributed to the relevant features and the algorithms applied. 

SVM, Random Forest, Logistic Regression, Decision Tree 

have some drawbacks which gives lesser accuracy.For 

example, a small change in dataset leads to very high changes 

in model.If the features are correlated it does not reduce 

variance. Also, Random Forests is not preferred due to its 

complexity.They are much harder and time-consuming than 

other algorithms. Gradient boosted decision trees are among 

the best off-the-shelf supervised learning methods available. 

Achieving excellent accuracy with only modest memory and 

runtime requirements to perform prediction, once the model 

has been trained. Like other decision tree based learning 

methods, there is no need to apply feature scaling for the 

algorithm to do well. These are some of the reasons that 

XGBoost and MLP performed exceptionally well. 

 The increased accuracy can be contributed to the 

concept of Economic Order Quantity.Whenever the concept of 

inventory management comes two factors need to be 

considered-i) demand to be fullfilled immediately ii) demand 

to be fullfilled in minimum time in provided budget.So 

keeping in mind these two factors we contributed this in our 

novel system. 
 
   

 

 
Table II: Feature Description Table 

  
Aircraft Name Spare Parts Unit 

NSN 
Unit 

Series 

No 

Operatio
n Date 

Spare 
Part 

NSN 

Unit 
Of 

Issue 

Unit 
Exhausted 

Unit 
Remaining 

Consumption 
Number 

Douglas A-1 Skyraider Part Shipments  A1111 2000A1 20130228 A12345 69 20 49 1 

Douglas A-26 Invader Golf Parts  B1111 2000B1 20130412 B12345 132 56 76 1 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 
Grumman F-9 Cougar Water Heater 

Parts 
Z1111 2000Z1 20250412 Z12345 82 17 65 1 

 

Worker 

Name 

Recovera

bility 
Code 

Orga

nic 
Code 

Repres

entative 
Code 

QPA 

(Quantity 
per 

Assembly 

Unit) 

Unit 

Standard 

Newest 

Unit 

PRO-LT 

(Procurem
ent Lead 

Time) 

OST 

(Order 
Shipping 

Time) 

Acquisition 

Year 

Maintena

nce Year 

Hong Gil 
Dong 

Y N Y 1 2000 
(Won) 

2500 
(Won) 

250 Days 5 Days 2000 2013 

Kim 
Cheol 
Soo 

Y N Y 2 5000 
(Won) 

6000 
(Won) 

200 Days 10 Days 2000 2013 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 
Clement 

Freud 

Y N Y 26 5000 

(Won) 

6000 

(Won) 

1000 Days 130 Days 2000 2013 

Per Unit Cost Country Budget  Total cost of a 

unit 

No of units in the 

company 

warehouse 

Units Needed to 

Order 

10000 15000 10000 20 1 

20000 60000 0 20 0 
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Fig 3: Model accuracy for ML classifiers 

 

IV. CONCLUSION AND FUTURE SCOPE 

 

Developing a precise forecasting model for 

requesting of spare parts enables the inventory to take 

necessary actions i.e it can prevent stoppage of spare parts 

production.Since many decades time series forecasting has 

been a popular method. But by taking into consideration the 

drawbacks of each of these methods we continued our 

research on developing such a model which will improve its 

accuracy. In this work, we put forward a new prototype for 

demand forecasting of spare parts of anti-aircraft missiles 

using Machine Learning approaches and Neural Networks. 

We compared our new model with that of the existing one 

which did not take into consideration the country’s budget.So 

we included the concept of Economic Order Quantity (EOQ) 

which suggested to order optimal number of product units to 

order.It also helps to re order products in case there is a need 

to plaace some more orders.The results suggested the 

dominance of XGBoost and MLP over other classifiers. 

Additionally,the analysis on performance results by 

adding new relevant features improved the accuracy of SVM 

by 17%,Random Forest by 8%,Logistic Regression by 

11%,Decision Tree by 7%,MLP by 4% ,XGBoost by 

11%.Thus,it proves that XGBoost proved to be a likely 

classifer for coorect estimation. 

Finally, here we have considered only structured 

data.Further if unstructured data is considered some new 

method need to be applied for its prediction. We can also 

consider geographical conditions in further work. 
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Abstract - Automated brain tumor identification and 
classification is still an open problem for research in the medical 
image processing domain. Brain tumor is a bunch of unwanted 
cells that develop in the brain. This growth of a tumor takes up 
space within skull and affects the normal functioning of brain.  
Automated segmentation and detection of brain tumors are 
important in MRI scan analysis as it provides information about 
neural architecture of brain and also about abnormal tissues that 
are extremely necessary to identify appropriate surgical plan.  
Automating this process is a challenging task as tumor tissues 
show high diversity in appearance with different patients and 
also in many cases they tend to appear very similar to the normal 
tissues. Effective extraction of features that represent the tumor 
in brain image is the key for better classification. In this paper, 
we propose a hybrid feature extraction process. In this process, 
we combine the local and global features of the brain MRI using 
first by Discrete Wavelet Transformation and then using texture 
based statistical features by computing Gray Level Co-
occurrence Matrix. The extracted combined features are modeled 
by Support Vector Machine with different kernel functions like 
Linear, quadratic and RBF for classification of brain tumors in 
to benign or malignant class.  

Keywords— Brain Tumor, MRI, Segmentation, DWT, GLCM, 
SVM, RBF 

I.  INTRODUCTION 

Brain tumor is an unwanted collection of cancerous cells 
that develop in the brain beyond the natural cell cycle. These 
tumors may be benevolent, usually termed as benign, or 
malevolent, referred to as malignant. The benign tumors 
contain non-active cancer cells and many a times have 
uniform structures where as malignant tumors contain active 
cancer cells that may stretch to other body parts. Also, the 
malignant tumors mostly have non-uniform structures. 
Magnetic Resonance imaging is a non radio-active imaging 
technique used for study of internal organs to envisage high 
resolution images of the internal body parts, their structure and 
functions. With MRI doctors can visualize both surface and 
deep structures with a high degree of anatomical details and 
they can detect the occurrence of minute changes in these 
structures. Early and accurate detection of tumors increases 
the chances of better planning of treatment and hence better 
chances of survival of the patient. Automating this process is a 
challenge as tumors tend to develop in diverse shape, size and 
position and in some cases they exhibit appearance similar to 
the normal tissues. 

Medical Image Analysis involves processing of image at 
various stages. First, the Pre-processing is done to enhance 
the image quality where we remove the noise components, 
boost the image intensity and prepare the image for further 
processing [2]. In Segmentation stage the specific region of 
interest in the image is identified through one or combination 
of many intelligent methods [3] to obtain determinant 
characteristics of tumors from medical images. Following are 
some of the applications of image segmentation: to locate 
tumors, to measure tissue volumes, image simplification, 
classification and recognition of region of interest. Feature 
selection is the general term to represent the methods used for 
constructing the combination of variables that describe the 
data effectively [4]. It is the technique of obtaining a subset of 
highly relevant variables by eliminating irrelevant and 
redundant variables to build appropriate learning models. 
Accurate tumor classification is possible with more accurate 
feature selection techniques. Classification is a phase of 
analysis where we compute the numerical properties of given 
image features so that the image can be placed into one of the 
many categories. Classification is achieved by employing two 
processing phases: first, the training phase and then, the 
testing phase. In training phase, unique descriptions of each 
category of classification are obtained using the labeled 
training samples. In testing phase using an appropriate  feature 
space boundary we classify the unique descriptions of the test 
image [5]. 

In this paper we propose an automated method for tumor 
classification with two class labels namely benign and 
malignant.  We propose a hybrid feature extraction method to 
get the better representation of image samples by combining 
local and global wavelet coefficients obtained from DWT and 
texture based statistical features obtained by computing 
GLCM. This approach is motivated by the fact that both the 
local and global features are experimentally found to be 
uncorrelated and hence upon combining can give enhanced 
statistical details. This paper is organized into 5 sections. In 
section II we have summarized related works by various 
researchers in the field of brain image tumor classification. 
Section III gives the details of proposed work. The outcomes 
of the proposed work and evaluation with other benchmarks 
are discussed in Section IV. Section V has concluding remarks 
and discusses future enhancement options for this work.    
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II. RELATED WORK 

Many articles have been published by the researchers in 
the recent years on methods for classification of tumors from 
MRI images.   

Ayush Arora et al [6] suggested a method where the image 
was segmented using the popular segmentation techniques like 
thresholding followed by morphological operations. The 
features ware extracted from the segmented image using 
DWT. Using principal component analysis the high 
dimensional features features were reduced to computationally 
convenient lower dimension without losing much of the 
classification information. Then, k-NN classification was used 
to decide if the tumor is benevolent or malevolent. 

A scheme for brain tumor identification and further 
classification from MRI images by probabilistic neural 
network is suggested by Shree and Kumar [4]. They have used 
DWT to decompose the images into horizontal, vertical and 
diagonal components followed by textural image features 
extraction by computing GLCM. PNN classifier was used for 
the categorization of tumors. 

Another approach for brain tumor classification is 
suggested by Rathi and Palani [3]. They have extracted shape, 
intensity and texture features from the normalized images. 
Prominent features were selected using LDA. SVM was used 
to classify the tumors. 

Adhi Lakshmi et al [7] suggested techniques for tumor 
analysis. In this method image pre-processing was done with 
Distribution based Adaptive Mean Filtering and Adaptive 
Threshold based Edge Detection. Segmentation was achieved 
by using connected component analysis with Cellular 
Automata and Multi-angle Cellular Automata. The most 
representing features were obtained using a method called 
Dynamic Angle Projection Pattern. Those features optimized 
with Cockoo Search Optimization and such selected features 
were passed to SVM with Pointing Kernel Classifier.  

A comparative analysis of various feature extraction 
algorithms is published by El-Gayer et al [8]. They have 
compared the performances of FAST, SIFT, PCA-SIFT, F-
SIFT and SURF algorithms with respect to scaling, rotation, 
illumination change and other transformations. 

Image processing techniques for brain tumor analysis is 
published by Hemanth and Anitha [2] where they have 
conducted a survey of many techniques for pre-processing, 
feature extraction, classification. They have proposed a 
method where pre-processing was done with connected 
component analysis. Eight textural features namely 
Correlation, Contrast, Entropy, Variance, Angular Second 
Moment (A measure of Uniformity), Skewness (A measure of 
symmetry), Inverse Difference Moment (A measure of 
homogeneity) and Kurtosis (A Measure of data distribution) 
are extracted and these features were used for classification. 

Stationary Wavelet Transformation (SWT) which has 
superior wavelet coefficients as compared to DWT in terms of 
translation invariant property is proposed by Zhang et al [9]. 
Those features were reduced with PCA and Fisher 

Discriminant Analysis (FDA) was used to categorize brain 
into benevolent or malevolent.  

Daljit Singh and Kamaljeet Kaur [5] have observed that 
GLCM features  and classified using SVM with any of the 
RBF, Linear and Quadratic kernel functions will also yield 
better classification. They have compared GLCM with PCA 
for feature extraction.  

GLCM features were extracted from the fuzzy clustering 
based segmented images is proposed by B. Thamaraichelvi 
and G. Yamuna [10]. Entropy, Correlation, Energy, Contrast, 
Mean, Standard Deviation and variance features were 
extracted. SVM with RBF kernel was used to classify brain 
tumors with an accuracy of 98%. 

Using deep learning methods a survey on segmentation of 
MRI-based brain tumors is published by Işın et al [11]. They 
have effectively highlighted the challenges in manual, semi-
automatic and fully automatic segmentation methods. 

III. PROPOSED METHODOLOGY 

From the literature Survey we conclude that accurate brain 
diagnosis can be done by developing more effective and 
accurate techniques in feature extraction and classification. 
Literature survey motivated us to look into methods for 
extracting more meaningful features from the MR Images. In 
this work, we propose a method for extracting the features as 
shown in figure 1. First, the image samples are prepared for 
segmentation. This pre-processing and segmentation stages are 
described in sections A and B respectively. We extract the 
local features from the segmented image and global features 
from the fused images. The details are discussed in sections C, 
D and E. We were motivated to use a hybrid of local and 
global features of the image, after closely examining the local 
and global image features. We found that both the features are 
not correlated. Hence we hypothesize that use of hybrid 
features can give better description of the area of interest. 
These feature vectors obtained from DWT were reduced using 
PCA and further by computing GLCM, 13 statistical features 
were computed from them namely, Energy, Contrast, Mean, 
Correlation, Standard Deviation, Homogeneity, RMS, 
Entropy, Skewness, Inverse Difference Movement (IDM), 
Variance, Kurtosis and Smoothness. Using these statistical 
features the SVM classifier was modeled. The classifier 
efficiency was tested and compared with Linear, quadratic and 
RBF kernels functions. 

A. Preprocessing 
 

Brain MRI Image data set is obtained from the online 
repository of IMAGE & DATA ARCHIVE (IDA), University 
of Southern California [1].  The dataset contains RGB MRI 
FLAIR image slices with matrix size of 256 x 256, all with 
axial perspective. Results of various pre-processing stages are 
shown in figure 2. The images are first converted to gray scale 
and then enhanced by median filter (Figure 2a).  
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Figure 1. Schematic diagram of the proposed tumor classification technique 

 

         
 

               Figure 2 a) Color to Gray Conversion and     2b) Dynamic Thresholding        2c) After flood Fill 
Enhancement with median filter 

         
 

               Figure 3a) Original Image     3b) Segmented Image          3c) Masked Image 
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B. Segmentation 
 

The emphasis was on the removal of skull tissues and text 
in the MRI. Image was segmented using a Dynamic 
thresholding technique (Figure 2b) along with suitable 
morphological operations to filter out those undesired pixels 
(Figure 2c). Filling and Erosion are the two main 
morphological operations that are performed on binarized 
image to highlight the area of interest and generate the mask 
as shown in figure 3b. The original image is fused with the 
segmented image to get the masked image as shown in Figure 
3c.  

C. Discrete Wavelet Transformation 
 

MRI image is decomposed using discrete wavelet 
transform with four sub regions. These regions are called 
approximate component region and three high-frequency 
regions, namely horizontal component, vertical component, 
and diagonal component. Theoretically the approximate 
component region is obtained by using two successive low-
pass filters. The horizontal component is obtained by a pair of 
high-pass and low-pass filter. The vertical component is 
filtered using a pair of low-pass and high-pass filter. The 
diagonal component is created by two successive high-pass 
filters. 

Subsequent levels of decomposition follow the same 
procedure by decomposing the approximate component sub 
image of the previous level. 2D discrete wavelet transform 
was applied with the three-level wavelet decomposition. Here 
it is important to determine the most suitable decomposition 
level. With the increase in number of levels more detailed 
information will emerge. At the same time this will affect the 
classification model stability and hence reduce the computing 

efficiency. By trial and error method we have found that at 
third level all but particularly the diagonal component 
information is maximized and hence we have taken three 
levels of Haar wavelet decomposition. 30 MRI images are 
used to extract the features as training samples with 10 of 
them belonging to benign class and 20 belonging to malignant 
class. The masked images (as shown in Figure 3c) are used to 
compute DWT coefficient vectors of all the four components. 

30 MRI images are used to extract the features as training 
samples with 10 of them belonging to benign class and 20 
belonging to malignant class. The masked images (as shown 
in Figure 3c) are used to compute DWT coefficient vectors of 
all the four components.  

These global features are the input for PCA for further 
feature reduction. Output of such an image sample is shown in 
figure 4a. The segmented images (shown in Figure 3b) are 
used to compute DWT coefficient vectors which are the local 
features. DWT coefficients of segmented image sample are 
shown in figure 4b. 

D. PCA and GLCM 
 

For feature dimensionality reduction PCA is one of the 
most commonly used technique. PCA technique preserves the 
variance of the given input data and finds the linear lower-
dimensional closest representation of that data by using 
orthogonal transformations. It transforms a large set of 
correlated points into set of principal components.  

This reduced feature set of all the components are used to 
compute GLCM. GLCM is a statistical procedure to tabulate 
how often different combinations of pixel intensity levels co-
occur in an image.  Every element in the ith row and jth column 
of the GLCM is an indicator of how many times a pixel with a 
specific intensity i occurs in relation with other pixel with 

Figure 4a) DWT Coefficients of the image after applying the mask 

 
Figure 4b) DWT Coefficients of the segmented Image 
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intensity j. Two GLCMs are computed, one for local DWT 
coefficients and the other one for global DWT coefficients.  

E. Statistical features 

 
13 statistical features [12] namely Inverse Difference 

Movement, Skewness, Kurtosis, Smoothness, Variance, RMS, 
Entropy, Standard Deviation, Mean, Homogeneity, Energy, 
Correlation and Contrast are computed from both local and 
global GLCM. A set of 26 features extracted using DWT 
followed by PCA and GLCM from the sample image is as 
shown in the following table. 

Features Segmented 
Image 

Fused Image 

Contrast 36.54664 98.03584 

Correlation 0.84167 0.85767 

Energy 0.90735 0.12737 

Homogeneity 0.96503 0.60031 

Mean 3.87178 31.37863 

Standard Deviation 61.48974 108.52944 

Entropy 0.39561 2.44954 

Root Mean Square level 
(RMS) 

15.74675 62.69145 

Variance 3400.14272 6370.37139 

Smoothness 0.99998 0.99999 

Kurtosis 259.18122 41.06553 

Skewness 15.59871 5.03187 

Inverse Difference 
Movement (IDM) 

19132.42966 47963.94913 

 

F. Support Vector Machine 
 

SVM is basically a two class linear classifier model built 
upon numerical learning theory. The idea behind SVM is to 
build a decision boundary such that the margin of separation 
between support vectors of both the classes (positive and 
negative) is maximized. This decision boundary is a 
hyperplane in high dimensional feature space. This can be 
represented by w x + b = 0 where w is the weight vector 
normal to the hyperplane and b is the bias. The training data 
can be described by  

(wi x + b) ≥ 1 for all yi = Positive Class  and  

(wi x + b) ≤ 1 for all yi = Negative Class 

Support vectors are basically the planes as shown in      
figure 5 where: (wi x + b) = +1for hyperplane 1 

    and  (wi x + b) = -1 for hyperplane 2 

During learning the hyperplane the placement of 
hyperplane is determined by all training samples with an 
object of maximizing the distance between hyperplane 1 and 
hyperplane 2. All samples that are at the distance of the 
margin are called support vectors. When a new sample is used 
with unknown class label the value of (w x + b) decides the 
class of the test sample. Usually along with many other 
parameters a tuning parameter C is used to define the amount 
of allowed violation of the margin. Larger the value of C more 
relaxation is allowed for the model to fit the data. 

 
Figure 5. Hyperplanes and Support vectors in SVM 

 

 
Figure 6a) Trained SVM with Linear Decision Boundary 

 
6b) Result of testing new test image where SVM has classified 

the test sample correctly as Malignant    
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In this paper we have used linear Support vector where the 
decision boundary is linear.  The SVM training scatter map is 
shown in Figure 6a with a linear decision boundary. A test 
sample is being tested in Figure 5b. The test sample as shown 
in 6b above the linear boundary with bigger circle is classified 
correctly as malignant.     

IV. RESULT ANALYSIS 
 

Along with the above linear decision boundary model we 
have also modeled SVM with RBF and Quadratic kernel 
function to map linear data to nonlinear feature space and the 
decision boundaries will then be nonlinear. The kernel 
functions are used to project the data on to the higher 
dimensional feature space and at this space the data points 
become linearly separable. The proposed method is yielding 
acceptable results with linear, RBF and polynomial kernel 
functions. Polynomial kernel with degrees 2, 3, and 4 are used 
and best result was found with degree 2 as shown in the below 
result table. 

The performance measure, Accuracy is computed as the 
probability of correctly classifying the samples. We compute 
accuracy as: 

 

Where TP is True Positive, the number of correctly 
classified benign tumors; TN is True Negative, the number of 
correctly classified malignant tumors; FP is False Positive, the 
number of incorrectly classified benign tumors and FN is 
False Negative, the number of incorrectly classified malignant 
tumors. The experimental results are tabulated as follows: 

 

Kernel 
Function 

Feature extraction 
Method 

Accuracy 
(Rounded) 

Linear 
GLCM 92% 
DWT 68% 
Proposed Method 94% 

Quadratic 
GLCM 62% 
DWT 73% 
Proposed Method 89% 

RBF 
GLCM 86% 
DWT 93% 
Proposed Method 95% 

Polinomial 
GLCM 92% 
DWT 68% 
Proposed Method 94% 

 
 

V. CONCLUSION 
 

In this paper we have shown implementation of our 
proposed method, a hybrid of local and global feature 
selection with statistical features extracted from the Brain MR 

Images. They were reduced using PCA and GLCM was 
computed. Those local and global features were combined to 
form a set of 26 features are used to train the SVM model. 
After successful implementation of this model we have tested 
the model with test image samples and found that this method 
is having a maximum accuracy of 95% as listed above. There 
may be many possibilities to improvise this method in future. 
Different feature selection techniques may also be employed 
to obtain the hybrid feature set and investigate for even better 
accuracy over larger datasets. This method can also be 
employed in analysis of other disease MRI for the purpose of 
diagnosis.   
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Abstract—Session Initiation Protocol (SIP) is widely used in 
Voice-over-IP (VoIP) communication to initiate 
communication between user and server. SIP authentication 
mechanism was found insecure against various attacks 
because of its inherent open text architecture. We analyzed 
different models for SIP authentication and noted their 
vulnerability against various attacks. Major identified 
weakness was lack of mutual authentication in various 
schemes. In this paper, we provide a new authentication model 
for SIP communication for secure communication 
establishment. We use AVISPA tool for formal security 
evaluation of our model. We then prove how our model can 
resist against various known attacks and provide mutual 
authentication. Our model is relatively more efficient as we 
use symmetric key cryptography with ECC instead of 
asymmetric key cryptography. 

Keywords: VoIP, SIP, AVISPA, mutual authentication, 
user anonymity, security. 

I. INTRODUCTION 

We rely mostly on internet and wireless technologies to 

accomplish various tasks in our daily life. Different 

architectures, models and applications are developed which 

are based on these technologies that require a secure user 

authentication mechanism to validate identity of user and 

server. As a result multiple authentication schemes were 

proposed [1], [2], [3], [4], [5], [6], [7] . SIP is a widely used 

protocol for internet services which is used for authentication 

[8], [9], [10]. The Internet Engineering Task Force (IETF) 

designed SIP in 1996. Main role of SIP is to establish, modify 

and terminate communication between two or more 

communicating parties. SIP is essential for most of VoIP 

communications. But SIP was found vulnerable and could 

easily be hacked [11] . 

 

Fig. 1.   General Flow of Data in Challenge Response Mechanism in SIP. 

In SIP, most commonly used mechanism for login and 

authentication is challenge response mechanism. In this 

mechanism, user sends a login message to server which 

comprises of user specific login data and some dynamically 

generated parameters. Server verifies user identity on the 

received login data and generates a server verification token 

based on dynamic parameters received from user. Server then 

sends server verification token and some dynamically 

generated server specific data to user as challenge message. 

User verifies identity of server through parameters generated 

at user end. After successful server verification, a user token 

is generated based on the dynamic data received from server. 

This token is sent as response message to the server. Server 

does final verification of user based on user token. A dynamic 

session key is generated based on the dynamic parameters 

exchanged in these messages. Figure 1 shows the general 

flow of data in SIP architecture. 

One of the major role of SIP is to provide a secure 

authentication mechanism. When SIP is implemented, it 

should ensure to the system that a valid user is accessing its 

services and to the user that he is connected to a valid system. 

There are few globally known parameters about the system 

which varies depending on  the  implementation.  Some  

knowledge is kept secret by both user and the system. User  

uses  his secret knowledge and public parameters to send a 

login request to server. Server verifies identity through secret 

parameters and sends appropriate reply message.  Thus  client  

verifies  his connection to appropriate server from the 

received reply message. [12], [13], [14]. 

Another major aspect in terms of authentication is mutual 

authentication. Server must ensure that legitimate user is 

provided access and not an attacker. User must ensure that    

he is connected to legitimate server and not some malicious 

spoofed server created by attacker. Multifactor authentication 

provides advantage over traditional single factor 

authentication. Amongst Knowledge, Ownership and 

Inheritance factors of authentication, it is essential to use at 

least 2 factors for authentication. Knowledge factor can easily 

be included by including PIN or password for authentication. 

Ownership factor can be included through devices like smart 

cards, smart wearable devices or software tokens stored in 

mobile devices. Inheritance factor is relatively tough to 

include is system due to nature of biometrics which are used 

as authenticator. Biometric data is generally tough to replace 

if leaked from the system. The biometric template of user can 
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be captured by the attacker if there is vulnerability present in 

the reader. Biometric data cannot be replaced by user unlike 

ownership or knowledge factor. Thus it is considered better if 

only ownership and knowledge factor is used for 

authentication. 

Many SIP schemes used verification table containing user 

passwords at server for authentication. This made system 

vulnerable to various attacks like insider attack, password 

guessing attack, stolen verifier attack, server spoofing attack, 

etc. Reduced efficiency and lack of scalability is another 

issue with this approach. To address this problem, new 

schemes were developed where remote server could 

authenticate user without verification tables [11], [14] . This 

new approach also allowed early detection of wrong 

credentials from user. 

Rest of this paper is divided as follows: Section 2 provides 

literature review for different SIP authentication schemes. In 

Section 3, proposed model is explained in detail. We 

evaluate security and functionalities of our proposed model 

in Section 4. We conclude our paper in Section 5 and provide 

scope for future work. 

II. LITERATURE REVIEW 

Several schemes were proposed on SIP to provide secure 

and reliable authentication [8], [9], [10], [11], [13], [14], 

[15], [16]. Many of these schemes were vulnerable to many 

attacks like insider attack, stolen verifier attack, spoofing 

attacks, etc. Some lacked important functionalities like 

mutual authentication, secure and dynamic session key 

generation, or multifactor authentication. Some schemes 

contained  elements like verification tables or global clocks 

which made them vulnerable. 

Yeh et al. [17] proposed an authentication scheme using 

ECC and smart cards. They provided early wrong password 

detection by providing offline password verification, Mutual 

authentication was provided by using a challenge response 

mechanism. They stated their scheme was resistant to 

password guessing attacks. However, Farash et al. [18] 

proved that Yeh et al.’s scheme was vulnerable to offline 

password guessing attack, user impersonation attack and 

server impersonation attack. 

Farash et al. [18] proposed authentication scheme to 

overcome weakness in Yeh et al.’s scheme. They stated their 

scheme could provide security properties like user anonymity, 

untraceability and offline password changing phase. Alamr et 

al. [19] proved that Farash et al.’s scheme could not provide 

user anonymity and confidentiality. Offline password 

changing phase also made their scheme vulnerable to offline 

password guessing attack and brute force attack. 

Farash et al. [20] stated that their scheme can withstand 

well known attacks. Kumari et al. [21] showed that Farash et 

al.’s scheme was vulnerable to user impersonation attack, 

session specific information leakage attack and password 

guessing attack. Also there was lack of user anonymity. 

Major identified issues in literature review are vulnerability 

to password guessing attack, user and server impersonation 

attack, brute force attack and session specific information 

leak- age attack. Key functionalities which were missing 

includes mutual authentication and user anonymity. 

III. PROPOSED MODEL 

The proposed model consists of four different phases, i.e. 

Setup Phase, Registration Phase, Login and Authentication 

Phase and Password Change Phase. Figure 2 illustrates the 

workflow of system. We have provided a mechanism for 

offline password verification to detect invalid password at an 

early stage. Our proposed model performs multiple checks to 

verify identity of user and server. A secure session key is 

dynamically generated based on generated random data. In 

this section, we see elliptic curve cryptography followed by 

phases of our system. 

A. Elliptic Curve Cryptography (ECC) 

Miller [22] and Koblitz [23] were first to explore 
application of ECC in cryptography. This turned out to be 

more secure when compared with traditional public key 

cryptography [24]. Same level of security is provided in 

ECC but total number of parameters included is reduced. 

For ECC based cryptography, operations are carried out 

which completely depends on single equation which is as 

follows: 

Eq(i, j): y2 = (x3 + ix + j) mod q 

where q is a very large prime number. Size of q is greater 

than 160 bits and i and j belongs to integers. (x, y) are points 
that satisfies 94i3 + 27j2) mod q ≠ 0. Value of integers i and 

j defines the elliptic curve. Identity element is considered as 

point at infinity O. Multiplication in ECC is scalar and is 

considered as repeated addition. So if P is considered as a 

point over equation Eq(i,j) and v is integer to be multiplied 

then vP= P + P + P+ P +…P (v times).Computational 

problems with respect to ECC are as follows: 

1. Elliptic Curve Discrete Logarithm Problem (ECDLP) 

ECDLP states that if 2 points R and S are given on an 

elliptic curve Eq(i,j), then it is computationally hard to 

find another integer k such that R=kS in polynomial 
time. 

B. Setup Phase 

Server generates system parameters in this phase as 

follows: 

• Large prime number: n 

• Elliptic curve: Ep(a, b) 

• Server’s private key: qs ∈ Zn* 
• Secure one way hash functions: hp(.), hs(.) such that 

h:{0,1}* → {0,1}l  
where l is the security parameter 

• Symmetric encryption/ decryption functions 
EK()/DK() where K is secret key 

Server is initialized once all the parameters are set. 

C. Registration Phase 

Whenever a user wants to register, user and server 

cooperates to perform following steps via a secure channel. 

The steps which are performed are as follows: 

1) User selects and enters his username as Un and 

password as Pu. A number M is generate dynamically  
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Fig. 2.   Data flow in proposed model.

 

such that M ∈ Zn
*. All these 3 parameters are then 

sent to server. 

2) Server generates a unique hash function hu(.) 

dynamically which is user specific. Then ID is 

generated as ID=hu(Un) and PT as PT =hu(Pu). T is 

generated as T=qs(hs(ID)) and D as D=hs(ID||qs). 

Secure user authentication parameter (m2) is 

generated as m2=(hp(Un||PT||M))T. 

3) Parameters {m2, M, T, D, hu(.),hp(.), EK(.)/DK(.)} are 

stored on smart card. Smart card is sent to the user 

via a secure channel. 

D. Login and Authentication Phase 

Whenever user wants to get services of the system, he first 

passes through this phase to verify identity of system and 

authenticate himself. Steps followed in this phase are as 

follows: 

1) User enters Un and Pu in the system after entering 

smart card into the reader. 

2) ID is computed as hu(Un) and PT as hu(Pu). Message 

m1 is computed as hp(Un||PT||M). If value of m1T 

equals m2, then user is successfully authenticated, 

otherwise invalid credentials message is displayed. 
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3)  R is generated dynamically after successful 

authentication as R Zn
*. Key K1 is computed as 

K1=hp(RD). Q is computed as Q= R+T. Message m3 

is generated by encrypting (ID,Q) with the Key 

K1. {m3, ID, R} are sent to the server as login 

request to the server. 
4) After receiving login message, server first computes 

D as D=hs(ID || qs) followed by key K1’ as 

K1’=hp(RD). m3 is decrypted with Key K1’ and 

parameters ID’ and Q’ are obtained. T is computed 

as T=(qs)hs(ID) and Q as Q=R+T. If Q equals Q’, 

then the identity of user is verified successfully, 

otherwise the connection is terminated. V and 

W are generated dynamically after successful 

authentication as V, W ∈ Zn
*. K2 is computed as 

K2=hp(VQ). Server authentication message Auths is 
computed as Auths=hp(K1’||K2||R||V). m4 is 

generated by encrypting (R+R, W) with key K2. 

{m4,V,realm,Auths} is sent as challenge to the user. 
5) Key K2’ is generated as hp(VQ). m4 is decrypted 

with key K2’ to obtain parameters X and Y. Auths
* 

is computed as Auths*=hp(K1||K2’||R||V). Server 
authentication is successful if Auths equals Auths

* 

and X equals R+R. Session key SK is generated as 
SK=hp(R||V||W||K1||K2’). User authentication 

message Authu is generated as 
Authu=hp(realm||D||V||W||R).{realm,Authu} is sent 

as response to the server. 

6) Server generates user authentication message Authu
* 

as Authu
*=hp(realm||D||W||V||R). Final user 

verification is successful if value of Authu
* equals 

Authu. After successful authentication, session key is 

generated as SK=hp(R||V||W||K1’||K2). 

Now server and user communicates securely through the 

newly generated session key SK. 

E. Password Change Phase 

This phase is executed when user wants to change his 

pass- word. In order to change password, entire login and 

authentication phase is executed first to establish a secure 

channel with server. Steps performed after generation of SK 

are as follows: 

1) User enters new password Pu
* in the system. PT

* is 

computed as PT *=hu(Pu*). M is modified as M=W. 

2) m2 is then computed as m2=hp(Un||PT *||M)T and the 

modified value is stored on smart card. 

 

IV. Result Analysis 

 

In this section, we provide security analysis of the proposed 

model. Then the security of proposed protocol is compared 

with various proposed schemes. The security provisioning 

has also been elaborated in this section keeping in contention 

the aspects that enhance the strength of the system. The key 

security aspects of the proposed model are mutual 

authentication ensuring proper identity checks for user and 

system, user anonymity to prevent access from privileged 

insider to identify user along with dynamic and secure session 

key generation for perfect forward secrecy. All these 

provisions ensure that modularity of the system is maintained 

to the maximum extent possible. The given system carries 

forward all the security provisions of symmetric key 

cryptography as core concepts. 

A. Formal Security Evaluation using AVISPA tool 

We use Automated Validation of Internet Security 
Protocols and Applications (AVISPA) tool [25] for 

formal security evaluation of our proposed scheme. 

There are different back-ends available to verify security 

of proposed schemes. We have used On-the-fly Model 

Checker (OFMC) back-end to evaluate security of our 

scheme. Figure 3 shows simulation results of our 

proposed scheme. 

 

Fig. 3.   Simulation result under OFMC model of AVISPA 

B. Informal Security Analysis of proposed model 

1) Mutual Authentication: In our model, we perform 

user authentication at server without message freshness in 

step 3 when we compare Q with Q’. After this preliminary 

verification, Server is authenticated by user in step 4 when 

Auths is compared with Auths
*. After successful server 

authentication, user generates user authentication message 

as Authu. Server authenticates user in step 5 when Authu
 is 

compared with Authu
*. Thus we provide mutual 

authentication in our system when we compare Auths with 

Auths
* and Authu with Authu

*. 

2) Dynamic and Secure Session Key Generation: In our 

model, we generate session key based on 5 different 

parameters, (R, V, W, K1 and K2). K1 and K2 are securely 

generated keys at user and server end respectively, R and V 

are dynamically generated random values which are 

transmitted openly between user and server and W is 

dynamically generated random value at server which is 

passed securely to user. 

Values of W, K1 and K2 is either transferred directly 

through secure channel or indirectly generated securely by 

hiding partial information in transferred messages. As a result, 

it becomes computationally impossible for attacker to guess 

all 3 secure values correctly. Thus our model supports secure 

session key generation. Also, as all 5 parameters are random 

and dynamically generated, our model supports dynamic 
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session key generation. 

3) User Anonymity: In our model, username is accepted 

from user as Un. This value is then passed from a secure 

hash function hu(.) to get a dynamically generated user 

specific random identity ID. It is impossible to obtain 

original input value from the hash function. Also, it is 

impossible for attacker to read contents of message m3 

transferred in step 3 without getting security parameter D. 

Thus our model supports user anonymity. 

4) Resistance against Password Guessing Attack: In our 

model, we accept 2 different parameters Un and Pu from 

user to generate user identity ID and password PT. Neither 

Pu nor PT is stored directly on card. ID is transferred 

through insecure channel to server. But it is impossible to 

generate Un from ID even if hu(.) is known to attacker. 

Thus our model provides resistance against password 

guessing attack. 

5) Resistance against Server Impersonation Attack: In 

our model, key K1 is generated at user end from a secret 

parameter D, which was generated by server in registration 

phase. Q is sent in an encrypted form to server in m3. Key 

K2 can only be generated with the knowledge of this Q. 

Message m4 cannot be sent without K2. As a result, our 

model provides resistance against server impersonation 

attack. 

6) Resistance against User Impersonation Attack: In our 

model, user sends message m3 to the server.  This message 

is generated only with the knowledge of security parameter   

D which is stored on card by server in registration phase. If 

message is replayed, attacker still cannot generate Authu as   

it contains knowledge of D as well as dynamically 

generated parameter V and W. Thus our model provides 

resistance to user impersonation attack. 

7) Resistance against Brute Force Attack:  In our model, 

we accept 2 parameters Un and Pu from the user to verify 

identity of user. None of these parameters are stored 

directly on the system. It is essential to provide correct Un 

and Pu in order to login successfully. As it is 

computationally infeasible to brute force 2 different 

parameters in polynomial time, our model provides 

resistance to brute force attack. 

8) Resistance against Replay Attack: In our model, 

values R, V and W are dynamically generated at user and 

server end. These values are to be included as a reply 

message to the received message. As attacker cannot 

modify the messages to add these values, our model 

provides resistance to replay attack. 

9) Resistance against Relay Attack: In our model, 

session key is generated securely. The parameters which 

are generated are not transferred directly over insecure 

channel. Two-factor authentication is also included which 

gives resistance against relay attacks [26]. Thus our model 

provides resistance to relay attack. 

10) Resistance against Man-in-the-Middle Attack 

(MITM): In our model, we generate a secure session key in 

login and authentication phase. This session key is used to 

transfer data securely through symmetric encryption 

schemes. Cryptographic techniques are strong security 

mechanisms to resist MITM attack [26]. Thus by including 

encryption, we provide resistance against MITM attack. 

C. Comparative Security Analysis 

We compare security of our proposed model with 

different schemes from Section 2 to evaluate security of our 

model relatively in Table 1. Attacks and properties which are 

considered for security evaluation include password 

guessing attack, server and user impersonation attacks, brute 

force attack, relay attack, replay attack, MITM attack and 

property like user anonymity. Attacks and functionalities 

which were common for all the schemes are not included in 

the table. 

TABLE I 

RELATIVE SECURITY ANALYSIS 

 

Attack Types Yeh et al. 

[17] 

Farash et 

al. [18] 

Our 

Model 

Password Guessing Attack Insecure Insecure Secure 

Server Impersonation Attack Insecure Secure Secure 

User Impersonation Attack Insecure Secure Secure 

Brute Force Attack Secure Insecure Secure 

Relay Attack Secure Insecure Secure 

MITM Attack Insecure Secure Secure 

User Anonymity Absent Absent  Present 

 

V. CONCLUSION AND FUTURE SCOPE 

SIP is key component in every VoIP communication. It is 

responsible for ensuring proper and secure connection 

establishment between the communicating parties. However 

there is an inherent vulnerability in authentication phase of 

SIP due to its open text nature. 

In this Paper, a secure authentication model for SIP is 

proposed. Key functionalities like mutual authentication and 

user anonymity along with secure and dynamic session key 

generation mechanism are provided in the proposed model. 

Lastly informal security analysis is done against various 

attacks and relative analysis is provided.  

Future work can be done to provide security in multiserver 

environment. Three factor authentication can also be 

provided for critical applications where smart cards have 

higher processing power and added functionalities. 
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Abstract— Nowadays Convolutional neural networks (CNN)  

has become very popular, since they are able to surpass human 

efficiency in image classification task on ImageNet dataset. CNN 

are able  extract features from images. These features has given 

state of the art accuracy as compare to the hand engineered 

features. Large deposits of salt normally contain large 

accumulations of oil and gas. But to pinpoint their accurate 

location in seismic images require human expertise. As the 

number  of data is increasing now days, it becomes impractical to 

use human for this task. In this paper, for this task a CNN model 

based on U-NET architecture, a fully convolutional neural 

network with Laplacian filter is presented. It has been observed 

that the preprocessing with Laplacian filter lead to  better results. 

 
Index Terms— Convolutional neural network, Salt 

segmentation, U-NET, Image segmentation, deep neural network, 

seismic images, Laplacian filter 

I. INTRODUCTION 

In sedimentary rocks a dome- shaped structure is formed by 

evaporation of a large mass of salt. It is known as salt dome. 

Salt domes have trapped oil and gas reservoirs. Compared with 

the surrounding strata, salt domes often exhibit chaotic 

reflections in the form of a distinct texture. Therefore, salt 

dome interpretation can be formed as a structure segmentation 

problem. However, the boundaries of salt domes are not easily 

identified in most geologic scenarios. As the underlying 

physics  with noisy and low-resolution data make it difficult. 

Recently Deep neural network methods have been 

successful in solving problems which require feature 

extraction[1] .They provide the state of the art results as 

compare to hand crafted features. In this accuracy can be 

increased as the amount of the data increases. A subtype of of 

deep neural network is Convolutional Neural Networks 

(CNNs). In the field of image analysis it is  pushing the state of 

the art. 

LeCun et al. in 1990 [12] and later improved it in 1998 [10] 

proposed LeNet.It is a Convolutional Neural Network based 

model. It is used for Handwritten Digit Recognition.It has 

many applications such as  in reading zip codes, digits, etc. 

But at that time there was a lack of high computing machines 

which prevented the use of CNN. 

 
Figure 1: A simple CNN flow diagram [2] 

 

AlexNet architecture was developed by Krizhevsky et al. 

[3]. It is one of the few works that popularize the 

Convolutional Neural Networks in the area of image analysis. 

Its network architecture is similar to LeNet. But AlexNet has 

larger and deeper architecture with more parameters. In 

ILSVRC-2012 competition, AlexNet was able to achieve the 

top-1 and top-5 error rates.  

Zeiler M et al. utilize a multilayered Deconvolutional 

Network (DeConvNet) to see activities within  the 

network[4].It helps in visualizing how the features of the 

network during the training evolve. They also used it, to 

troubleshoot the network in case of any issues. They were able 

to analyze the architecture of AlexNet and did some  changing 

in  the network such as decreasing the filter size and stride in 

the first layer and increase the size of the middle convolutional 

layers. This new network, which is the improvement of 

AlexNet,was able to win ILSVRC 2013.  

Simonyan et al [11] have done an analysis of network 

architecture by keeping all the parameters fixed except  the 

depth factor. This could lead to a large number of parameters. 

But by using small 3x3 convolution filters, they were able to 

efficiently controll this problem. This result in a development 

of a new and accurate ConvNet architecture known as 

VGGNet. It came second in the ILSVRC 2014 contest.  

Szegedy et al.[5] introduced a new architecture known as 

Inception (v1).They were able to win the ILSVRC 2014 

competition using it. It utilizes more computing resources than 

the AlexNet . GoogLeNet is a  network, which has a less 

parameter as compare to AlexNet with twenty-two layers of 

Inception module. Later, many changes have been done in 

Inception-v1, which lead to increase in performance. Such as  
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the introduction of batch normalization by Ioffe et al. [6] 

which led to Inception-v2. More improvements were done in 

this version and the architecture was later known as Inception-

v3 [7]. 

Kaiming et. al. proposed a novel CNN architecture known 

as ResNet. They used residual connection to learn residual 

function with respect to the input. They propose that it will be 

easier to learn identity function then compare to unreferenced 

functions [9].This make it easier to optimize deeper network. 

It results in increasing the overall performance and accuracy. 

One of its drawback is that it also increase the number of 

overall parameters to optimize. Hence make the network much 

more expansive in terms of resource utilization.But without 

affecting the performance , overall parameters can be 

decreased by removing the first Fully-Connected layer .Since  

this layer contains most of the parameters. 

Szegedy et al [8], later in 2015 show that by using residual 

connection with inception module, model can learn faster. It 

makes the network more efficient. They were able to win 2015 

ILSVRC challenge using this architecture. 

Recently, Ross et al [13] review popular facies classification 

methods based on machine learning algorithms. Huang et al. 

[14] show that for identifying geologic faults in 3D seismic 

volumes CNN provides much better results than the  methods 

like support vector machines(SVMs) and logistic regression. 

Their experiments show much bettrer accuracy in a variety of 

seismic processing and interpretation tasks. Araya-Polo et al. 

[15] use pre stack seismic data, without processing the data to 

seismic image, to identify faults. 

Wu et al [16] train a CNN to perform pixel-by-pixel salt 

body classification. Previous researchers [17][18] discuss salt 

boundary extraction as a global image segmentation problem. 

Considering it as an image segmentation problem, it faces 

problems due to some drawback of deep learning approaches, 

which only depend on network made for object categorization 

for pixel wise labelling [19]. It is necessary to have a 

mechanism such that the deep layer feature are mapped to the 

same dimension of the input images. Such approaches lead to 

ad hoc methods to upsample features, e.g. by element 

replication.  

An alternative network architecture, inspired by U-Net [20], 

that overcomes the problem by mapping the encoder outputs to 

the final classification labels of image dimension is adopted in 

this paper. This architecture is include  a stack of encoders and 

their corresponding stack of decoders. Their final output is 

give to a sigmoid classification layer. Both encoder and 

decoder are fully convolutional layers. It has dual input 

channel, one has seismic image as a input and has the 

Laplacian of the image. The Laplacian operator computes the 

second derivative of an image and the resultant image 

highlight regions of rapid intensity changes. Therefore it is 

often used for edge detection[21][22]. The Laplacian operator 

for an Image is defined as shown in equations (1), (2) and (3) 
 

                                                       ∆2f =      
∂2f

∂x2
   +

∂2f

∂y2
                                                               (1) 

 
For X-direction, 

   

∂2f

∂x2
   =  f x +  1, y +  f x −  1, y −  2f x, y                                 (2) 

For Y-direction,      
∂2f

∂y2
  =  f x, y +  1 +  f x, y −  1 −  2f x, y                                 (3) 

    Single input channel model which takes only seismic 

image as an input. The results of both the models are 

compared. It has been observed that the dual input channel 

model has outperform the single input channel model. 

II. MODEL ARCHITECTURE 

Firstly, the salt body classification as a semantic image 

segmentation problem with two classes has been 

constructed. The algorithm assigns a salt label to each 

image pixel based on the shape of the seismic image. The 

frame work of the proposed method is a convolutional 

encoder decoder network. It is inspired from U-Net[20],an 

architecture applied to biomedical image segmentation. 

This encoder-decoder architecture is trained end-to-end 

such that it  jointly optimize all the model parameters of 

the network. Proposed network architectures for dual input 

channel is illustrated in figure 2. 

First proposed model contain dual input channel with 

both Laplacian of a seismic image and seismic image as an 

input where as the second contain only  seismic image as 

input. The rest of the architecture is same in both cases. 

The Laplacian operator helps in highlighting of  the sharp 

intensity changes in the image which helps in better 

performance of the model. 

The decoder network contains a stack of decoders 

corresponding to each encoder. It is one of the key 

components of the proposed network. Each encoder 

contains a filter bank. By using it for performing a 

convolutional operation, a set of feature maps is produced.  

Element-wise rectified-linear unit (σ(x) = max{0,x}) is 

applied as non-linear activation. Following that, max-

pooling operation is performed such that the resulting 

output is sub-sampled by a factor of 2. In the input image 

dve to max-pooling, over small spatial shifts  translation 

invariance is achieved. The appropriate decoder in the 

decoder network up samples its input feature maps by 

resizing-interpolation. This results in a sparse feature maps 

which are  further convolved with a trainable decoder filter 

bank and produce a dense feature maps. The high 

dimensional feature representation at the output is fed to a 

trainable sigmoid function. The output of the classifier is a 

single channel image of classification probabilities.  
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Figure2: Proposed model architecture.Model has dual input channel. 

Model architecture is inspired from U-net.  

 

 

III. TRAINING 

Dataset is proved by TGS , as they hosted  Kaggle 

Competition of salt segmentation from  seismic images [25]. 

Input seismic images are of 101 × 101 dimension images. 

They have binary mask of salt deposition. Their is total of 

4000 images of train dataset which are divided into training set 

and validation set. First 3,400 images is used for training and 

last 600 images is used for validation set. 

 
          Seismic image                            Laplasian of seismic image            

 
               Mask                                                 Predicted mask 

Figure 3:From left to right first image is a seismic image  from validation set 

and its Laplacian is shown next as the second image. Third image is the 

output mask  of an image which it never seen before while training and its 

predicted value is shown at last as fourth image.  

 

He et al. [23] propose a technique for weight initializing 

and it is  used for parameters initializing in the proposed 

network. In this paper binary entropy loss is used as the loss 

function, and adaptive momentum descent (Adam) as 

optimization algorithm [24] has been used to iteratively update 

the model weights. The resolution of input images is increased 

from 101x101 to 128x128 before giving it to the network. 

Image pixel are normalized by dividing it by 255. 

IV. RESULTS 

    The model architecture code is written in python using keras 

library and tensorflow at the backend.Code is available at 

https://github.com/JASDEEP50SINGH/salt-segmentation-

using-laplace-transform.To process the model described above 

we used a single NVidia GTX 1050 Ti GPU at our disposal. 

The full training and prediction cycle took about 1 hour for 

single channel input model and 2 hours for dual input channel 

input. The value of seed for random variable is set to 125. The 

results achieved on the validation and training data set during 

the training process are shown on figure 4. 

    Model is run for 30 epochs as loss does not decrease further. 

Whenever validation loss decreases, model weights are saved. 

From the last saved models weights, it provide 92.28 % 

accuracy (the percentage of pixels correctly classified in the. 
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                                              (a) 

 
                                             (b) 

 
                                             (c) 

 
                                             (d) 
Figure 4:(a) loss curve of dual input channel model, (b) loss curve of 

single input channel model, (c) Accuracy curve of dual input channel 

model, (d) Accuracy curve of single input channel model. As the number 

of epochs increases accuracy of both models improves and their binary 

cross entropy losses decreases. Overfitting can be seen as the  losses 

start increasing after they reached their  minimum value.  

 

image)  and .1825 binary cross entropy loss on validation data 

by dual input channel model. Single input channel achieves 

91.31% accuracy and .2024 binary cross entropy loss on the 

same data. The Dual input channel outperform the single input 

channel  

V. CONCLUSIONS 

In this paper a network model with pre-processing of 

input data is proposed for an end-to-end automatic salt 

body detection in seismic image based on a convolutional 

neural networks. The encoder-decoder architecture allows 

for extracting essential information from training data, and 

results in high accuracy. The model has been tested on the 

dataset proved by TGS , as they hosted  Kaggle 

Competition of salt segmentation. With limited amount of 

manually prepared training samples, the model successfully 

generalizes to unseen seismic slices produces accurate salt 

body detection results. The results are further improved by 

concatenating Laplacian of an image with input image.We 

believe that with further image pre-processing and data 

augmentation accuracy can be increased. 
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Abstract-The need of efficient data computation in the 

today’s world is challenging as the data generated 
everyday enormously. So in this case the computation 

resources may be available on demand because of the 

cloud computing. In this paper an analysis based on 

the previous study have been discussed and analyzed 

on the methodological prospects. It includes the 
attributes like computational parameters, data 

handling mechanism and data security and 

authentication.  This study also explores the 

mechanism for the effective data computation in 

terms of inter cloud environment. It includes the 
environment variability between public and private 

clouds.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           

                                                                                                                                                                                                                                                                                                                   
Keywords-Cloud Computing, Data Computation, Inter 

Cloud Environment, Public and private clouds  

 

1. INTRODUCTION                                                                             

 

The resource sharing now a days become easier due 

to the cloud computing [1, 2]. Currently it is an 

essential platform for the It industry, Business 

enterprise, University, etc.  It is also a mainstay for 

the Internet of Things (IoT). There are several 

resources which can be available on demand 

through the Internet [3, 4]. So cloud computing 

mainly provides the utility and so it is also called 

utility computing [5]. 

 

For the better utilization of the cloud computing 

there is the need of efficient handling of the 

resources and there should be mechanism to 

provide some sort of ranking and acquiring the 

mechanism securely [6−10].  

 

 
Figure 1 Cloud Computing System 

 

In general cloud computing is categorized in four 

parts based on the deployment [11−14]. These are 

public, private, hybrid and community cloud. In 

terms of resource sharing public cloud is better but 

it is less secure. Private clod is more secure. In 

hybrid there is a concrete collaboration of public 

and private cloud. Community cloud provides the 

sharing of the resources between organizations [12]. 

In general based on the services it is categorized in 

three parts Infrastructure-as-a-Service (IaaS), 

Cloud 
Computing 

Resource 
management 

Data control 

Data sharing Pooling 

Aggregation 
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Platform-as-a-Service (PaaS) and Software-as-a-

Service (SaaS) [12]. IaaS is mainly for the 

infrastructure like disk and servers (virtual).  PaaS 

is mainly for the platform like database and 

execution framework. SaaS is mainly for the 

software resources like mailing services and 

application services. 

 

The main objectives of this paper are: 

 

1. To explore the methods in the direction of 

resource utilization and data sharing. 

2. To explore the data handling mechanism. 

3. To identify the pros and cons and discuss 

the solution. 

4. To explore the security handling 

mechanism. 

 

2. RELATED WORK 

In 2018, Mao [15] discuss the impact of cloud 

computing environment with the intend of big data. 

They have suggested the big data transport channel 

model for improving the channel transmission.  For 

the output features analysis they have used feature 

extraction and association rule mining. They have 

auto-correlation beam forming method for the 

channel equalization design. Their result suggests 

that their method has better channel equalization. 

 

In 2018, Kim and Chang [16] discussed on privacy 

preserving techniques in terms of cloud computing. 

They have proposed a privacy preserving k-means 

algorithm for solving bit array comparison problem. 

They have also considered the center point based on 

the distribution mechanism. They have achieved 

300% better performance. 

 

In 2017, Jagli et al. [17] discussed the cloud 

computing in terms of fully integrated future 

Internet. They have suggested that the evaluation of 

best one is needed for efficient service selection and 

consideration for the development of the new 

model. They have proposed a model based on fuzzy 

clustering algorithm.  

 

In 2016, Hong-Qiang et al. [18] discussed about the 

mobile cloud computing.  They have worked on the 

user demand and their source approvals based on 

the demand for the fulfillment. For this they have 

proposed an efficient method based on fuzzy c-

means algorithm for the resource scheduling.  

 
In 2017, Lordan and Badia [19] discussed about the  

computing access in the cloud servers. Their 

framework that is framework that is COMPSs-

Mobile provides the energy-efficient and high-

performing applications. The structure gives a 

framework uninformed programming show that 

enables engineers to code standard Android 

applications whose calculation is straightforwardly 

parallelized and in part offloaded to remote assets. 

They have provided an outline of the programming 

demonstrate and depicts the interior parts of the 

toolbox which underpins it concentrating on the 

offloading and check pointing systems. It moreover 

presents the consequences of certain tests directed 

to assess the conduct of the arrangement and to 

quantify the potential advantages in android 

applications.  

 

In 2016, Jing et al. [20] discussed about grey 

clustering and entropy. They have proposed a grey 

clustering classification model to evaluate cloud 

computing credibility. For this entropy is used. It is 

used for the purpose of weight determination of 

clustering. Their simulation supports the methods . 

 

In 2016, Jagli et al. [21] discussed about the 

resource sharing. They have suggested that the SaaS  

the core of cloud computing. Hereafter interest for  

programming as a SaaS has been immensely 

expanded by end clients just as by a specialist 

organization, yet at the same time, it is a major 

testing task for cloud specialist coops to assess their  

administrations, gave to the end client. It is likewise 

troublesome for end clients to discover the potential 

programming administrations in the distributed 

computing condition. At first, depicts the 

inspiration for assessing SaaS on the distributed 

computing condition with the issue depiction. 

Besides, it's portraying the different issues 

furthermore, challenges for assessing programming 

administrations on the cloud figuring. Thirdly, it 

clarifies about the proposed work in assessing 

Software as a Service. At long last, the answer for 

the distinguished issue is executed and broke down 

the outcomes. 

 

In 2017, Awada and Barker [22] discussed about 

the cloud computing providers. They have 

suggested a cloud-based management service 

(CMS) framework. The capability provided by this 

framework suggested are increased deployment 

density, scalability and resource efficiency. Their 

results shows that it is useful in cluster utilization, 

and reduction in execution time.  

 

In 2017, Dutta and Sengupta [23] discussed about 

large data sets management. They have 

implemented k-means for this proposed especially 

for the enterprise cloud environment.   

 

In 2017, Liu et al. [24] presented a hierarchical 

multi-cluster big data computing framework. It is 

based on the Apache Spark. Their system bolsters 

blend of heterogeneous spark figuring bunches. 

With a coordinated controller inside the system, it 

likewise encourages capacity for submitting, 

observing, executing of Spark work process. Their 

results shows the effectiveness in group creations.  
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3. PROBLEM STATEMENTS 

 

The following problem statements have been 

identified based on the related study analyzed and 

discussed. 

1. Data handling mechanism based on data 

clustering is missing. 

2. Data categorization based on the weight 

based assignment is also missing. 

3. How to handle the data securely in data 

sharing environment is also a big 

challenge. 

4. Data mining techniques are missing in data 

sharing and handling. 

5. Centralized authentication along with the 

cloud user control is  missing in several 

research works. 

 

4. ANALYSIS 

 

Gap analysis based on the latest related works has  

been shown below in Table 1. Comparative analysis 

based on results is shown in Table 2.

 
Table 1: Result Analysis 

S .no Authors Year Work Gap 

1 Yu et al. [25]  2016 They have used knowledge workloads to predict 

the workloads of new tasks. For this they have used 

clustering algorithm. For the characteristic learning 

they have used neural network. Initial workload is 
used for the cluster determination. They have used 

Google dataset.  

Other clustering parameters 

can be added. 

2 Tar and Zaw [26] 2017 They have focused on document clustering in the 

cloud environment. They have proposed a cloud 
service and an ontology-based technique for 

identifying cloud service to improve the accuracy 

of cloud services searching. Their  

Approach has the capacity to perform cloud 

administration ideas from cloud administration 
sources. The fundamental thought behind our 

technique is cloud administrations utilizing a 

cosmology based strategy. 

The security problem can 

be discussed. 

3 Xiong et al. [27] 2016 They have discussed on resource gathering and data 

aggregation. They have in the wake of looking at 

three changed nation’s hatchery's administration 

method, we basically talk about the best approach 

to structure a cloud-based hatchery stage including 
its design, principle capacities, and the interface. 

They expected that the stage can assemble and 

share a assortment of data and asset, similar to 

cash, human asset, hardware, office place, etc. So 

the stage is advantageous for the hatched 
endeavors, hatcheries, and the administration. For 

precedent, the stage can give singular 

administrations through huge information 

innovation. The stage can investigation the 

circumstance of hatcheries and caution the 
organizations in risky condition with the history 

huge information.  

Different methods can be 

applied on different levels. 

4 Yahyaoui and  Moalla 
[28] 

2016 They have worked on reducing the storage space. 
They have used classification for this purpose. For 

this different clusters have been created and each 

one represents different entity in the cloud space.  

Prioritization should be 
included for the confliction 

management. 

5 Xu et al. [29] 2016 They have worked in the direction of the predictive 

power calculation in the cloud environment. They 

have investigated the status of different machine 

and validate it. 

It can be enhanced with the 

clustering mechanism. 

6 Shangguan and Yue 

[30]  

2018 They have presented MapReduce technique for 

parallelizing classification. The iterative preparing 

is changed into iterative Map and Reduce 

undertakings that can be executed in parallel. The 

K-Means bunching calculation is tested with the 
SPARK bunch sent on the OpenStack cloud 

figuring stage to outline the pertinence and viability 

of the methodology. 

Other clustering parameters 

can be added. 
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Table 2: Comparative Analysis based on Results 

S .no Authors Year Method used Results 

1 Lee et al. [31] 2019 Trajectory-Aware Edge Node Clustering The service delay is 2.6 

second. 

2 Koo et al. [32] 2019 Cloud-based C4I Security Architecture Security requirements have 

been analyzed. 

3 El-Sofany et al. [33] 2019 Cloud-based Model for Medical Diagnosis The results shows that it is 

able to supports the results 

through fuzzy decisions 

that is Yes, Maybe, No. 

4 Yan et al. [34] 2019 Deep unsupervised learning optimization algorithm 

based on cloud computing 

The error rate is o.16%. 

5 Islam et al. [35] 2019 Client Side Encryption in Cloud Computing They have calculated the 
execution time for 

encryption and decryption 

of different packages like 

4000kb, 5000kb, 6000kb 

and 
7000kb. 

6 Sharma et al. [36] 2019 Data Privacy in Cloud Computing They have used AES 

algorithm with 128, 192, 
256 bits length. 

 

 

5. CONCLUSIONS AND FUTURE 

DIRECTIONS 

This paper provides an explorative way in the 

direction of studying and analyzing cloud computing 

with respect to data handling, security and data 

sharing. This paper explores different related work to 

find out the problem statements which can be 

efficiently handle with the future prospects. It also 

highlights the gaps and the suggested mechanism for 

the advancement in the performance.  

 

The future suggestions are following: 

 

1. There is the need of working in the direction 

of data handling and sharing mechanism in 

efficient way. 

2. There is the need of working in the direction 

of data security and proper virtualization 

with the ease in data sharing. 

3. There is the need of data mining techniques 

for the pattern discovery in such a way that 

the load can be reduced or minimized. 
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Abstract— Fog is a major reason behind road accidents and 

road side causalities as it reduces visibility, limits contrast and 

distorts perception. This paper presents some concepts for 

maturing of a scheme which will be able to increase clearity in 

winter and foggy conditions using the light rays and heat 

properties. Various type of foggy environments, their effects on 

visibility range and remedial measures are discussed. We 

proposed the Infrared Vision (IV) for fog detection systems to 

improve object visibility in dense fog.  
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I. INTRODUCTION 

The most dangerous enemy for transportation is dense fog 

as it reduces the visibility range drastically. Due to dense fog 

we not only find problem in ground level transportation but 

even in air as well as in water medium. Therefore, it is 

necessary to understand the fog formation and the factors 

related to its formation. In Northern India, during the winter 

period, a series of low-pressure and high-pressure zones 

move from Northwest to Northeast along the Himalayas 

cause dense fog formation while over northern India, ground 

elevation is the lowest along the Gangetic plains. With the 

result, cold air drainage from Himalayan higher plateau 

results in the building up of cold dense air in the trough 

region. This boosts the relative humidity and the formation of 

fog takes place. Another type of fog is formed due to the 

initiation of slightly humid winds from the South-west over 

the northern region, thus comparatively humid and warm 

air quash a significantly chilly surface, which forms 

fog. Further, expanding water and irrigation system are also 

one of the major reasons today for the formation of fog. The 

moisture from these bodies contributes to fog formation 

especially in the rural areas of Northern India. 

Fog is a cloud of tiny water particles, ice particles, smoke     

particles or blend of all these types of particles. This  

phenomenon is also known as mist/haze if the visibility  

range is greater than 1000 meters depending upon anonymity  

caused by mentioned solid particles. The density of fog 

depends upon the size of particles. The falling velocity of 

particles abate with smaller size of the water drop. Fog 

formation can take place in more than one way. Firstly, the 

air is cooled down to its dew point which results in the 

occurrence of fog droplets. When the temperature of air is 

same as compared to the dew point temperature, 

condensation on tiny water droplets present in the air occurs. 

The second method for fog formation requires water to 

evaporate from the ground surface into the air, boosting up 

the dew point till the time condensation occurs. 

Due to dense fog light dispersed down to the earth at a 

great angle with respect to the line of the sun's light is 

primarily in the bluish region of the spectrum. The 

atmosphere changes the evident colour of the sun by 

scattering of light. This is known as Rayleigh scattering. 

When violet and blue light undergoes scattering, the mean 

visible wavelength or colour of the sun shifts towards red. 

The scattering of light having short wavelength by molecules 

in the atmosphere is what gives the sky its bluish colour. 

When viewed across the thicker layer of atmosphere at 

sunrise and sunset, the sun appears more orange or red. When 

seen across the thinnest layer of air at midday, the sun shines 

closest to its real colour, but still it has a hint of yellow colour. 

The presence of smoke and smog also results in scattering of 

light and can make the sun appear more orange or red (less 

blue) in colour [7]. This same phenomenon makes the moon 

appear more orange or red when it is close to the horizon, but 

when observed it is slightly more yellow or white when it is 

high in the sky [7]. The yellow colour has the highest 

wavelength and does not scatter too easily this is why we 

prefer using this colour for our headlights so as to make its 

visibility range higher. 

Section II presents earlier types of headlights used in 

automobile industry. Section III discusses about the proposed 

solution. Section IV highlights working of Infrared Vision 

Fog Detection System (IVFDS). Section V presents 

conclusion and future aspects of proposed solution. 

II. TYPES OF HEADLIGHTS 

Choosing the right type of headlight plays an important 

role to meet the requirement of high intensity light, power and 

long-lasting life. In this section we discussed the different 

types of headlights and their working principles widely used 

in the automobile company. 

A. Halogen 

Halogen lamps functions on halogen gas which elevates 

brightness. These bulbs are less efficient, as most of the 

energy is wasted in heat instead of light [4]. Halogen bulbs 

used in automobiles typically emit a yellow colour light. In 

terms of units brightness, halogen lamps have a throw of light 

about 100 metres [4]. 

B. Xenon headlights 

Also referred to as HID (high-intensity discharge), xenon 

lamps are similar to the universal tube light. There is no 

filament present that gets heated up, instead, xenon gas is 

electrically charged [4]. This produces a bluish-white light 

which is close in colour to natural light [4]. Xenon lamps are 

more expensive than halogen but they generally last longer 

and are more efficient. As seen with tube lights, these lamps 

also have a small delay before lighting up and take some time 
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to come to full brightness, which is why the high and passing 

beams get an additional halogen bulb [4]. Another type of 

xenon headlight is Bi-Xenon. The term bi-xenon headlight 

‘bi’ uses just one xenon lamp for the high beam, which is then 

either moved or shaded each time a low beam is to be 

provided [4].  A bi-xenon lamp is cheaper and also takes up 

less space in the lamp unit [4]. 

C. LED headlights 

LED or light emitting diode discharges light from the 

movement of electrons and as such, is a simple and highly 

efficient system [4]. The advantage of LED lights is that they 

light up instantly, highly efficient and last far longer than 

other light sources. Thus, they are frequently used in tail-

lights and daytime running lights. However, with technology 

advancing, the problem of lower light intensity is being 

overcome to the point where LEDs are finding application in 

headlights [4]. The additional benefit here is that LEDs can 

emit light that is closer in colour to daylight. These lights 

consume minimal energy and most people likes them for their 

designs, style and less cost [4].  

D. Laser Lights 

These lights trigger a gas with a laser beam, which then 

glows extremely bright, emitting a powerful and high 

intensity light [4]. The advantage of laser lights is that they 

are far smaller than their counterparts. Laser lights have the 

tendency to throw light for larger distance. This technology 

is at present available in a few luxury cars worldwide due its 

high cost.  

 
Fig. 1 Graph of headlights with its power range [4] 

 

Fig. 1 show visibility range of various types of headlights. 
It is clear from Figure 2 that till date laser lights have 
capability to throw light for more distance as well as with less 
power consumptions. The less preferred light is halogen light 
as it has less visibility range as well as it consumes more 
power approximately 55 Watts [4].  

 Beside these lights it is necessary to discuss housing and 

various other components of headlights which play important 

role to control the emitted light from light source. The body 

of headlamps acts as a carrier for all the required headlamp 

components such as cable, reflector etc.  Thermoplastics are 

majorly preferred for the material because of its rigid nature 

of protecting the body from external factors such as humidity, 

rain, heat etc. Out of these reflectors play a major role to 

control the directivity of the emitted light. To increase the 

efficiency of reflector materials may play a very crucial role. 

In previous time, most of the reflectors were made of sheet 

steel, while today, many unaddressed factors like outdated 

design, quality of material used, production tolerance etc. 

lead to the solution by using plastics (various thermoplastics) 

for reflectors. Their manufacturing is done by keeping the 

high accuracy of mould reproducibility in mind. Thereupon, 

the reflectors are coated so as to achieve the required surface 

quality. Aluminum or Magnesium can be used in the case of 

headlamps with high thermal stress to manufacture reflectors 

[3]. In the next stage an Aluminium reflection layer and later 

on a silicon protective layer is vapor-plated onto the reflector 

surface [3].  
Another important parameter of headlight is projection 

module. Due to their accurate demarcated beam path and high 
luminous flux the use of projection modules has become quite 
often in modern headlamps. These modules can be used for 
wide range of headlamp and individual headlamp concepts 
because of the availability of different lens diameter, lighting 
function and easy installation. On the other hand, cover lenses 
are living up to the expectations by achieving the task of 
deflecting, scattering, focusing the luminous flux due to cover 
lenses with dispersion optics. The reflector collects it all in 
such a way that the desired light distribution, for instance the 
cut off line is produced [3]. The  previous standard concept are 
now almost out of fashion and been completely replaced with 
non-patterned systems. Fig. 2 shows a cover lens generally 
used by headlight manufactures. 

  

(a)                                         (b) 

Fig. 2 (a) Mostly used cover lens, (b) Cover lens without dispersion [3] 

 

The improved version of cover lenses is cover lens 

without dispersion optics. Their main role is to protect the 

light from harsh weather conditions and rough soiling 

conditions. They are assigned to different purpose such as DE 

system used as inner lens, bi-xenon for high and low beam. 

Within the headlamp system fog lights separate the cover 

lenses directly in front of the reflector such as Free-form 

headlamps also known as FF totally without any additional 

patterning [3]. Glass is preferred mostly to form conventional 

cover lenses which must be free of errors such as streaks and 

bubbles. Though, the cover lenses are mostly made of plastic 

(polycarbonate having various advantages such as impact-

resistant, light in weight, smaller production tolerances, more 

design freedom and special surface coating makes the lens 

scratchproof in compliance with ECE and SAE regulations 

[3]. 

There are four typical headlamp systems, paraboloid, FF-

H4, Free-Form (FF) and Super-DE Headlamps (combined 

with FF headlamps) as shown in Fig. 3. 

(a) (b) 

(c) (d) 
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Fig. 3 (a) Paraboloid headlamps (b) FF-H4 headlamps (c) Free-Form (FF) 
headlamps, and (d) Super-DE headlamps with FF headlamps [3] 

The shape of reflective surface is parabolic in paraboloid lens. 

In distribution of headlamp light this is the oldest technology. 

They are rarely used nowadays. Still they make few 

appearances occasionally in large H4 headlamps and high-

beam headlamps [3].  The reflector upper part is used in low 

beam from the front view as depicted in Fig. 3(a) [3]. The 

positioning of light source is carried out in such a way that 

upwardly radiated light on surface of reflector is downwardly 

reflected on the optical axis on the roadway as shown in Fig. 

3 (b). To meet the standard legal requirements, light is 

distributed precisely in the cover lens [3]. The distribution of 

light is carried out by optical elements of two different 

shapes. The cylindrical vertical profile distributes light in 

horizontal direction and prismatic structures on a level with 

the optical axis. This further helps in distributing light in 

particular a way such that most crucial traffic spots get 

adequate amount of light as depicted in Fig. 3(c). The cover 

lens assembly has optical elements in paraboloid headlamp 

especially for low beam and to provide light distribution as 

desired as depicted in Fig. 3 (d). In this particular light 

distribution system, 2 light sources, 1 reflector, 3 bulb 

shields, and 4 cover lenses are used [3]. The useful light is 

approx. 27%, 
  

 

(a)  (b) 

(c) (d) 

Fig. 4 Light dispersion due to cylindrical optics and deflection by prism in 

cover lens (seen from above) [3] 

 

The reflective surfaces are freely formed within the 

space in Free-Form (FF) headlamps. Only computer can 

compute and optimize them [3]. The various areas of 

surroundings and road are illuminated by various parts of the 

reflector. This is specially designed in such ways to use all 

available reflective surfaces to produce the low beam as 

depicted in Fig. 4 (a) [3].  The aligning of areas is done in 

such a way that the light from reflectors is downwardly 

reflected for having higher visibility on the road as depicted 

as Fig. 4(b).  The reflective surfaces made possible light 

beams deflection and scattering [3]. The use of clear, non-

patterned cover lenses enables to provide the headlamp a 

brilliant appearance [3].  The horizontally arranged reflector 

segments generates the illumination and cut-off line of the 

right-hand edge of the road as shown in Fig. 4(c). The Fig. 4 

(d) illustrates distribution of light on the cover lens of an FF 

headlamp. Nowadays all headlamp reflection systems are 

furnished with FF reflective surfaces. 
 

(a) (b) 

(c) (d) 

Fig. 5 Dispersion and deflection of light beam caused by reflective surface 

[3] 

 

In this particular light distribution system, 2 light 

sources, 1 reflector, 3 bulb shields, and 4 cover lenses are 

used [3]. The useful light is approx. 27%, [3]. 

The projector type systems are employed in DE and Super-

DE headlamps and they work in same way. The FF 

technology is used in design of the reflective surfaces [13]. In 

these headlamps, maximum light is captured by the reflector 

from the bulb as shown in Fig. 5(a). The light captured from 

reflector is then guided to fall over the shield and finally 

directed onto the lens as depicted in Fig. 5(b).  

 

(a) (b) 

(c) (d) 

Fig. 6 Intensity of light in focal space and beam path (view from above) [3] 
 

The alignment of light with the reflector in done in such 

a way that at shield light get distributed which is further 

projected onto the road with the combination lens as shown 

in Fig. 5(c). The Fig 5(d) shows a distribution of low beam 

on cover lens of a Super-DE headlamp.   

The use of FF technology facilitates better illumination 

and wider scatter width on the road edges. To achieve greater 

visible range and relaxed driving during night time, the light 

is generally focused near to the cut-off line [3]. The FF 

reflective surfaces are vital part of all new projector-type 

systems for low beam. Generally, for greater light output, 

lenses having diameter between 40 to 80 mm are used. They 

also result in more weight [3]. 

As discussed about various types of headlights, the 

important points and issues related to construction and 

working of these lamps, there is still a need of improved 

version of headlamps as existing headlamps are not suitable 

for dense fog situation due to scattering and reflecting 

property of the light.  The suitable type of headlight which 

could be the solution to the problems of low visibility due to 

fog are LED [8]. They have low power consumption, high life 
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and are eco-friendly. The scattering and reflecting properties 

of light could cause blindness for the driver in dense foggy 

conditions [8]. The projected light beam is unable to penetrate 

deep into the thick fog which makes the vision blurred. The 

laser-based headlights can be used to improve the vision and 

visibility for the driver due to high intensity and 

monochromatic nature of light. Still laser-based head lamps 

are not in practice due to its high cost and preferred in luxury 

cars. We require LED with high power and heating effects to 

achieve the desired result [10]. This approach of breaking 

down the water droplets by heating effect can be used in 

smart street lights [11] also they are installed on a specific 

height so they can also very well help in reduce the low 

visibility caused by fog. 

In this paper, we have introduced a cost-effective 

solution to visibility problem during dense foggy conditions. 

We all might have noticed one thing that whenever sunrises 

the thick fog tends to evaporate. This happens because the fog 

which is formed due to the condensation effect, when sunlight 

passes through those tiny water molecules, they get 

evaporated and results clear sky. Therefore, the concept of 

evaporation needed to implement by some artificial means to 

make an effective headlamp. Therefore, some light emitting 

source which can produce light due to heating effect. Further, 

heat emitted light needs to be modulated on a carrier which 

ensures longer propagation distance with high intensity light.  

Further, high end projection lamps, lenses which can channel 

the light through them. Coating of Graphene layer must be 

used as it can withstand high heat temperature so that when 

the heat rays will pass through it the life line of the bulb in 

headlight doesn’t degrades   The light needs to be projected 

at such an angle and by projecting we need to control the 

spreading of the light so that the heating property of the light 

is hot enough to cause evaporation of the tiny water particles, 

hence the warm air through fog will travel forward causing 

the same heating effect and making the view much clear for 

the driver. The angle at which the light is being projected is 

assumed to follow parabolic profile so that the curvature of 

light traps the maximum fog under heating effect and clear 

the path from fog.  

III. PROPOSED SOLUTION 

An experiment was conducted to justify the proposed 

solution to make visibility much more achievable by using 

thermal light headlight system. An artificial fog like 

condition was created at home by exhaling warm air on the 

mirror surface. The mirror surface being cold when it came 

in contact with the warm air caused condensation. The 

concept uses to create artificial environment is based on the 

principal of condensation as when we breathe out, we give 

out warm air which get freeze when comes in contact with 

mirror whose temperature is less than air. The moisture 

begins to come out from the air forming mist of tiny droplets 

just like fog. After creating artificial conditions just like fog, 

we noted the time it took to clear off the foggy surface back 

to clear mirror. So naturally it took around 1minute and 34 

seconds. 

Then we created an artificial working model just as of the 

conceptual model of thermal light headlight system. We 

focused a LED torch on the mirror surface very closely to 

generate the heating effect as to note what happens and what 

we noticed that after 1 minute the results were very different. 

The targeted area under the scope of LED light caused the 

foggy surface to turn normal into clear screen as the cluster 

of tiny water droplets the mist on screen broke due to the 

heating affect and two regions one still with foggy 

appearance and the other with clear visible appearance was 

noticed. After the conduction of this small experiment one 

thing was very much clear that focusing a light with heating 

properties does break down the condensation to evaporation 

state which will remove the foggy affect. Based on this small 

experiment it can be said that if this concept is introduced in 

headlights with much improved concave lens to converge and 

then emit light, much improved heating effect could be 

brought into implementation then it will break down the fog 

to increase visibility. 

IV. INFRARED VISION FOG DETECTING SYSTEM (IVFDS) 

After so many discussions about the solution of this 

problem is not yet achieved. Now the problem has to be 

addressed not only for the light weight transportation point of 

view but also as per the requirement of heavy vehicle 

transportation too. Looking more deeply into the matter fog 

and its uncontrollable adverse effect on the other modes of 

transportation like Aeroplanes for air transportation, trains 

for road transportation, ships for water transportation. 

Presence of thick fog causes challenging problems for 

departure of scheduled container as well as passengers 

boarding their flight or ship which causes inconvenience to 

the people in form of cancelled flight, delay in importing and 

exporting of material causing huge bucks as a penalty to the 

government. So, to make this problem manageable the idea 

of Infrared vision Fog Detecting System (IVFDS) was 

proposed which ensures the measurement of the fog thickness 

for safety and employs thermal cameras to capture a rough 

idea and image of the any possible obstruction in the path [5]. 

Depending on the thickness of the fog the system will 

automatically adjust the intensity of the thermal lights to 

make sure that safety is not compromised. The preinstalled 

software will also make sure that it does matches the required 

conditions in terms to the fog density, the required light 

intensity and then if the conditions of the surrounding in any 

way compromises with the safety it will advise not to head 

start the journey. 

For fog detection we will use fog sensors in our IVFDS 

system. Radar by disparity, operates better not with sound 

waves, but with electromagnetic waves [6] and this is a vital 

difference. Like ultrasonic, the waves when travelling 

collides with an object and as a result they bounce off. They 

travel at a known speed which is faster comparatively to the 

ultrasonic waves [6]. Radar is preferred above all because of 

its nature to not get affected by temperature, an improved 

consistency and accuracy. Radar also comes very handy and 

useful in other applications, such as operating in a vacuum, 

or in high pressure. One of the important reasons is dielectric 

constant of the target material [6]. Using materials with small 

dielectric constant does not reflect the electromagnetic wave, 

so radar passes right through it. To measure such materials 

having a low dielectric constant is just very gruelling so, to 

overcome the drawback of low dielectric property of the 

material which might cause less accuracy for the EM wave 

when it returns after bouncing back so Guided-Wave Radar 

(GWR) can also be used. Radar can also help us to detect 
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vehicles and their position in dense fog if our road visibility 

is still foggy [9].  

 

A night vision system, based on thermal imaging technology 

that gives drivers a better view of the road beyond their 

headlights range.  Using infrared technology, it allows driver 

to see hazards clearly in total darkness and can help in dense 

fog detecting nearby vehicles, people, and animals [5,12]. It 

spots the infrared energy (heat) and transforms it into an 

electronic signal, which is taken care of to generate a thermal 

image or video because the thermal image camera sees heat 

not light, it increases the visibility up to four times than 

headlights and it is not affected by smoke dust or fog. It works 

in both day and night and is not affected from glare of 

oncoming headlights. 

Fig. 7 The schematic illustration range of beam [5] 

 

It will help us to know even if we are not able to see anything 

as it is not affected due to the fog or darkness. The image can 

be obtained on our windshield or on the Fog detection system.  

The sound alerting technology can be used in which if we 

don’t want the image just the presence of any obstacle ahead 

of us will warn and alert the system and will generate beeping 

sound. This will also prove to be more economical because 

we have to make sure the technology should be economical 

and affordable for all. Fig. 7 illustrates the comparison of 

different beam ranges that can be used in IVFDS. 

V. CONCLUSIONS AND FUTURE SCOPE 

It is observed that the headlight preferred should be LED 

as they have low power consumption along with high 

durability and long-lasting properties. It is proposed that light 

should be projected in such a way that its heating properties 

could be used efficiently to reduce the fog. The fog detecting 

system based on infrared vision will make sure that there is 

no obstacle in the path of 8 ft to 10 ft. It uses the radio waves 

from the EM spectrum and does not need any medium to 

travel. The factors such as fog, hot, humid weather conditions 

won’t affect it. It is also proposed that IVFDS will use radar 

and the magneto-inductive distance sensors for calculating 

the car speed and distance of impact. It will apply the 

emergency brakes without the knowledge of driver or it will 

also give a beeping sound to alert the driver so that when he 

applies the brake the throttle access is already cut off and it 

will lessen the impact and the frictional force on the driver.   

It is a proposed idea which intends to improve the 

visibility problems in future faced due to the uncontrolled 

formation of fog.  
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Abstract— The work is to design a 2x2 circular microstrip patch 

antenna array resonating at 2.4GHz and it is simulated for 

Wireless Sensor Network (WSN) applications by using HFSS 

tool. Circular patch antenna array is designed by depositing 

circular patches on FR-4 Epoxy substrate and is fed using 

microstrip feed lines. Fabricated antenna resonates at 2.391GHz. 

Antenna parameters such as Gain, return loss, Voltage Standing 

Wave Ratio (VSWR), Directivity, Reflection coefficient and 

radiation pattern are analyzed. 2x2 circular microstrip patch 

antenna produces more gain and less return loss compared to 2x2 

rectangular microstrip patch antenna. The compact size and 

higher directivity compared to rectangular array makes it more 

relatively useful for WSN applications. 

Keywords—Microstrip Antennas; Circular array; Wireless 

Sensor Networks; Patch Antennas; 

 

I.  INTRODUCTION  

Antenna basically converts electrons to photons or vice versa. 

The basic principle involved with the antenna is that the 

radiation is produced by the accelerated charge, As the 

separation between the conducting wires reaches the 

wavelength or more it tends to radiate so that the open end of 

the transmission line acts as antenna which launches a free 

space wave. The current on the transmission line flows out as 

the antenna end there, but the electric field associated will not 

die out. The radiation of antenna is in the form of circular 

wavefront at the transmitting antenna whereas at the remote 

distance the spherical wave transmitted by transmitting antenna 

arrives at receiving antenna as a plain wave, therefore antenna 

is a transducer or transition device between guided wave and a 

free space or vice versa [1]-[3]. 

On the basis of radiation, Omni-directional antennas are weak 

directional antennas because they radiate and receive less 

energy in all directions whereas Directional antenna radiate and 

receive in a particular direction. 

In recent years, Microstrip patch antennas have gained a lot of 

importance because of their characteristics including light 

weight, high efficiency, high gain, high directivity and 

minimum return loss which will help in communication with 

different range of frequencies and used in applications such as 

remote sensing, medical fields etc. [4]. 
Circular antenna shows better results in terms of return loss 

and VSWR compare to rectangular one. Also, circular antenna 
shows better result when bandwidth and side lobes are 
considered. The radiation efficiency is similar in both the 
antenna which helps in compactable in similar kind of 
applications [5]. 

Antennas with more directivity can be used in improving 
network performance as they increase the alleviating 
contention and the communication range which can be used 
primely in Wireless Sensor Networks (WSNs). Along with 
directivity of the antennas, the compact size of microstrip 
antenna which are far better than the other enclosed or 
fabricated types of antenna also helps it in being suitable for 
WSN application use [6]. 
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In this paper, firstly the related works that have been 
referred for this paper as a preliminary study have been briefed 
out in II. Then, we then begin with how the design is done 
starting from single antenna element in obtaining the array in 
III, followed by describing the gist of antenna parameters in 
IV, Further we demonstrate the simulated and testing results in 
V and compare the set of results for single circular element, 
simulated and fabricated circular array and the values of that of 
rectangular array in VI. Finally, we conclude with the future 
improvements that can be done over the designed antenna 
array. 

 

II. RELATED WORKS 

A similar rectangular patch antenna array for LTE applications 

are studied in [7]. The antenna is designed for 2.1 GHz 

applications and resonates at 1.86 GHz. Also, another 

rectangular antenna array is designed in [8] that works in S, C, 

X- bands. The array arrangements of 1x2 and 1x4 for 2 and 4 

antenna elements respectively have been studied in that paper. 

Roger RT/duroid material with dielectric constant 2.2 and 

height 1.588 has been used as a substrate material. Microstrip 

inset line feed has been used for feeding the rectangular patch 

antenna. 

 

III. DESIGN PROCEDURE 

The design procedure can be broken down into two stages viz., 

Single element design and Array design. 

A. Single Element Design 

A circular element is characterized by a single parameter 

i.e., radius of the circle, denoted by  . Given the type of 

substrate used, desired operating frequency fr, the radius   can 

be determined using expression (1) [9]. 

   =  
 

,  
  

    
*  

  

  
       +-

       in cms     

Where,  

F =   
          

  √  
                                   

B. Array design 

1) Geometry: The geometrical arrangement of 2x2 is 

chosen while interelement spacing and the feedline widths are 

to be determined with the Transmission-line formulae.  
 

2) Inter-Element spacing: Inter-element spacing of /2 is 

chosen in order to obtain the symmetric radiation pattern in 

both the directions uniformly, i.e., along       &      [10]. 
 

3) Coaxial probe dimensions:The signal from the 

microwave source is fed to the antenna through coaxial probe, 

whose dimensions are found using the following expression 

for characteristic impedance, Z0 (3).  

Z0  =  
         (

 

 
)

√  
                         

 

 

 

 

 

Taking εr = 4.4, choosing outer diameter, D=3.4mm, We 

obtain inner diameter, d=0.7mm. The design is shown in the 

Fig. 1.  

 

 

 

 

 

 

 
Fig. 1. Dimensions of designed coaxial feed 

4) Feed-line widths: The supply from microwave source 

fed through coaxial feedline are further distributed amongst 

elements using inset feed lines, whose widths (w) are 

determined using Transmission line equation [11] shown in (4). 

Z0  =  
    

            
   

     

      
                   

Where, h and t are height of substrate (1.6 mm) and thickness 

of track (0.035 mm) respectively. 

The dimensions of the parameters involved in the antenna 

design are listed in the Table I. 

TABLE I.  VALUES OF THE ANTENNA DIMENSIONS 

PARAMETER DIMENSION 

Height of the Substrate, h 1.6 mm 

Dielectric Constant of substrate 

(FR4 Epoxy),    
4.4 

Radius of the patch, a 17 mm 

Inter-Element Spacing 62.5 mm 

Thickness of the track, t 0.035mm 

The obtained design on HFSS 15.0 is shown in Fig. 2. 

 
 

Fig. 2. Antenna design on HFSS 15.0 
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The fabrication is done and it is depicted in Fig. 3. 

 

 

Fig. 3. Fabricated Antenna Design 

 

IV. PARAMETERS OF INTEREST 

A. Directivity (D) 

Directivity is the pattern used in order to measure how 

directional an antenna’s radiation pattern is. Directivity of a 

non-isotropic source is determined as the ratios of radiation 

intensity of the antenna in a reference direction to the radiation 

intensity of an isotropic source. Isotropic antennas radiate in all 

directions and hence their directivity will be 1 [12]. 

D =  
U
U0

 =  
4πU
Prad

                                                                           

Directivity can also be defined in terms of beam solid angle ΩA 

as below 

    D =  
4π
 ΩA

  ≈  
4π

θE θH
     (θE & θH in radians)             

   D =  
32400
θE θH

       (θE & θH in degrees)              

B. VSWR 

VSWR gives how efficiently the transmission of power takes 

place from the source to load. In perfectly matched systems 

100% of power is transmitted. Therefore, the VSWR for such 

systems will be 1. It can be expressed as maximum voltage 

over minimum voltage of a standing wave. 

VSWR =   
VMAX 
VMIN

  =  
Vfwd + Vref

 Vfwd − Vref
  = 

   √
    

    

   √
    

    

                    

C.  Reflection Coefficient (Γ) and Return Loss (RL) 

Reflection coefficient is the one that describes how much of 
electromagnetic wave is reflected back due to impedance 
mismatch. It is expressed as the ratio of reflected voltage to 
forward voltage.  

                            Γ = 
Vref 
Vfwd

 =  
VSWR− 
VSWR+1                          

Return Loss (RL) of an antenna can be used as an indication of  
how effectively the transmitted power of an antenna gets 
reflected. Since the return loss is the measure of how small the  
        
                    

reflection is, more the return loss, less is the reflections and 
therefore the VSWR. 

Return loss in terms of reflection coefficient is 

RL(dB) = 20log10(Γ                                  

D.  Gain (G) 

Antenna gain indicates how strong an antenna can send or 
receive a signal in specific direction. The usual description is 
with respect to the gain of an ideal isotropic lossless antenna. 
In terms of powers,    and   , it can be given as below:  

Gain (G) =10log10 .
4π 
 √

  

  

/  (dB)                     

E. Antenna Efficiency(ɛr) 

The efficiency in regard to an antenna gives the idea about how 

effective an antenna is in converting frequency power provided 

at its feedline into radiated power. This can also be defined in 

terms of gain and directivity as 

G = ɛr D                                       
 

V. SIMULATED RESULTS AND TESTING 

A. Simulated Results 

The antenna design is simulated on the simulation tool, 
HFSS 15.0 and the results are obtained which are found to be 
almost same as the testing values obtained with the fabricated 
setup.  

 

Fig. 4. Simulated value for Return Loss of Circular array 

Fig. 5. Simulated value for VSWR of Circular array 
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Fig. 6. Simulated value for Gain (in dB) of Circular array 

 
Fig. 7. Simulated value for Directivity (in dB) of Circular array 

As shown in the result plots, the antenna array resonates at 

2.4GHz as desired. Where, the values of Return loss, VSWR, 

Gain and Directivity are -14.6561dB, 1.4540, 6.7302dB and 

10.2210 dB respectively. Reflection coefficient calculated with 

its relationship with VSWR is found to be 0.1850. 

B. Testing 

The minimum distance to be maintained between the 

Transmitting and receiving antenna are found to be more than 

6.6 cm (2    ). Here   is diagonal length of the array 

antenna. Placing the arrays 42 cm away from each other we 

tested the fabricated antennas for transmission. 
 

 

Fig. 8. Testing Setup 
 

The transmitted power (Pt) and received power (Pr) are found 

to be 6.668mW and 50.582μW. From these values gain is 

calculated and is equal to 5.6dB. The forward power (Pfwd) 

and reflected power (Pref) in an antenna are measured to be 

933μW and 1.12μW respectively. Hence, values of VSWR 

and reflection coefficient are 1.07 and 0.0338. The θE and θH 

are found 50
0 
and 55

0
 hence the directivity is 10.712dB. 

 

 

 

The obtained values over testing is tabulated in the Table II. 

TABLE II.  OBTAINED VALUES ON TESTING 

PARAMETER VALUE 

Operating Frequency, fr 2.391 GHz 

Return Loss (dB) -29.4216 

VSWR 1.07 

Gain(dB) 5.6 

Directivity(dB) 10.712 

Reflection Coefficient, Γ 0.0338 

 

VI. PERFORMANCE COMPARISON 

The performance comparison between the simulated and 

fabricated antennas over the rectangular antenna array [8] is 

tabulated in Table III. 

TABLE III.  PERFORMANCE COMPARISON 

A circular array of 4 antenna elements was fabricated and 

tested to obtain parametric values. The obtained parametric 

values are found to be nearly same as the simulated values. 

Parameters like return loss, VSWR and Reflection coefficient 

are found to be better in the fabricated antenna than that of 

simulated values. In comparison with the rectangular array of 

4 elements [8], all the parameters except for that of directivity, 

where the rectangular array seems to behave more isotropic 

than that of circular array. Additionally, return loss is found to 

be much better in the fabricated array with respect to that of 

rectangular array. 
 

VII. CONCLUSION 

A 2x2 circular antenna array that resonates at 2.39GHz 

frequency is designed using HFSS 15.0 simulation tool and is 

fabricated and tested to obtain the antenna parametric values. 

The fabricated antenna values are comparatively similar with 

respect to the simulated values. It is found to yield better 

values in terms of Gain, Return loss, Reflection coefficient 

and VSWR over rectangular array antenna. Wireless Sensor 

Network applications employ antenna that are highly 

directional as the data flow from the  nodes  are unidirectional  
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towards the control node, which in turn, is directional with the 

other antennas with other networks. Hence, the designed array 

can be used in applications of Wireless Sensor Networks due 

to compact size of microstrip antenna and comparatively high 

gain in accordance with that of rectangular antenna array at 

2.4 GHz frequency. Parameters like the gain and directivity 

can be further improved by increasing and employing the 

number of antenna patch elements. It can also be made of 

lesser patch element size by using a relatively higher dielectric 

constant material. 
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Abstract—In wireless sensor networks (WSN) key management 

is a working research subject. As we have large number of key 

management schemes (KMS) that are designed for sensor network, 

it is not easy for network designers to know which KMS is perfect 

fit in a specific WSN operation. This paper presents an exhaustive 

overview of different schemes along with their advantages and 

disadvantages. As KMS is the stepping stone of any security 

mechanism in a sensor network, its effectiveness depends on the 

underlying scheme. KMS in a WSN guarantees communication 

between one or two pairs node batch. We have analyzed different 

schemes based on parameters such as storage cost, communication 

cost and resilience against node capture. 

Keywords— Wireless Sensor Network, Key Management, 

Computation, Storage. 

I.  INTRODUCTION  

Deploy wireless sensor network (WSN) is a remote, 
sensitive and sometimes unmanned hostility, environments at 
a high risk of physical attack. Topology, network size, and 
sensor density that make it complex to implement the 
placement of a node before deployment is unknown. Also, 
wireless communication requires usage of spatial 
multiplexing. Sensor nodes share media in many other nodes. 
Thus providing security with wireless sensor network is very 
difficult. The disparity of the continuity of information in 
WSN increases all attacks quickly, putting the entire network 
at risk it is a short time. So in addition to protecting the 
wireless link we have to limit the range of node capture 
between sensor nodes Attacks are a very important issue in 
WSN security. 

The main factor is the nature of wireless transmission that 
leads to WSN vulnerabilities in various situations Malicious 
networks attack many security mechanisms Proposed against 
potential attacks In WMN, the non-exhaustive list includes 
locations technology [3], [4]. 

Wireless connection, unattended deployment, closedown 
interaction of nodes makes security a big challenge. In the 
physical environment. It is helpless   against different assaults, 
for example, getting the knot and transport. Interference also 
rejection of work also by Information provided by wireless 
sensor networks Significantly increased. All  transmitted 
information needs to be protected which is exchanged over the 

network. So one of the first requirements is to distribute 
encryption key to WSN during setup phase Sensor nodes are 
used to protect information exchanged with each other each 
combination or Node set [2]. 

Every key management scheme  (KMS) requires  sensor 
node to store some key information. It is an primary parameter 
to evaluate its performance. The main storage overhead is the  
storage capacity required for each sensor node that  is used for 
storing key material. Sensor node with  limited storage, so the 
key management solution should be storage efficient. Most of 
those already suggested  key management scheme based on 
key pre-allocation of keys. These are schemes are inefficient 
because each node requires large memory However, several 
ideas have been proposed recently. The scenario has Reduce 
these storage requirements 

The architecture of WSN is given in Fig. 1. In this 
architecture given components are shown sink node, user and 
nodes. All components are connected to the internet and 
wireless medium. In this source and target are given figure. 

 

 

Fig 1: Architecture of Wireless Sensor Network 

 

A. Key management in WSN 

  It is set of process and mechanisms that support effective 

exchange of keying information among sensor nodes [12]. 

WSN security requires data confidentiality, authentication, 

data integrity, availability, durability access Control. Key 

Management Security solutions in WSN include scalable, 
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robust and lightweight. Lightweight, effective and efficient 

management of keys and keys Distribution mechanism and 

use of the WSN certificate Because the attacker is not secure, 

one common key Get the key easily. So you can build a WSN 

Environment to distribute keys in the following manner 

Scheme: 

Data is provided to provide a secure connection Encrypt and 

authenticate with the key. the key Safety management and 

distribution planning Applications in such networks should 

provide scalability. Reliability and confidentiality of integrity 

and flexibility. From Share one key to communicate with 

WSN It is not safe because the other party can easily find the 

key. Thus, the sensor network is used to manage different keys 

How to ensure communication. 

B. Security constrainment 

Scalability: The WSN security solution must support in a large 

network, you must be flexible and work well with tremendous 

increases. 

 

Authentication: Authentication is a security feature that 

guarantees messages sent by authentication. There are four 

main types of resource authentication Technology: One-way, 

bi-directional or reciprocal authentication , triple 

authentication, implicit Degree. commonly, input verification 

allows the recipient to confirm that data is already Posted By 

requested vendor. If two parties communicate, input 

verification Achieved in a pure way symmetrical Technique. 

 

Confidentiality:  Sensor networks do not leak from Read 

Sensor the surrounding network. In several appliance, nodes 

can pass sensitive data a standard way to preserve sensitive 

data by encrypting data using a private key that is only owned 

by the beneficiary. In the monitored connection mode, create 

Secure channel between node and base station, and then route 

the other secure channels as needed. 

 

Integrity: Data integrity communication that the data received 

by the recipient does not change in the transfer of the discount. 

Implement data integrity through authentication. This feature 

is more powerful. 

 

Lightweight: Because of the power reduction of the sensors 

Solutions need to use less power by reducing calculations 

without affecting security services. 

 

Fault-Tolerant: I know wireless media I cannot trust them. 

The contract can be attacked without notice. Therefore, design 

your own security solution with these issues in mind and 

remove problem. 

 

Storage Cost: Capacity costs or storage costs characterized as 

sensor nodes by exploiting wireless sensor systems 

heterogeneity. In storage we store the important information of 

the node. 

Computation Cost: It is a parameter to major the performance 

of key management during key updating, recovery to the key 

sever. Storage cost and computation cost both are dependent 

to each other. 

Resilience Node capture attack:  Node capture attack is define 

when external adversary can capture Sensor node accesses 

important information of keys to break the security of linked 

nodes. This type of attack greatly undermines the security, 

integrity, and confidentiality of the network. When an attacker 

captures a series of sensor nodes, these nodes can be modified 

based on software programming and hardware configuration. 

You can then use one of the sensor nodes to initiate a further 

attack on the network. 

 

  This paper presents an exhaustive survey of different matrix 

based KMS. We have evaluated these schemes on different 

parameters like storage cost , computation cost and resistance 

against node capture. It aims to provide an insight to different 

researches about the efficiency and scalability of different 

schemes for various WSN applications. 

 

This paper organized as follows: Section II describe the 

introduction of wireless sensor network and key management 

and second section contribution of this paper. After this 

existing schemes for key management scheme are explain and 

make a table I as well as make a table II to define parameter 

use in table II. After this make a graph between no of nodes 

and total storage cost for existing scheme given table I and 

write the conclusion and future work of this paper. 
 

II. EXISTING KEY MANAGEMENT SCHEMES  

  Du et al presented [1] a predefined random key allocation 

scheme is utilized to utilize distributing learning, where every 

node just needs to convey a little piece of the keys required for 

other pre-master allotment frameworks. [9],[10]. To realize 

Same level of connected memory minimization. It neither 

alone reduces the memory requirements of memorization 

consuming sensor nodes. But more important. It is essentially 

Network Optimization flexibility for Capture the node.We 

used our offer to show these improvements analysis and 

simulations outcomes. 

Perrig et al presented a security scheme in wireless sensor 

system in [2] to explain the networks security services and 

how to secure a system to various attacks and describe.  We 

need a safe and proficient key distribution mechanism to make 

keys for large-scale sensor network effectively. 

Bahl at el presented [3] Radar a structure RF-based client area 

and following framework and RADAR works recording and 

handling signal data to the numerous base stations and present 

the experimental results of the Location accuracy is high. 

Yang et al presented [4] analyse the trilateration limitation and 

proposed a new novel based scheme inherits the easiness, 

efficiency of trilateration on time and improve the 

performance of local nodes also prove correctness and optimal 

design showing in this paper. 

Blom et al introduced the key dissemination based upon[5] the 

lattice based key administration plot. Blom scheme depends 

on greatest Distance Separable code utilizing The generator 
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matrix G of direct code (N, k) on GF (q), N is the length of the 

secret phrase, k is the elements of the code, i.e. G, are matrices 

(k × N).Element of GF (P). Where q is the power of prime 

numbers. MDS The code [6] is characterized by the separation 

d = N - k + I. Equal to state that any column of k are straight G 

It's free. Thus, the code can only be specified by: Find out the 

k element of the line We cannot disclose code information 

[11]. 

 The program is implemented in two phases. The first is the 

pre-appointment key and the second is the main stage of 

incorporation. 

Key pre-distribution phase:- 

( + 1) n=public matrix G; 

( +1) ( +1) =private symmetric random matrix D. 

Key establishment phase:- 

K = , point Kij =Kji figured from open and 

secret matrix. 

the nodes i and j registers the pair astute key as Kij = row x 

colj = row j x coli=Kji. 

Katz et al presented [6] cryptography CRC press in this 

cryptography algorithm explained also so many algorithm 

symmetric and asymmetric key cryptography and how to use 

these algorithm for security and encryption, decryption and 

shared key cryptography. 

Chien et al presented an EPKEM Plan proposed [7] Cheng and 

Agarwal [8] supports large networks and can Provide a 

complete network connection, but appears to be vulnerable to 

Capture the node attacks. They tried to make the network 

more flexible to catch attacks on the nodes. Unfortunately, this 

program has not yet provided resistance to Capture the node 

attacks. The second question that makes this solution What 

cannot be used is non-scalability. The tertiary question in this 

solution is that each sensor node compulsory a large storage 

cells, making it unsuitable for deployment on WSN with many 

nodes. 

Cheng et al exhibited [8] a proficient pairwise key foundation 

plot for static wireless sensor systems. In this paper, successful 

designs to build up and oversee two-path changes to 

accomplish arrange availability and adaptability of fixed 

wireless sensor systems have proposed. This arrangement 

underpins enormous networks sizes and has less availability 

and arithmetic contrasted with current master pre-designation 

plans. 

Eschenauer et al presented [9] a distributed sensor networks 

Distributed sensor network (DSN) is a mobile network that 

includes a sensor contract with limited computing and 

communication capabilities. This paper proposed the main 

management scheme. Designed to meet the operational and 

security requirements of the DSN network also show the re-

keying concept without computation and communication 

capabilities. 

Chan et al introduced [10] an irregular key redistribution 

conspire additionally three system for key foundation utilizing 

the pre-distribution strategies. First is q-composite key, second 

is multipath reinforcement scheme and finally present a 

random wise pairwise key scheme. During capture of each 

node, it completely preserves the confidentiality of other parts 

of the network and allows for revocation based on 

authentication and reconciliation between nodes. 

Rahman et al introduced [11] a novel for scrabble key 

administration conventions for remote sensor networks also 

characterize which conventions are use in key administration 

thus many think in this novel. 

Ankit Gupta et al presented a new plan [12]to overcome this 

problem deficiencies of two scheme [5] ,[7] and improve the 

system's Resistance to node catch assaults. In this the solution 

provides full connectivity and less overhead and more energy 

efficient. It also provide greater scalability support. In this the 

third stage of the scheme is the scheme [9]: the pre-allocation 

of the key, the creation of the double key, and the erasure of 

the obsolete parameter. 

Chaurasia et al presented a [13] mainly focus on weaknesses 

of Chien [7] and suggest a plan which is placed on Blom’s [5] 

to eeliminate weaknesses from previous plans. Proposal the 

program offers better protection against attacks captured on 

node analysed to Chien et al ’s scheme. The calculation cost is 

a bit high, but its memorization requirements are much lower. 

It is used to store the keys can support more nodes. In this 

network and using the XOR operation overhead being limited 

and provides better scalability. 

Zhang et al presented a [14] create a key security problem key 

in wireless technology. technology. Engage Network This 

paper proposes a new matrix based The pairing key is 

included by deploying the design in the wireless network. 

Latest plan is very useful Storehouse sensor node and light 

correspondence No important accounts provided. In addition, 

our solutions are scalable, also protected. Opposition attack 

capture node. The basic design concept This solution This is a 

heterogeneous wireless network. 

Praveena et al presented that [15] they have seen how Modern 

Encryption Standard version –II algorithm can be used in this 

document to accomplish safe communication. Compared to 

any conventional technique, the technique is also very 

adaptable. Any Java or Matlab can develop a program for 

encryption or decryption. Even simplified changed vernam 

cipher is used for the variable block size or variable key, and 

encryption is achieved in two forms. 

Jyothirmai et al presented a [16] Wormhole and black hole 

attack have been major safety threats that undermine the 

efficiency of that same Wireless Ad Hoc Network routing 

protocol. It's tracking and separation is the primary issue for 

increasing the +quality of a network. In this Major the 

performance using various parameter Packet shipping ratio, 

performance, end-end delay, good performance and overhead 

routing by analysis of the amount of nodes in the network and 

blackhole nodes. 

 

Priyanka et al presented a [17] vulnerability estimation model 

that can be used to to strengthen any security mechanism. It 

exploits various vulnerable factors to build an attack matrix 

that is later used by network designer to increase the system 

resistance against node capture attacks 
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TABLE I. Comparative analysis of existing schemes 
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Fig 2. Relationship b/w number of nodes and total storage cost 

of different schemes 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        TABLE II. Symbols and their meanings 

 

N The number of nodes of the sensor 

 The security parameter of the system 

 Number of sensor nodes per sub-area 

 Number of key locations 

 Local Connectivity 

 Number of key shared spaces between 

neighbouring nodes 

 Number of key spaces shared between 

neighbouring nodes from the same regions 

 Computation cost of sensor nodes 

 Key space 

 The cost of beating one 

 Calculate the cost of a one-way hash 

  Single plus cost 

 Increase the cost to a certain power 

 Stored number size 

S.
No 

Scheme Nun Nus Storage cost Computation  
Cost ) 

Resilience node capture attack 

1. Blom’s 1985  1 2( +1)  +1 yes 

2. W.Du.J.Deng 
2004 

P (a+b
)  

P (1-2a-2b)  (( +1) +
 

2 -1 better 

3 Chien al’s 
2008 

  (N+3)  + +(N+1)
 

No 

4 A.parakh and 
S.Kak 2011 

 1 3N  2N yes 

5 Avinash 
Chaurasia,Utk

arsh 
Dubey,R.k 

Ghosh 2012 

  (  (N+1) + +

 

Yes 

6 Yuexin 
,Li 

,Yang 
, and 

Xinyi 
 

2013 

4 7 7
+(

+
 

2 +1 No 

7 Ankit Gupta 
2014 

  Floor( ) Less No 
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III. RESULT AND DISCUSSION 

Table I gives the comparative analysis of different schemes for 

WSNs. Different parameters such as storage cost, 

Computation cost and resilience against node capture are used 

to quantify the performance of different schemes. The 

performance of any KMS depends upon computation cost and 

this depend on key length and network size as well as storage 

cost. Blom’s [5] scheme based on matrix and show the node 

capture attack and node are self-deployed. Zhang [14] scheme 

was based on deployment and pairwise matrix based in this no 

node capture attack and computation cost is depend on 

network size and connectivity between nodes were better. All 

schemes are analyzed and result are shown in the table I. Fig 2  

Show the relationship between total storage cost and number 

of nodes in this all given scheme in table I. 

 

Each sensor node in Blom’s et al scheme [5] is associated with 

key-spaces, and for each key-space, the node is loaded with 

the corresponding row of its matrix A. So, the total number of 

storage cost are 2( +1)  and scheme [1] are 

(( +1) +  and scheme  [7] are  (N+3) . 

The cost of light storage at the sensor node is achieved by 

exploiting the heterogeneity of wireless mesh networks: mesh 

routers have more storage space than sensor nodes. 

 

In scheme [5], each sensor nodes needs to store 2( +1)  

bit key material bits for whole networks and similarly the total 

cost in scheme [1] (( +1) +   Fig. 2 show their 

relationship when   = 18 ,  = 13 obviously,  the total storage 

cost of scheme [5] change the values of some points because 

of depends system security parameter and unique key seed  

and analysis of all the parameter in Table I. In scheme [7] is 

also depends on the size of number stored in node.  

 

 

CONCLUSION AND FUTURE WORK 

   The Wireless Sensor  Network, a set of sensors, performs 

many of the integrated functions of  remote data   transfer to 

remote base stations. Security is the key to strong 

communication between nodes in WSN. In this paper we 

describe the classification of the wireless sensor network key 

management scheme and compare various parameters like, 

storage cost, computational cost and resilience attack and some 

scheme focused on local connectivity. Future work 

improvement is to real time, by considering security, to 

increase the security and minimize the storage cost of Wireless 

sensor network as well as computation cost and make a good 

connectivity between nodes. 
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Abstract- Document Classification is the problem of             
assigning documents into predefined category making it             
easier to manage and sort documents. There are several                 
algorithms using which the problem of classification can               
be solved. We use feed forward neural network with                 
multiple layers (also called multilayer perceptron)           
trained using backpropagation algorithm for the           
problem for categorization of resume to make             
management of these documents easier. Neural           
networks can learn and model non-linear and complex               
relationships and model generalize solutions that can             
predict on unseen data. Applications of neural networks               
are character recognition, image processing and stock             
market prediction. Backpropagation algorithm which         
trains the neural net is a supervised learning approach                 
which learns from errors in order to minimize it, thus,                   
requires a lot of training and storage to produce                 
efficient results. 

Keywords- Multilayer Feed-Forward Neural Network,         
Backpropagation, K-Nearest Neighbour, Support Vector         
Machines, Naïve Bayesian, Neural Networks, Artificial           
Neural Network System. 

I.  INTRODUCTION 

With increase in a large amount of information        
there is always a need to classify documents into a          
specific category which normally requires manual      
user intervention. One such problem arises in       
classification of resumes. Companies receive large      
number of resumes on a daily basis and have a slight           
amount of time to have a quick look on every single           
resume to know for which job specification it        
belongs. Usually manual intervention is involved for       
this task. We studied different classification      
algorithms for solving the problem. The purpose of        

this paper is to provide a solution using Deep Neural          
Network for simplifying the task of classifying       
resumes to predefined category or specification to       
which it belongs. Using backpropagation algorithm,      
we trained a neural network model on dataset of         
resume. We also trained a standard SVM and KNN         
model on the same dataset and compared their        
accuracy on testing data and presented the results.  

II.  LITERATURE SURVEY 

There are many ways in which the problem of         
document classification can solved. Some of those       
ways are: K-Nearest Neighbour (KNN), Support      
Vector Machines (SVM), Naïve Bayesian (NB) and       
Neural Networks (NN).  

A. K-Nearest Neighbour 

K-Nearest Neighbour is a non-parametric method      
for classification. Here, each document is represented       
as a node or object in euclidean space. K-Nearest         
Neighbour is an example of classification algorithm       
in which the objects are categorized into classes        
considering the smallest distance between the class       
and the object [3]; The disadvantage of K-Nearest        
Neighbour is that it takes a large amount of time for           
classifying objects if the training dataset is large since         
it has to choose few objects by calculating the         
distance of each test object using all the data points in           
the training set. 
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B. Naïve Bayesian 

The second method for text categorization is Naive        
Bayesian. It is different from K-Nearest Neighbour       
by the fact that it is trained using the training data           
beforehand to classify the new examples. Naive       
Bayesian does the classification of documents based       
by calculating prior probabilities of the predefined       
categories/classes and probability that a certain      
attribute value belong to a specific category. Here, we         
assume that attributes are not dependent on each        
other; However, this assumption may violate the fact        
that attributes are not dependent on each other in a          
text classification application. Also it does not take        
into account the number of occurence which may be         
potentially useful [3]. 

C. Support Vector Machines 

The next approach is the use of SVM for text          
categorization. This is a more popular      
machine-learning algorithm than the other two      
mentioned above. SVM is based on the idea of         
classifier which is linear. The idea of SVM is         
different from that of perceptron model in the sense         
where if a distribution of training examples are not         
linearly separable, then the examples need to be        
mapped into another space where the distribution       
becomes linearly separable. 

D. Neural Networks 

An Artificial Neural Network (ANN) is an       
information-processing model inspired by the     
biological nervous system to process information. Its       
model replicates the most basic functions of the        
brain. Artificial Neural Network possess large      
number interconnected nodes or neurons. They      
perform computation in parallel way but are       
configured in a regular architecture. ANNs collective       
behavior is recognized by their ability to learn, recall         
and generalize the training patterns to that of a human          
brain. One of the methods of Artificial Neural        
Network System (ANS) named Backpropagation can      
be used to solve text categorization problem. There        
are good reasons for using it for text categorization.         
ANS provides a better solution for problems that        
cannot be solved sequentially or by sequential       
algorithms. Other applications of artificial neural      
network include matching of images [5]. They result        
in better performance. Backpropagation algorithm is      
widely used among the rest of the algorithms given         
by ANS. Backpropagation is very useful in       
recognizing complex patterns and performing     
nontrivial mapping functions. Neurons are processing      
elements in the neural network. The lines that        
connect the neurons are called weights. Every line of         
processing elements is a layer of a network; Though         
there can be multiple layers present in ANS in         

BackPropagation network (BPN) generally there are      
three. 
 

 
  

Figure 1 Architecture of neural network 

III.   IMPLEMENTATION 

The general procedure for document classification : 

A. Word Extraction 

In the first step, we are required to convert the          
document that has many stream of characters into        
tokens or words for identifying features. In IR, this         
tokenization process either known as word extraction       
or word breaking. 

B.    Stop Words Removal 

Many words like “a”, “the” are not very helpful in          
indexing, we need to remove these words from the         
words that are extracted from previous step. Since        
these words fall in every English paper they hardly         
assists in determining the class of that document. We         
can't differentiate between types of document with       
these words. The procedure of removing such non        
influential words from the group of words created by         
word extraction is called as stop words removal. For         
this step we create a group of stop words that are to            
be withdrawn from extracted words. 

C.    Word Stemming 

In a document there can be many variations of a          
word that may be present. One example of this is the           
word “appear” may also exist as “appearing”,       
“appeared”. These words basically provide the same       
meaning but are in different formats. Thus for        
classification it is desired to combine such variations        
into one form each. This process of combining        
joining dissimilar variations of the matching word       
into a sole form is known as stemming. The module          
that performs the function of stemming is called a         
stemmer. 
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D.    Weights to terms 

We create a vocabulary of terms from document        
set by measuring the importance of the terms. We         
assign to each term a weight which indicates the         
comparative significance of the term in a document.        
For term frequency(TF), we calculate the total       
occurence of each term in a document. For inverse         
document repetition, defined as: 

IDFi = Log(N/n)          (1) 

Where IDF=inverse document frequency of ith index       
term, N is nothing but the number of papers in the           
group and n is an integer number of document ith          
index terms appear.  
For term weighting, which is the multiplication of the         
term frequency (TF) and the inverse document       
frequency (IDF): 

Wji = TFji × IDFi          (2) 

After calculating the TF-IDF values of each term in a          
document set, we establish a threshold calculated       
using mean of all the values and include the terms          
with higher TF-IDF value than threshold into the        
vocabulary set. We create bag of words       
representation of each document using this      
vocabulary set and pass it on to the neural network.  

E.    Neural Network Based Classifier 

For categorization of the documents, vectors      
representing the documents are handed over to the        
start level which is input layer of the neural network          
classifier as input signal. These input signals are then         
circulate forward along the neural network so that the         
result which is output of the neural network is         
calculated in the output layer. We use sigmoid as the          
activation function in the output units, the result        
output of the neural network classifier is nothing but         
the classification vector which contains the values in        
the scale [0, 1]. This real-valued categorization vector        
produce a group classification decision, in which the        
ith vector component represent the likelihood that the        
input document associate to the ith group [2]. The         
neural network is trained to reduce errors using        
backpropagation learning wherein the weights in the       
layers are adjusted based on output loss function        
calculated for a particular input. The loss function is         
absolute difference between the actual and observed       
values.  

Testing: 

The dataset collected is randomly separated for       
training and testing the model. The testing dataset        
that was held back from training is first preprocessed:         
words are extracted, stop words are removed and        

stemming is done. Bags are created of each document         
using vocabulary set created during training and sent        
to the now trained neural network for predicting the         
document. Neural network classifies document to a       
category based on the certain words appearing in the         
document. 

Figure 2:Module division 
 

UI Screenshots: 

 

 

IV.  RESULTS 

We have implemented three different machine      
learning models namely K-nearest neighbour,     
Support vector machine and Neural networks to       
compare the results. 
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The training and testing data were common to all         
three models whose details are as follows 

TABLE 1:DATA SAMPLE SIZE 

Labels Training 

data size 

Testing 

data size 

Correct 

Result 

False 

Result 

1.Data 

Science 

150 50 47 3 

2.Fashion 75 25 22 3 

3.Finance 112 38 35 3 

4.HR 81 27 25 2 

5.Software 150 50 47 3 

 Total=568 Total=19

0 

  

 

The accuracy of each model when trained and tested         
over the above mentioned data is represented in a         
tabular format below 

TABLE 2:ACCURACY COMPARISON 

Model Accuracy 

KNN 61.5% 

SVM 82.6% 

NN 92.3% 

 

Since the data points are very large in number we          
have to limit the number of object to which the KNN           
calculates the distance to find out the similarity factor         
between the objects, this reduces the accuracy of        
KNN model largely.  

The textual data is an unstructured and correlated        
data. A particular data point may resemble more than         
one class. Thus mapping of these data points into         
another space to achieve a linear separable problem        
induces an error in classification which affects the        
accuracy of SVM. 

The neural network model is trained using       
backpropagation algorithm to reduce the error in       
output by adjusting itself for a particular input,        
breaking down the problem into smaller parts and        
ability to handle complicated and unstructured data       

help it to largely outperforms the other two classifiers         
into taken into consideration.  

IV.   CONCLUSION 

In this paper, we have mentioned the need for         
classification of resume documents and identified      
different machine learning algorithms used for      
classification. We have listed the various advantages       
and disadvantages of each algorithm. While bayesian       
classification is suitable for low dimension, KNN       
grows with number of documents. SVM cannot scale        
well with number of documents. Neural network can        
be self-adaptive and suitable to complex problem.       
Classification of resume can ease the task of        
managing large number of resumes of different types.  

For future scope, the neural network model can        
further be trained to classify more categories of        
resumes. Much larger dataset is required for       
accomplishing this task. Documents classified to      
certain category can be ranked using some machine        
learning algorithm to find the best applicant for a job.  
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Abstract—Data acquisition of electric drive is very much
relevant in the context of electric vehicles. Different data like
IGBT temperature, diode temperature, coolant temperature,
electric machine coolant temperature, motor torque, electric
machine speed data etc. have to be acquired and analyzed in
electronic control units. Data samples are processed in RAM
using various algorithms and relevent information is extracted
and transferred to ROM as various maps. These information
are useful in life time estimation, failure analysis and optimum
design of various electric drive components. Histograms and
rainflow counting are conventionally adopted methods in data
acquisition. Histograms may include irrelevant information and
also require large memory space. Normal offline rainflow count-
ing also demands large memory, which necessitates the need
for an optimum memory consuming data acquisition algorithm.
An online rainflow counting algorithm based on three point
method can minimize the RAM space consumption by significant
amount. The data counts remains same as in offline rainflow
algorithm. Instead of using histograms for data like electric
machine speed, data counts for only the relevant operating
range can be stored, which minimizes memory requirement.
Also level crossing counting is another algorithm which can be
adopted where we are interested only in threshold crossings of
the parameter acquired, for example the threshold crossing of
inverter phase currents, which can cause serious damage to the
system. Memory requirement minimization achieved by the above
mentioned algorithms are validated by simulation.

Index Terms—offline rainflow algorithm, online rainflow algo-
rithm, level crossing counting, histograms.

I. INTRODUCTION

Different data acquisition algorithms are used for processing
and storing electric drive data. Histograms are conventionally
used storage method, which consumes large memory space.
Other advanced counting methods are used for filtering and
storing input data without losing much granularity. Level
crossing counting, as per ASTM standards is implemented,
where preset threshold crossing information of acquired data is
required[2]. In peak counting the peaks and valleys are counted
based on a preset level. Peaks higher than the reference level
and valleys lower than the reference level are counted[2]. Sim-
ple range counting and maximum edge counting are other con-
ventionally used cycle counting methods[2].Rainflow counting

is another widely implemented algorithm in cycle counting and
fatigue analysis. Different variants of this algorithm is used.
Rainflow algorithm based on pagoda roof analogy proposed by
Endo and Matsuishi is the basis for all rainflow varients[3].
One of the most widely implemented rainflow algorithm was
proposed by Downing and Socie. This three point algorithm
was specified in ASTM E 1049-85[2]. Rainflow cycle counting
algorithms provide means for comparing obtained variable
amplitude load history with constant amplitude load pattern.
Rainflow algorithm identifies closed hysteresis loops in the
stress - strain plane and provides a method for treating
open loops[4]. Other modern methods like Moshrefifar and
Azamfar counting were later proposed, but rarely adopted
due to complexity in the procedure[5]. In the above method
rainflow counting is widely adopted and efficient method,
but consuming lot of memory. An online rainflow counting
based on the three point algorithm can considerably reduce
the RAM consumption[6]. The input data samples are filtered
and processed and relevant data is extracted at the instant when
the input samples are obtained and the samples are discarded,
reducing RAM memory consumption. The online three point
rainflow algorithm can be used in data acquisition of various
electric drive parameters like IGBT temperature, diode tem-
perature, coolant temperature, electric machine speed etc. in
the electric drive.

II. OFFLINE RAINFLOW ALGORITHM

A. Algorithm

For a sample load-time history as in Fig. 1, let ’X’ be the
current range, ’Y’ be previous range adjacent to ’X’ and S
be the Starting point in the history. The three-point offline
algorithm as per ASTM E 1049-85[2] is specified below,
A) Read next valley or peak. If end of data then go to step F.
B) If the number of turning points is less than three then go
to step A. Update X and Y with three most recent valleys &
peaks that are not eliminated.
C) Check the magnitude of ranges Y & X.

A) If X<Y, go to step A.
B) If X>=Y, go to step D.
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D) If Y includes S them go to step E, if not count Y as a full
cycle and remove the turning points in Y & go to step B.
E) Range Y is counted as a half cycle and remove the initial
point in Y and set next point in Y as starting point and go to
step B.
F) Count remaining ranges as half cycles.

Fig. 1. Sample load history showing ranges and starting point.

B. Challenges in implementing offline rainflow algorithm

The offline rainflow algorithm is not suitable for real time
applications. The load history for significant time should be
stored for proper cycle formation from the data. The algorithm
cam be applied only on a stored load history. It have a buffer
which accommodates the consequent turning points (minima
& maxima). The buffer size should be determined before the
algorithm is executed. For this the duration between successive
usage of the rainflow algorithm, should be predetermined
before the algorithm execution. The buffer should have the ca-
pacity of holding the entire loading range of the system under
consideration. This involves large quantities of data demanding
substantial computational resource to process the data during
algorithm execution. In real-time applications, coding should
be carefully done so that other real-time activities of the ECU
are not interrupted.

III. MEMORY OPTIMIZING ALGORITHMS

A. Online Rainflow Algorithm

The turning points are processed as it occurs. Two buffers
are used for this purpose. After processing, the turning points
are discarded thus minimizing memory consumption. The
load-time history need not be stored. Half and full cycles
are extracted in a recursive manner, depending on the buffer
contents. The procedure used for obtaining the full and half
cycles is similar to the one used in offline rainflow method,
and the cycle counts are therefore same for same loading
sequences. Pre-ordering of input data points in ascending
or decending order as in offline rainflow is not required.
The online three point algorithm is depicted in fig. 2 and
fig. 3, where, Tmax-Element of maxima stack, Tmin-Element
of minima stack, Ptrmin-Element of minima stack elements,
Ptrmax-Element of maxima stack elements. The MATLAB
simulation of both online and offline three point rainflow
on IGBT temperature input in the range, [20oC-120oC] and
coolant tempearture input in the range, [20oC-120oC] gives
similar maps, shown in fig. 4 and fig. 5 respectively, which
implies there is no loss of data in the online method.

Fig. 2. Online Rain-Flow counting algorithm working on maximal values.

Fig. 3. Online Rain-Flow counting algorithm working on minimal values.
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Fig. 4. Online rainflow counting(3D map).

B. Histograms

Histograms are used to represent the distribution of normal
data accurately. It is the probability distribution estimate of
a continuous variable (quantitative variable). For constructing

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 901



0

1

2

(90-110)

C
o

o
la

n
t 

T
e
m

p
e
ra

tu
re

 c
o

u
n

t

Offline RFC

3

(20-60)

4

(70-90)

IGBT Temperature mean
Coolant Temperature range

(60-100)
(50-70)

(100-140) (30-50)

(10-30)

Fig. 5. Offline rainflow counting(3D map).

histograms, the initial step is to make bins of input parameter’s
value ranges. This means, dividing full operating range of val-
ues to series of intervals and then counting how many values is
lying in each interval. The bins should be consecutive and non
- overlapping. Considering the electric motor speed histogram,
the speed may be divided into ten sections as depicted in fig.
6, each section may require a four byte for the count. Thus a
total of 40 bytes will be required for the entire histogram in the
memory. For the normal driving speeds(40Kmph-160Kmph),
the EM speed will be a factor (gear ratio) times the driving
speed. This lies between a specific rpm range say, 4000rpm-
8000rpm. Histogram for entire EM speed range will be having
more sections than this one. Thereby the memory requirement
is minimized and also the granularity of the map is now
increased as depicted in fig. 6. Only four sections are present
in this map. So for each sections of 4 bytes, a total of 16 bytes
will only be required, saving 24 bytes of memory. Simulation
results for electric motor speed inputs for three minutes are
given in fig. 7 and fig. 8.

Fig. 6. EM speed histogram sectors for entire speed & normal speed
ranges(rpm).

C. Level crossing counting

In level crossing counting, counts are registered when the
input data exceeds preset levels. This method can be adopted
where we are interested only in threshold crossings of a
parameter, which may can have serious effect on the system

Count

EM speed(rpm)

0

<0
(0-2000)

(2000-4000)
(4000-6000)

(6000-8000)
(8000-10000)

(10000-12000)
(12000-14000)

(14000-16000)
>16000

100

200

300

400

500
EM speed histogram(entire speed range)

Fig. 7. EM speed histogram for entire speed range(1D).
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Fig. 8. EM speed histogram for entire speed range(1D).

under consideration. For example, Consider the scenario of
a vehicle moving down hill, the electric motor’s speed may
increase beyond its rated limit which can have adverse effect
on the machine. So recording such threshold crossings are of
much significance. For such an application the level crossing
counting can be used instead of recording a complete his-
togram. Simulation results of electric motor speed crossing of
the rated limit, 16,000rpm for speed inputs for three minutes
given in fig. 6 shows that it may require only a byte or
two for storing the level crossing counts. Thus the memory
requirement can be minimized by a considerable amount than
in the case of storing the entire motor speed histogram which
may be requring number of sections, having a larger memory
requirement say, 4 bytes each.

IV. CONCLUSION

Different memory optimizing methods were identified for
acquiring electric drive parameters. An online rainflow al-
gorithm which minimizes the RAM memory requirement by
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Fig. 9. Offline rainflow counting(3D map).

avoiding the requirement of load history storage can be used in
storing parameters like IGBT temperature, diode temperature,
coolant temperature etc. Instead of histograms for entire op-
erating ranges , storing only map for normal operating ranges
for parameters like electric motor speed memory requirement
can be considerably minimized. Level crossing counting can
be adopted where only threshold crossings of the acquired
parameters are of interest, saving memeory space.

Data acquisition is very much relevant not only in auto-
motive field but also in all areas where a stress cycle analysis
is required, as in life time estimation of wind turbine parts,
fatigue analysis of mettalic parts of different machines etc. In
hybrid electric vehicles the data acquisition functionality will
be handled by a particular electronic control unit (ECU) which
will be handling other real time electic drive functionalities
say, controlling the gate circuit of the electric motors inverter.
For such other important real time functions to be performed
un - disturbed and efficiently, sufficient memory should be
free. So for a functionality like data acquisition, which take up
large RAM and EEPROM space, the data acquiring algorithm
should be carefully selected. Algorithms should be selected
such that the acquired data should maintain maximum possible
granularity and consuming minimum memory possible. So
techniques with optimum memory usage in data acquisition
is of great future scope.

REFERENCES

[1] S. D. Downing and D. F.Socie, “ Simple rainflow counting algorithms,
” International Journal of Fatigue, vol. 4, no. 1, pp. 3140, 1982.

[2] “Standard Practices for Cycle Counting in Fatigue Analysis, ”Annual
Book of ASTM Standards, ASTME 1049-85 (Reapproved 1997), 1999,
vol. 03.01, Philadelphia, USA.

[3] M. Matsuishi and T. Endo, Fatigue of metals subjected to varying stress,
Japan Soc. Mech. Engineering, 1968.

[4] C. H. McInnes and P. A. Meehan, ”Equivalence of four-point and
three-point rainflow cycle counting algorithms,”International Journal of
Fatigue 30 (2008) 547-559.

[5] M. Azamfar and M. Moshrefifar, “Moshrefifar and Azamfar method, a
new cycle counting method for evaluating fatigue life, ” International
Journal of Fatigue 69 (2014) 2-15.

[6] M. Musallam and C. M. Johnson, “An efficient implementation of the
rainflow counting algorithm for life consumption estimation, ” IEEE
Transactions on Reliability, vol. 61, no. 4, December 2012.

[7] M. Musallam and C. M. Johnson, “Real-time compact thermal models
for health management of power electronics, ” IEEE Power Electronics
Trans., vol. 25, no. 6, pp. 14161425, 2010.

[8] M. Musallam, M. Johnson, C. Yin, C. Bailey, and M. Mermet-
Guyennet,“Real-time life consumption power modules prognosis using
on-line rainflow algorithm in metro applications, ” in IEEE Energy
Conversion Congress & ExpoECCE, Atlanta, Georgia, USA, September
1216, 2010.

[9] I. Rychlik, “A new definition of the rainflow cycle counting method, ”
International Journal of Fatigue, vol. 9, no. 2, pp. 119121, 1987.

[10] M. Meggiolaro and J. Pinho de Castro, “An improved multiaxial rainflow
algorithm for non-proportional stress or strain histories, ” International
Journal of Fatigue, vol. 42, pp. 194206, 2011.

[11] “ASCET V5.2 Reference Guide, ” Document EC010005 R5.2.2 EN,
ETAS GmbH, Stuttgart. algorithm for non-proportional stress or strain
histories, ” International Journal of Fatigue, vol. 42, pp. 194206, 2011.

[12] K. L. Singh and V. R. Ranganath, “Cycle counting using rainflow algo-
rithm for fatigue analysis, ” in 15th National Conference on Aerospace
Structures, Coimbatore, Tamil Nadu, India, October 1516, 2007.

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 903



CAPACITOR SWITCHING LOGIC WITH EFFICIENT  
MAXIMUM POWER POINT TRACKING SCHEME FOR  

MULTI INPUT SEPIC CONVERTER IN SOLAR POWERED SYSTEMS 

Sanoj Kumar Roy S 
Power Electronics Research Laboratory 

Dept. of Electronics and Communication Engg.  
College of Engineering Trivandrum,  

Kerala, India 
skumarroy.vssc@gmail.com 

Shiny G 
Power Electronics Research Laboratory 

Dept. of Electronics and Communication Engg.  
College of Engineering Trivandrum,  

Kerala, India 
drgshiny@gmail.com 

 
 

Abstract — This paper proposes a capacitor switching logic 
for a multi input Single Ended Primary Inductance Converter 
(SEPIC) with efficient Maximum Power Point Tracking (MPPT) 
scheme for multiple non aligned solar panels. The proposed 
scheme is an improvement of time division multiplexing control 
of multi input converters for low power solar energy harvesters. 
In the proposed design, the capacitor switching logic gives the 
flexibility of selecting panels on demand providing additional 
advantage of isolation. For better accuracy an efficient algorithm 
has been implemented for determining MPPT. The MPPT is 
practically determined in each cycle when the corresponding 
capacitor is connected to converter. Using SEPIC converter at 
the output provides a constant 15V for charging the battery for 
solar panel voltage range from 8V to 25V. The design 
improvements will bring increased efficiency for medium power 
solar systems. 

Keywords— Maximum Power Point Tracking (MPPT), Single 
Ended Primary Inductance Converter (SEPIC), Perturb and 
Observe (P&O), Incremental Conductance (InC), Time Division 
Multiplexing (TDM), Maximum Power Point (MPP). 

I. INTRODUCTION  

The primary source of energy which helps to retain life 
on earth is Sun.  The importance of extracting energy from 
renewable sources like solar, wind and tidal gives a solution 
for the depleting non renewable energy sources. It is 
considered as green technology as it does not emit any 
greenhouse gases. 

The sun radiates solar energy by electromagnetic waves 
over a range of wavelengths from 290–2500 nanometers 
defined as solar spectrum. The solar spectrum consists of three 
bands namely Ultra-violet (UV) light (290nm–380nm), 
Visible light (380nm–780nm) and Infra-red light (780nm–
2500nm). In the solar spectrum, 51% of the energy is 
distributed in the infra-red band, 47% in the visible band and 
2% in the UV band. A photovoltaic system (Solar panel) is 
used to generate electricity from solar energy. For the 
construction of solar cells, monocrystalline and polycrystalline 
silicon is being used. The mono- crystalline technology creates 
a homogeneous silicon crystal that achieves a conversion 
efficiency of 14 to 21% whereas the polycrystalline is a 
combination of different silicon crystals and achieves a 
conversion efficiency of 13 to 16.5%. Polycrystalline 

photovoltaic (PV) cell is cheaper due to the simplest process 
of fabrication. Compared with silicon solar cells, GaAs solar 
cells is considered to be ideal for space applications as it 
possess higher photo electric efficiency, better thermo stability 
and stronger irradiation resistance [1]. The solar panel 
efficiency can be improved further by using mirrors and lens 
to concentrate the solar light to the panel. This concentrated 
photo voltaic technology (CPV) will provide same power 
output with lesser solar cell compared with normal panels [2]. 
The power generated from a solar panel depends on the 
irradiance which is defined as the amount of power per unit 
area that is directly exposed to sunlight. At a distance of one  
astronomical unit (AU) from the sun, the irradiance is 
approximately 1,368W/m2 which is defined as Solar constant. 
The earth atmosphere attenuates the sunlight so that less 
power arrives at the surface of the earth approx. equal 
to 1,000W/m2.   

Some applications use multiple PV panels with 
dissimilar orientations for extracting maximum solar power in 
a day profile. When aligned configuration of PV panels is 
used, peak power is obtained at a particular time from both the 
panels resulting in higher depth of discharge of battery in a 
daily power profile. Hence the non aligned panels is proposed 
in [3] provides a smoothened profile by smaller depth of 
discharge. The method of using non aligned panels will 
improve the battery life. In [3] time division multiplexing 
scheme is being implemented for selecting the solar panel. But 
the above work has got the drawback of sequential switching 
of solar panels to keep the voltage within the hysteresis 
window and thereby in Maximum Power Point (MPP) region.  

Among the different algorithms used for determining 
MPP, the P&O and Incremental conductance (InC) method are 
the most efficient algorithms [4]. Under rapidly changing 
atmospheric condition InC algorithm is superior compared to 
P&O, but complexity of implementing InC algorithm in 
hardware makes P&O method attractive [5][6]. For space 
applications where accurate tracking is required, P&O or InC 
method is used. Fractional open circuit voltage or fractional 
short circuit current method is used for applications where 
accuracy is not a factor. The reference design uses fractional 
open circuit voltage (FOV) method whereas the proposed 
design uses a variant of P&O algorithm to determine MPPT.  
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This paper proposes an improvement for the scheme 
presented in [3]. A capacitor switching logic with efficient 
MPPT scheme has been implemented to obtain improved 
efficiency. Flexibility of selecting panels on demand provides 
an additional advantage of isolation. Also the SEPIC converter 
at the output of the panel provides a constant DC voltage for 
charging the battery in the entire I-V curve of the panel.  

This paper is organized as follows: Section II presents 
the reference scheme on which improvement has been 
attempted. Section III describes the proposed architecture. 
Section IV details about the simulation studies carried out with 
the mathematical modeling of elements in the design and 
Section V describes the hardware implementation. 

II. REFERENCE SCHEME [3] 

A low power, low cost solar energy harvester for non 
aligned panels using a TDM scheme for selecting multiple 
panels to a single boost converter with fractional open circuit 
voltage MPPT scheme is presented in [3]. The scheme is as 
shown in Fig.1  

 

Fig.1 : Reference Scheme [3] 

Capacitors (C1 and C2) are permanently connected to 
the panel and the each panel is selected by a multiplexer. The 
selected panel is connected to the input of a boost converter 
and the output of the converter is used to charge a battery 
[7][10]. The converter is enabled and the logic is selected by a 
micro controller unit, based on the reference parameters 
measured. FOV method is being implemented to determine the 
maximum power point (MPP) of the panel.  

Since the panel is hardwired to the capacitor and the 
capacitor voltage is limited between the hysteresis window 
during the operation for achieving MPP, the open circuit 
voltage which is required to determine the MPP voltage can be 
measured only if the capacitor is allowed to charge to the open 
circuit voltage. Also the sequential loading of the panel is 
required to ensure that the capacitor voltage does not cross the 
upper threshold level of hysteresis window. ie, the switching 
converter should have a higher current discharge capability 
than the total current generated by multiple PV panels. 

III. PROPOSED SCHEME 

In the proposed scheme, pair of switches has been 
included between the solar panel and the capacitor compared 
to the reference scheme which provide simple control scheme 
to make the system in MPP tracking mode even if current 
discharge capability of the switching converter is less than the 
sum of currents generated by multiple PV panels. This scheme 

provide additional feature of isolation between the source and 
the load and between the sources. A variant of efficient MPP 
algorithm of perturb and observe is being implemented and 
calculated in each cycle to give accurate MPP tracking. A 
SEPIC converter has been used to provide constant DC 
voltage for charging the battery. The proposed scheme is 
shown in Fig.2 

 

Fig.2 : Proposed Scheme  

During initial power on, the open circuit voltage of 
capacitors is measured and the capacitor with higher voltage is 
connected to the converter. Assume that voltage across 
capacitor CA is greater than voltage across the capacitor VCB, 
(VCA > VCB), then the capacitor CA is connected to the 
converter by turning on the switches A2 and B2. During this 
time, MPP of the solar panel A is determined and the capacitor 
CB is charged from solar panel B till upper threshold of 
hysteresis window (+20% of VMP of panel B). If VCA falls 
below the lower threshold of hysteresis window (-20% of VMP 
of panel A), the capacitor CB is connected to the converter. 
During this time, MPP of solar panel B is determined and the 
capacitor CA is connected to panel A. In order to determine the 
MPP of panels, P&O algorithm is used. The solar panel is 
loaded from no load to short circuit current and the voltage 
and current is acquired to compute the power. In order to load 
the solar panel, corresponding switches (A3 and B3 for panel 
A and C3 and D3 for panel B) are turned on. The load current 
is varied from 0mA (No load current) to 580mA (Short circuit 
current) by changing the reference voltage from 0V to 580mV. 
The maximum power point is practically determined during 
each cycle accurately. Fig.3 shows the schematic diagram of 
the capacitor switching logic.  

 

Fig.3 : Electronic load for MPPT Characterization  

The control voltage drives the transistor to saturation to 
make the PMOS turned on till VGS > 2VTH of the PMOS. The 
NMOS with low VGS(TH) can be driven directly from the 
arduino controller.  
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 Fig.4 shows the schematic diagram of the electronic 
load used for MPP characterization. 

 

Fig.4 : Electronic load for MPPT Characterization  

The current through the sensor resistor will be tracked 
towards the reference voltage to provide the required loading 
for the panel. The panel voltage and the load current is 
measured and characterized from no load to ISC to determine 
the maximum power point. Sense resistor (1Ω) with 
temperature coefficient of ±20ppm/ºC is chosen for the 
application. The RC filter is used to avoid the noise. The panel 
voltage is scaled down by a factor of 5, buffered and acquired 
via analog input of Arduino controller. The voltage equivalent 
of the sense current is buffered and acquired via another 
analog input of Arduino controller. The voltage and current 
measurements are multiplied to calculate the instantaneous 
power of the panel. Fig.5a shows the voltage monitoring 
scheme and Fig.5b shows the current monitoring scheme. 

 

Fig.5a : Voltage monitoring 

 

Fig.5b : Current monitoring 

Fig.5 : Voltage and Current monitoring 

The maximum power point tracking for each panel is 
determined when the corresponding capacitor is isolated from 
the panel and the capacitor is connected to converter. A 
variant of perturb and observe algorithm is being used to 
determine the MPP of each panel. The panel is loaded from no 
load to maximum load in steps of 20mA and instantaneous 
power is calculated from the voltage and current 
measurements. The voltage (VMP) corresponding to the 
maximum power output is taken for calculating the hysteresis 
window (±20% of VMP). Reducing the hysteresis band 

increases the rate of switching between the panels where as 
increasing the hysteresis band takes the operating region 
beyond optimum MPP. So a hysteresis band of ±20% is 
selected for the proposed design.     

The Single Ended Primary Inductance Converter 
(SEPIC) is used in this design to provide a constant voltage for 
charging the battery. The SEPIC DC-DC converter provides 
positive regulated output voltage (+15V) even if the input 
voltage is above or below the output voltage (8V to 25V). 
Since the configuration of SEPIC converter requires two 
inductors, off the shelf coupled inductor is used to reduce the 
footprint. Coupled inductor will also provide better output 
ripple performance [8][9]. SEPIC converter is shown in Fig.6 

 
Fig.6 : SEPIC Converter 

The input to output voltage relations for a SEPIC 
converter is given by equation 1. 

                                    (1) 

When integrated with the solar panel, the equivalent 
impedance seen by the solar panel is given by 

                        (2) 

For any Rload, equation 2 yields 

1. As D→0, Req→α   : Open circuit for panel 
2. As D→1, Req→0   : Short circuit for panel 

Thus, the SEPIC converter can sweep the entire I-V 
curve of a solar panel. Also the input ripple current for a 
SEPIC converter is very low w.r.t the input ripple current of a 
boost converter. 

The battery will be charged at constant voltage 
continuously if the panels have sufficient irradiance. Multiple 
panels can be used for continuous voltage output. If the 
irradiance is not sufficient for continuous operation, then 
battery will be charged with pulsed current depending on the 
irradiance. But the panel is ensured to be operated at MPP 
point at any available irradiance. 

IV. SIMULATION 

Simulation studies of solar cell, MPPT algorithm and 
SEPIC converter were carried out using MATLAB and 
Simulink software prior to finalizing the design for optimum 
performance.  

The mathematical modeling of the solar cell is 
important for analyzing the power extracted from the solar 
panel and also to characterize the power-voltage 
characteristics at different irradiance level and temperature of 
the panel. Simplest of which is single diode model. Equivalent 
electrical model of a basic solar cell is given in  Fig. 7  
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Fig.7 : Electrical model of a PV Cell 

The basic mathematical equations governing the current 
output from the panel is given by equation 3. 

                                   (3) 

where, 
 IPH : Generated Photo current 
 ID : Diode current 

ISH : Shunt Current 
  IPANEL : Output panel current 

The diode current is given by equation 4. 

                                   (4) 
 where, 

          
 The shunt current is given by equation 5. 

 

                                                     (5) 
The generated current for a given temperature and irradiance 
is given by equation 6. 

                   (6) 

The power output from the panel decreases with 
decreasing irradiance and the power output increases with 
decreasing temperature of the panel. The P-V and I-V 
characteristics of the panel at different solar irradiance 
(1000W/m2, 800W/m2, 600W/m2, 400W/m2 and 200W/m2) at 
constant panel temperature of 25°C [6] is given in Fig.8 and  
P-V and I-V characteristics of the panel at different panel 
temperature (30°C, 40°C, 50°C, 60°C and 70°C) at constant 
solar irradiance of 1000W/m2 is given in Fig.9 

 

Fig.8a : P-V characteristics for different irradiance  
at 25°C. 

 

Fig.8b : I-V characteristics for different irradiance  
at 25°C. 

The VMP of the panel is expected to be between 15V 
and 17V for different irradiance and the short circuit current is 
expected to be decreasing w.r.t decrease in irradiance level. 
The IMP determines the charging current for the capacitor and 
thereby to the load. 

 

Fig.9a : P-V characteristics for different temperature  
at 1000W/m2. 

 

Fig.9b : I-V characteristics for different temperature  
at 1000W/m2. 

The power output decreases w.r.t the increase in the 
panel temperature and IMP decreases with increase in panel 
temperature. 

SEPIC converter is simulated using the simulink model 
as shown in Fig.10. The component values used in the design 
are L1, L2 : 470µH, C1 : 220µF, C0 : 1000µF and RL : 10Ω. 
The frequency of the pulse generator is set at 400kHz 
corresponding to the switching frequency of the converter [9]. 
Compared to boost converter, the SEPIC has the additional 
advantage of blocking the input from getting connected to 
output by the series capacitor, in case of converter disabled for 
isolating from battery under full charge condition.  

IPH 
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Fig.10 : SEPIC Converter. 

The simulation was carried out with input voltage 
varied from 8V to 25V in steps of 2V and load varied from 
20mA to 1.5A and the output voltage is found to be constant at 
+15V. The inductance and capacitance values are chosen to 
meet the output voltage ripple within 50mVpp. The simulation 
result of a SEPIC converter at an input voltage of 24V and 
load current of 1.5A is shown in Fig.11 

 
Fig.11a : Input voltage 

 
Fig.11b : Output voltage 

V. HARDWARE IMPLEMENTATION 

The proposed scheme is implemented in hardware to 
evaluate the performance. The hardware is configured around 
Arduino Mega 2560 controller, which generates required 
switching commands based on the upper and lower threshold 
voltage levels, calculated from the MPP voltage of each solar 
panel for the capacitor switching logic. 

The Arduino Mega 2560 has 15 PWM outputs and 16 
analog inputs available out of the 54 digital input/output pins. 
It also has 4UARTs and operate with a 16 MHz clock 
frequency. The hardware implementation is shown in Fig.12 

 

 

Fig.12 : Hardware model. 

Micro Sun make (Model : MS1210) 10W panel is used 
in the hardware. The open circuit voltage is 22.32V with short 
circuit current of 0.6A. The maximum power point voltage is 
18.1V and the maximum power point current is 0.55A. The 
MPP voltage of each panel is determined in each cycle by 
loading each solar panel, when the corresponding capacitor is 
connected to the converter. The voltage, current of each solar 
panel during MPPT characterization and voltage across each 
capacitor is acquired through the analog input of the arduino 
and digitized by 10 bit ADC in the controller. The maximum 
power, voltage and current at the maximum power point is 
displayed in a LCD display. 

The XL6009 is a current mode controller used for 
SEPIC converter and the switching frequency is 400kHz. The 
converter can be disabled by driving the enable pin of the 
PWM controller low. The output is scaled down to 1.25V and 
compared with reference voltage to generate error and thereby 
adjusting the duty cycle. 

The solar panels, the capacitor switching logic circuits 
implemented using Arduino mega 2560, SEPIC converter and 
12V lead acid battery is configured as per Fig.2. The capacitor 
voltages (VCA and VCB) and the output voltages are acquired 
through Arduino, and is plotted using serial plotter as shown 
in Fig.13 

 
Fig.13 : Voltage waveforms. 

P-channel MOSFET is used as switch in the positive 
supply line and N-channel MOSFET in the return line for 
simplified drive circuit. The energy, voltage, and capacitance 
of a capacitor are related by 
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The initial energy (E0) and final energy (EF) stored in the 
capacitor is, given by 

 

 

 
Time required to charge the capacitor is given by eqn.7, where 
P denotes the power 

                              (7) 
During the initial turn on, the initial energy stored in the 

capacitor is zero and hence the time taken to charge a 20mF 
capacitor to the VMP voltage of 17V by a 10W panel is 289ms. 
During the operational cycles the capacitor voltage is charged 
when connected to panel and discharged when connected to 
the converter. The capacitor voltage is varied between the 
40% hysteresis window and thereby the capacitor charging 
time from lower threshold voltage to upper threshold voltage 
is 180ms approx. The output power and the efficiency of the 
converter determine the input power required to meet the load 
requirement. This determines the charge discharge cycle 
duration in the proposed scheme. 

Considering the quadratic model of the MOSFET, the 
drain current equation can be written as equation 8.  

            (8) 

                                        for { }            

The gate drive circuit of the MOSFET is designed in 
such a way that the VGS will provide a drain current which is 
more than the short circuit current (the maximum expected 
current from the panel). The resistive divider gate bias ensures 
the MOSFET turn on till the capacitor voltage greater than 
2VTH (twice the threshold voltage).  

Since the proposed scheme has twelve MOSFET 
switches, the losses in the MOSFET have been quantified w.r.t 
to the power converted. The losses can be classified into 
conduction loss (PC), switching loss (PSW) and gate charge loss 
(PGC) [11][12]. 

                                                  (9) 

                                  (10) 

 
                                              (11) 

From equations 9, 10 and11 the conduction loss is 
calculated be 4mW, switching loss of 1µW and gate charge 
loss of 1µW. Total MOSFET loss is 0.6% and including the 
steady state losses in the converter, the total loss is 7.5% of 
10W. 

CONCLUSION 

By implementing capacitor switching logic, option of 
disconnecting the capacitor from the panel gives the flexibility 
of selecting panels on demand for characterizing panel for 
determining MPPT. This feature brings better ground isolation 
between panels, and between panel and converter thereby 
better noise performance. The proposed scheme will 
characterize the panel to determine the MPP point in each 
cycle and thereby setting the hysteresis window which 
provides accurate operating condition. Also a variant of 
perturb and observe algorithm is used to determine the MPP in 
each cycle compared to fractional open circuit voltage method 
which is inaccurate. SEPIC converter will provide a regulated 
output, which makes the system independent of the load, as it 
cover the entire I-V characteristics of the panel. 

As a future scope of work, optimization in the hardware 
can be attempted considering the actual load requirement. 
Optimized design w.r.t miniaturization, power and cost can be 
considered. MEMS capacitor, MEMS switches and switched 
capacitor converter can be used to implement the scheme for 
ultra low power application. 
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Abstract— In a world rural area keeps declining and smart 

cities keep evolving. data is one of the most important resources 
to maintain as terabytes of data is collected from a single city. 

data is analyzed using big data analysis and it can be stored by 

using the fog computing and it also describes how fog computing 

is effective in IoT when compared to cloud-based computing and 

how fog-based computing is emerging and how it is leading. it 
describes cloud and fog architecture and how the data is 

processed in those architecture and we are going to learn about a 

new experimental architecture. it is merger of both fog based and 

cloud-based. Fog computing is technology, which is rapidly in use 

so, we will discuss some of its applications. The data is used to 
achieve a proper life where people can live safe and it is also used 

for analyzing various factors of like economy and employment 

and to understand its patterns to achieve development. There are 

many challenges to maintaining the data through fogging these 

challenges are mentioned along with that the security problems 
that followed from cloud to fog. 

This paper mainly tells us how fog computing would be the 

future of IoT and how it would change the world. 
 

Keywords— Big data, Data mining and analytics, Smart city, Cloud   

computing , fog computing. 

I. INTRODUCTION 

Due to the increase in the urbanization. Cities are rapidly extended 
their area and along with that population growth has been increased 

in tremendous amounts. now about fifty-four percentage of the 

population of world are now living in cities. 

It was 30% back in 1950[1]. In 2030 two by third of the   population 

of the world would be live in urban regions and people who are 
already living in urban areas of countries with developing economies 

would increase twice in number and the area of these cities could be 

tripled based on latest UN reports. The proportion of the urban 

population is expected to increase to 68%  by 2050[2]. 

 
Fig1: Urban population increasing ratio 

With the growth of the population of the world will add 

another 2.5 billion folks to urban areas until 2050. Based on 

the reports 90% of increase would take place in Asia and 

Africa. 

It is very hard for governments to provide facilities like 

transportation and water supplies to all the citizens living in 

that area despite population growth. Big data can be very 

helpful for the analysis of information in edge computing and 

in also used in cloud-based computing [3]. Data can be easily 

analyzed in the fog because of its distributed approached and 

data can be easily tracked from where it is coming and where 

it is going to be uploaded. we can provide much security to 

citizens data 

 

There is much evidence that would suggest that fog computing 

helps in formatting and sorting data. there are many challenges 

in these data collection [4]. The challenges may include 

maintaining sustainable environmental, ideas that would help 

in developing of both the social and economic conditions of 

the society and decision making were everyone’s opinions are 

valued. We can create a clever infrastructure and solving these 

challenges would help achieve to better social life for citizens. 

Aim of developing this model is provide improved versions of 

the present smart cities by providing various approaches to 

collection, integration and analyses of data to help in provide a 

better life for citizens. 

 

II. BASIC FOG COMPUTING CONCEPT 

Smart cities are the traditional cities and as urbanization is 

at a rapid extent their great need of managing the data that is 

in these smart cities. Data should be properly managed so 

that it can be analyzed for various applications. data 

analytics process of the smart city has quite complexity. 

Cloud computing is mostly used for maintaining such large 

data but there are quite disadvantages of using it. There can 

be many alternatives to cloud computing [6]. When we are 

talking about the alternatives .one of the best alternative is 

fog computing .accessing of the data is very easy in fogging 

when compared to the cloud and the fogging is an extended 

service of the cloud computing where data is stored nearer 

to the source and mainly the data can be stored between the 

cloud and source at a particular point where the data 

accessing and storage would be easy.fog computing can be  

called as the edge of the network, this particular name is 

given because the data is just stored above the ground. 

accessing data from the cloud becomes more difficult with 

low internet speed and bandwidth is the most common 

problem which leads in the difficulty in accessing [7]. 

Fogging would be the best solution for all the above-
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mentioned problems. The following diagram shows the 

detailed description of fogging. 

 

 
Fig2:  Interplay between IoT , Fog and Cloud[4] 

 

III. CLOUD ARCHIETECTURE FOR SMART CITES 
 

  Smart cities can provide various solutions  which are used to 

solve real time challenges related to urban regions[8]. there 

are many challenges and these challenges be providing 

sustainable environmental, ideas that would help in 

developing of both the social and economic conditions of the 

society and decision making were everyone’s opinions are 

valued.                                    

 

First, we should learn about the cloud architecture for the idea 

then we can modify that cloud architecture by introducing the 

fogging into it as the extended form or extended service of the 

cloud. the architecture of the cloud is given below 

 
 

Fig3: Cloud Architecture 

 

It is a three-layered approach and each layered has its own 

importance. 

The bottom layer of this architecture consists of various data 

warehouses which have data being collected from various data 

mart and it has a distributed approach and many sensors are 

connected to this layer and all the data pre-processing steps 

are performed on the data. 

 

In the middle layer mapping of data based on their Meta 

characters and linking is performed here this would help in 

finding new cases and makes the relationship between the 

attributes stronger. data is collected from various data marts as 

data collected would have many unique values this would be 

great help for data linking. 
 

These data browsers present in the upper layer is used to  

browse  the variables  and  indicators  

 

From the datasets based on the metadata of those variables and 

indicators and the analytical engine, a great help for the end 

users use to find the data from the cloud. 

 

difference between cloud computing and for computing. To 

know about the data storage and data need to understand both 

the technologies architecture. 

 
 

IV. FOG ARCHITECTURE OF SMART CITY 
 

 

 
 
Figure 4: The 4-layer Fog computing architecture in smart cities, in 

which scale and latency sensitive applications run near the edge.[2] 

 
Layer 4, in this  layer sensing action is performed  and  this 

can be performed on the data collected from various nodes 

with consist of many sensors which are of low cost and they 

are high reliability and they are spread over large public areas 

so we can monitor different changes and  data generated  is 

large from these sensors .data is collected at every node is 

send to the layer above it.. 

 

Layer 3, in this layer nodes are present with power 

consumption rate would be less than usual and performance of 

these nodes are also high .local group of sensors and 

connected to this layer regular analysis should be performed 

and alerts should be send during the danger and feedback 

should also be send to respective authorities  to improve the 

local conditions. 
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Layer 2 may contain nodes which lie between different set of 

nodes, every intermediate node is connected to a group of 

edge devices at upper layer and it uses its geospatially 

collected data to discover the risky events happening. 

 

When any hazardous event is identified it makes fast moves to 

stop the damage and save the infrastructure and layers 2 and 3 

provides feedback which and these feedback act just like the 

human reflexes that safes us from the dangers. Consider an 

example, where gas pipeline’s certain part has leakage and if 

the fire starts in that part these intermediate nodes would shut 

down the whole system [9]. it would reduce the loss to the life 

and property. Meanwhile, the output of data analysis of these 

two layers is fed into the to top layer for analysis of behaviour 

and conditions to be monitored for longer time period and 

controlling and monitoring of city-wide data can be possible at 

top layer. long-term data is stored which can be analyzed. It 

allows spontaneous decision making which makes the 

municipalities to take better actions across whole city during a 

natural disaster or large-scale service interruption. 

 

Using this 4-layered approach we can detect the threats easily 

and we can reduce the damage to the human life’s an 

environment. by using this approach, we can analyze the data 

many times and problems are rectified immediately we 

compared to the cloud. Now a day’s  data is being available for 

everyone which is termed as open data. which is used for 

many purposes most of the important purpose is to provide 

better life for citizens and it helps in visualizing future 

infrastructure and to improve the present one and all this data 

is provided by government. 

 

Management of data for each unique domain is used to collect 

the data from various sources and analysis performed on that 

data. 

By  managing such type of data we can get  the particular  

information about  the specific  thing for suppose  we consider 

the places or areas of a  city .we can store the data of all the 

places  in the nodes  and we can analyze the crime rate of the 

area as we already have all the information of the particular  

area  it is also easy to maintain  the accident spots  of that area. 

We can analyze many more things about the area by using that 

data like the real estate and many more because of the 

tremendous amount of the data present in it and the data 

trafficking is high whereas in fog-based computing data 

trafficking would be quite less.  

. 

 
IV.  FOG-CLOUD-DATA MANAGEMENT 

 

It is a new technique through which data can be more 

efficiently maintained. Fog-to-Cloud (F2C) Data Management 

experiments   have   been conducted on the city of Barcelona. 

 
 
 Fig 5: Representation of the F2C data management in Barcelona.[5] 

 

Sensors collect all types of data and this data is classified in 

data classification phase. Information collected is categorized 

into five types mostly it is based on energy ,noise, urban, 

garbage and parking. Where data is again sub divided into 

types like energy can be divided into solar or wind etc and we 

can divide noise based on the vehicles or the loudspeakers. 

 

Edge-data-sources collects the data from various sources 

performs classification in the lowest level. and all classified 

data is aggregated in fog-layer2 and compression is also done 

in the same layer. fog-leader is also one of the data 

classification phases. Sensors are distributed over a large area 

in Barcelona   and layer 1 is spread over 73 respective areas of 

fog   and second layer is spread over one kilometre which has 

total of ten main areas [5]. 

 

V. SECURITY CONCEPTS OF CLOUD 

COMPUTING THAT FOLLOWED FOG 

COMPUTING 
 

There are total of 12 critical issues which might act as 

threats and affect the safety. 

A.Advance Persistent Threats (APT) 

these would be   nothing but the attacks that compromise the 

security of the companies  

B. Access Control Issues (ACI) 

  This leads in poor management. Unauthorized entries are     

made and make changes in the software 
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C.Account Hijacking (AH) 

account is being used by unauthorized people who are not 

allowed to use the account. 

 D.Denial of Service (DoS) 

 because of the finite resources even the authorized people 

cannot use the service sometimes. 

E.Data Breaches (DB) 

 this data breaches cause crisis situation because of the loss of 

the confidential data. 

F.Data Loss (DL) 

loss of data can be done by faults in the software or by 

malicious activates or even by natural resources. 

G.Insecure APIs (IA) 

The providers of various computing use API’s for client use 

and it is used to provide the security for the applications that 

we have developed.  
H.System and Application Vulnerabilities (SAV)Attackers can 

enter the system by finding loopholes in the system like bugs. 
I. Malicious Insider (MI)  

A person with authority and he decides to use that power in a 

wrong way by performing the malicious activity. 
J.Insufficient Due Diligence (IDD)  

this many occurs when any organization rushes in designing 

and implementation of the project. 

K.Abuse and Nefarious Use (ANU) 

 If the supply of the resource is for free. it may be used for 

some malicious activity. 
L.Shared Technology Issues (STI)  

this is mostly occurring due to shared resources, platforms and 

infrastructures with more people 

 
Fig. 6: Potential security issues of Fog Platform inherited from Cloud 
computing.  

 

Above figure shows how virtualization and other issues of 

Cloud platform can affect Fog platform as well [10]. 

VI.  APPLICATIONS   OF   FOG COMPUTING: 

A. Smart Home 

 

Rapid development of IoT has created many smart devices and 

sensors are even present at home. there are many home 

security devices like smart locks and recorders which are can 

be audio or video or both. Once fog computing platform sets 

up, every sensor would act as a client[11]. The server-based 

application   is installed in every virtual machine. on this 

Virtual machine, the advance processing logic is being 

implemented, which shares the secure. 

 

B. Smart Grid: 

 

This is an electricity distributing system where meters are 

arranged at regular intervals. There is a centralized server with 

gathers all the information .it also used to analyze that data 

and inform to the system if any dangers happen. using fog 

computing, SCADA is added with a decentralized model with 

micro-grids, which improves scalability and provide security 

with fog computing, the grid will turn into a hierarchical 

system which acts as an interface between fog and SCADA. in 

this kind of systems, fog is in charge of communications with 

another grid and another fog[12]. 

 

C. Smart Vehicle 

 

Fog computing can be integrated into automobiles they are 2 

ways of integration [14], they are infrastructure-based and 

autonomous. the formal would be VTube, it basically depends 

on fog nodes that are placed along the roadside; these nodes 

are responsible to send/retrieve information to or from the 

vehicles. The further mentioned in, every fog can 

communicate to its users within and may be from another fog. 

There are many applications for fog computing in 

automobiles. Popular applications would be traffic light 

scheduling, congestion mitigation, precaution sharing, parking 

facility management, traffic information sharing, etc. 

D. Health Data Management 

This have been a delicate topic as the data collected of the 

patients should be kept confidential because this data is cause 

harm and disturbs privacy of the patient. By edge computing, 

the data of the patient will be stored locally so data can be 

accessed quickly[13]. data collected and stored in those fog 

nodes like in our Smartphone gadgets. the data is preserved 

and competed in a more secure manner so there is no way of 

data leakage. Modification of data can be done easily in 

patients’ fog-node. 

 
E. Wind Farms 

 

Wind turbines are a very sensitive piece of equipment. 

according to the weather you make changes to increase the 

output. The problem is that most wind farms are located in 

remote areas. “Edge intelligence” enables us to analyze data 

locally in real-time without relying on continuous network 

availability. 

 

F. Trains 

 As part of the rise in the Internet of Things, trains and tracks 

are being built with sensors with locomotives acting as the 

central hub for all the data which has been collected from 

these sensors. Due to the fast movement of trains, it is difficult 
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to maintain the connection with “the cloud”. it is better to 

install some fog computing nodes in your locomotive. 

 

G. Pipelines 

 

 Gigabytes of data is generated alone from the 100-mile long 

pipeline [15]. there can be many tetra bytes of data can be 

collected from a single pipeline. fog computing plays an 

important role in this case because we can easily detect any 

leakages if we collect the data at regular intervals  cloud only 

needs to know only important data so it is better to use fog 

computing. 

 

VII. CHALLENGES IN FOG COMPUTING: 

 

There are several challenges for implementing fog computing 

and they are 

 

A. Choice of Virtualization Technology  

 

 Virtualization can provide a better environment for fog 

computing. There is a question about which to choose 

hypervisor or container, we already know that Cloudlet has 

been utilizing virtualization technique of hypervisor paradrop 

is choosing the container-based technology because it is 

lightweight when compared hypervisor and hardware is used 

for these two technologies[16]. the container cannot host 

different OS on a single node. 

B. Fight with Latency 

There are some conditions which lead in having latency at 

high range in fog computing platforms. Those kinds of 

latencies would destroy client experience with the fog 

computing. There are several ways in bringing latency back 

some of those methods are 
 Data aggregation. 

 Node mobility. 

C. Network Management 

Management of the network would be difficult be difficult 

until you apply techniques like software defined network and 

network functions virtualization and combination of both can 

be used to, but it is not easy to combine them to. there can be 

many difficulties in it. there can be difficulties in design and 

different directional bounding and genuine design of network 

can lead to difficulties in design. 

D. Security and Privacy 

Main priority at every level is to maintain the privacy and 

security for users and it is also one of the main challenges too. 

we have use may restrictions on the access and we have to 

check whether unauthorized people have entered system this 

makes the model strong. 

 

VIII.  CONCLUSIONS 

In this paper we have discussed how the population in cities 

has been increasing and how new technologies should be used 

for the creation of better cities. How data can be more 

efficiently accessed and stored in the fog-based computing 

when compared to the cloud. It also compares the 

architectures of both cloud and the fog for better data 

management of the data. it also differentiates between the fog 

and the cloud computing and it can be done based on the 

certain characteristics and it highlights some security problems 

that followed to the fog from cloud. we have also discussed 

the challenges and the applications of fog computing. In the 

end we conclude that by adopting fog computing technique we 
can make better smart cities. 
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Abstract— Here we discuss the integration of sensors with the 

cloud and their applications which is the highlighting aspect in 

the future IOT. These concepts are very much important in 
developing smart cities. These smart cities improve the quality of 

living. It is estimated that by 2025 there will be atleast 88 smart 

cities around the world. This idea results in healthy, sustainable 

and secured environment but, will take lot of investment and 

time to build. In this paper, we will discuss the areas where the 
IOT involved to develop a smart city. 

 

Keywords— sensors; cloud computing. 

I.  INTRODUCTION  

Cloud is the advanced technology of storing and protecting 

data. Cloud storage is based on the virtualization techniques. 

In this the uploaded data will store on remote servers and 

accessed through internet or Cloud. For instance, uploading 

files to drive that will store on google cloud. The major 

advantage of cloud, we can access the data that we have 

uploaded anywhere in the world. Sensors are the devices that 

sense the physical parameters such as pressure, temperature 

etc., and gives the signal which can be measured 

electrically[1][2]. The integration of sensors with cloud can 

results in many useful applications but this is a bit complex 

activity. The data in cloud can be pushed to our mobile phones 

so that the common information can get to know by many 

people around. In the case of sensor cloud integration, sensors 

sense the data and transmit it to cloud .This transmission can 

be done in different ways.  

II. HOW THE DATA GO TO CLOUD FROM SENSORS?  

A. Sensors to cloud: 

The data transmission from sensors to cloud takes place in 

different ways. At the early stage (1970 to 1980) the 

transmission process is done by using ethernet which is a 

wired process but some places do not have wired internet 

which turns as a disadvantage to this process. This doesn’t 

involve in radio link[5]. This process send information directly 

from sensor microprocessor to the cloud.  

B. sensors to mobile network to cloud: 

In this case, the data flows from sensors to mobile phone with 

the cable(wired). From mobile to mobile tower which involves 

in radio waves this is a wireless process. After this, the data go 

to the tower and then to cloud through the cable (wired).This 

is the cost effective process to the user. 

 

C. sensors to wifi routers to cloud 

 

In this process the data from sensors move to wifi radio 

through cable (wired) after there to wifi router through radio 

waves which is wireless process. Wifi routers are connected to 

cloud by the Ethernet. In another way, from mobile routers the 

data leave to mobile towers and then to cloud through 

Ethernet. 

D .sensors to mobile to cloud 

This is the advanced technology which is in progress . This is 

used by the mobile phones with the wifi and BT(Bluetooth) 

radio. Data flows from sensors to BT radio and from there it 

flows to smart phone to wifi router. From wifi router to 

cloud.[4] 

III. OUTLINE FOR SMART CITIES 

 

Let us assume, Smart cities functions like our body. All the 

buildings like the muscles in our body, greenery and parks like 

lungs that provide oxygen and make our life possible. We 

have roads as veins and arteries which moves the goods and 

the people (carries the information). Our body has 5sensors 

which sense the parameters like hot, cold etc., and pass the 

information to the brain[14]. Similarly, We construct sensor 

network to the city which senses different parameters, collects  

the   data in the city and transmit it to the cloud. By this sensor 

layer we can develop many applications that access the data 

present in the cloud. 

 
 

Fig1: Outline for smart cities 
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A. Smart planning: 

 

Smart planning is to provide a better environment. Firstly, 

they collect all the information about the city like roads, 

buildings and parks etc., and also collect data about energy use 

and waste, save it in database[6]. By this information they can 

obtain a 3D map of the city. This map gives the status of the 

city to the developers. The developers continuously observes 

the changes in the city, update the details to the people in the 

city through mobile apps or electronic boards . 

 

IV. SOME IOT APPLICATIONS 

 

A. Smart parking: 

 

 
 

Fig2: Smart parking with sensors 

 

When the city turns out of the traffic cars literally look around 

for the parking area which ultimately leads to congestion. To 

overcome this, smart parking came into existence[7]. In smart 

parking the sensors are affixed into parking slots and these 

sensors are responsible for giving the information whether the 

slot is preoccupied or not. This information can be viewed in 

our mobile phones and the one who drives the vehicle can get 

to know where the parking place available ,this ultimately 

saves the time, decreases the traffic and also unexpected 

damages[8]. 

To achieve this Nwave wireless parking space sensors are 

used that track the changes in earth magnetic field caused by 

presence of iron mass of an object(like vehicles). The status is 

then transmitted through radio, by a communication network 

to the cloud. 

 

B. Traffic flow simulation and prediction: 

 

The following are the different applications used in congestion 

control which is the major headache in the cities  

 

i . In this application, they will push the map filled with traffic 

conditions (vehicles) of the city ,by seeing that the driver can 

able to know which way has  congestion  and can avoid that 

way .By this we can also know which way is shorter to reach 

our destination. 

 

ii) Bus passenger count sensor: 

 

 
 

Fig 3: Bus passenger count with sensors 

 

 From this application we can able to know whether the bus is 

crowded or not. This can be done by using bus passenger 

count sensor. A single sensor (connected to camera) is fixed 

at the entry/exit of passengers which is able to increase the 

count on entry of a passenger and decreases on exit[9]. The 

passenger movement (exit or entry) can be differentiated by 

camera which supports the image processing techniques. This 

complete information is send to cloud.  People can access this 

information via corresponding app by providing the details 

like bus number. 

 

iii. Fuel level sensor: 

When the car is going to be out of fuel the fuel level sensor 

sense it and the software (at the steering) automatically 

displays alert message along with the data about the gas 

stations that are nearby. 

 

iv. Connected cars: 

 

Connected car technology is huge and a flexible network of 

multiple antennas, embedded software, sensors and 

technologies that provide the communication in order to 

navigate in this world[10]. The car is given with the internet 

and the car location and details can be shared by means of 

internet. It has the responsibility of making decisions with 

accuracy consistency and speed. These requirements will 

become more complex when humans lose control over 

steering wheel and brakes to the autonomous vehicles they can 

be controlled. 

 

C. Elderly care: 

 

Now-a-days many of the citizens are worried about their 

parents who will be at home alone when they went to job[11]. 

To overcome this we will fix sensors in the rooms in which 

their parents roam, these sensors monitors the movements of 
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their parents and gives the statistical data to their smart 

phones.  

 

 
 

Fig 4: Smart Living Elderly care 

 

D. power consumption: 

 

 
 

Fig 5: Smart Estate with sensors  

 

In apartments, smart sensors are fixed in the corridor which 

senses the person movement and brightens the light at that 

particular place and glooms the remaining lights. Thus less 

power consumption is achieved. 

 

E. Tele-health: 

 

 
                    

Fig 6: Tele-health is to monitor the patient’s  heath 

 

The intention behind this tele-health is to monitor the patient’s 

body without moving to the hospital [12]. The doctor can 

estimate the blood pressure of the patient as the patient catches 

the sensor. This is also useful for physiotherapy, the doctor 

can count the number of times the patient is moving his hand 

for a particular time and if there is any emergency they can 

suggest the patient to come to hospital. 

This approach is used in elderly care where we can use the bed 

room sensors, call for help push button, toilet sensors etc., 

 

F. Shadow analysis: 

 

 
  

Fig 7: Punggol Northshore shadow analysis  

 

This analysis will make us to know about how much time a 

particular place will have the shadow [11]. By this we can able 

to decide where to have which place. For instance, we like to 

have childcare center in such a place where most of the time it 

is covered with shadow such that the children can play freely 

the whole day. 

 

G.  Smart estates: 

 

 
 

Fig 7: Smart Estate with sensors  

 

In many of the cities we will have the solar panels spread over 

the buildings, in this case we fix Uv or solar sensors to the 

solar panels sensors to the panels and trace the energy 

collection by  plotting a graph in the computer, by this  if there 

is decreased or poor energy collection by any panel we can 

able to notice that  the panel is not working and be replaced .In  

another case ,if the panels extending to some extent are 

collecting the low energy it will be cloudy or rainy  in that 

particular area. 

 

H. logistics: 

 

i. Goods tracking and maintenance : 

Good tracking and warehousing is one of the most 

important parts of the connected logistics. Affixing of 

small inexpensive sensors will allow companies to easily 
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track items, monitor their status, condition and construct a 

smart warehouse system. This idea will also help to check 

the goods where the human inspection is difficult.  

ii. Location tracking system: 

 

Location tracking can make the companies to get to know 

about the driver activities and the location whether he 

delivered the respective product or not. This can be done 

using the GPS tracking system this can be largely us ed in 

companies like uber,  zomato, ola etc.[13]. 

 

V. SUSTAINABLE DEVELOPEMENT 

 

Any country in the world, sustainable development will 

play vital role for its development. In our country about 

67.8 percentage of current is produced by using coal 

which is an indigenous non-renewable resource. 

Uninterrupted usage of these resources will affect the 

future generation. If we keep on continuously using them 

the future generation will get affect in order to reduce that 

sustainable development should be must in the city. 

Solar houses are nothing but construction of houses in 

which the power that we used to access the electrical 

appliances inside the house is generated by the solar 

energy. This can be done by converting solar energy to 

electrical energy by means of a solar panel and a battery. 

When the battery is depleted the home appliances will 

take the energy from the electrical grid. 

  This ultimately reduces the electrical 

charges to the common citizen. This is an 

Environmentally friendly process because it doesn’t 

involve in any pollution raising activity like in thermal 

power. 

 

VI. CONCLUSION 

 
In this paper we discussed about the different applications 

used in developing of smart cities through IOT. Smart 

applications in industry, houses, hospitals, transport are 

covered which make a person to lead a comfortable life. 

IOT in transport is very importance because it can prevent 

many lives to be lost. Applications that are environmental 

friendly can make the city and the people clean and 

healthy. 
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Abstract—India is an agricultural country with the staple 

food being rice and wheat. The farmers serve as a backbone to 

our nation. But, the livelihoods of the agriculturists are at stake. 

They incur heavy losses due to crop failure and natural 

calamities. The emerging technology has provided many 
solutions to upgrade their lifestyle, but still there are challenges. 

Our main motive is to design a farmer friendly application-            

Agri Succor to sell their commodities directly to the customers at 

a reasonable market value without any mediator with the help of 

volunteers. For the efficient utilization of our mobile application 
by the farmers, we have incorporated features like information in 

regional language, crop-disease identification and sell their 

products directly. This application will emerge out as an essential 

productivity tool for the farmers if implemented in future 

Keywords—Farmers, Agri Succor, crop disease 

identification, mobile application 

I.  INTRODUCTION (HEADING 1) 

We all are much aware of the fact that India is an 

agricultural country and tea, cotton and spices are the main 
exports. Rice and wheat are the mos t important crops in India 

because they are the staple food. However, our country, 
especially Tamil Nadu does not have an accessible agricultural 

information system for the farmers to gain knowledge on any 
of the agriculture related problems and solutions. So, there is 

not much scope in promoting agricultural activities to farmers 

who serve as a backbone to our nation. But for the past decade 
or so the lives of the farmers are at stake due to losses incurred 

during the land cultivation, harvest and natural calamities. The 
field of information technology has a huge impact on people 

nowadays and hence, there are many solutions commercially 
made available for the upliftment of the farmers. Yet, none of 

them proved to be such helpful in improving their livelihoods. 

There are also many mobile applications that are specially 
designed for farmers. Most of these apps mainly focus on only 

one particular feature like crop management, usage of 
pesticides, etc. Still, such applications lacked in some aspects 

as the farmers are unaware about the existence of such 
applications. Even if they are aware about those applications, 

the farmer does not know how to access it even though it is in 

his native language as he might be illiterate.  

                                Our proposed project provides an 

ultimate solution to all the problems above mentioned. With 
the assistance of the Tamil Nadu Agritech portal[1], we will 

handle this situation by establishing a buy-sell platform 

exclusively for the farmers welfare with almost all kind of 

facilities.  

The main objective of our application is to design a farmer 

friendly mobile application. So, we have named our app as 

‘Agri Succor’- Agriculture Helper. The proposed app is 
interlinked to the TNAU Agritech portal [1] for getting 

authentic information. Through this application, the farmers 
can sell their products produced on their farmlands directly to 

buyers at a reasonable market price. This application bridges 
the gap between the farmers and consumers through the most 

crucial role players- the volunteers. There is no intermediate 

involved in this process. The most astonishing feature of our 
application is that it is available in the regional language. We 

also provide another important characteristic – voice to text 
conversion. As a result, the farmer can enter the details either 

in text or in speech format. The farmers can get agriculture 
related information from other fellow farmers or volunteers 

connected through this application. The solutions for the farm 
related problems are extracted from the Tamil Nadu 

Agricultural Agritech application. An additional aspect is 

employability is created for the volunteers.  

First of all, we discuss about the related works about the 

existing mobile applications on agriculture. Then, we explain 
about our proposed system which includes the architecture, 

methodology, as well as the implementation of the Agri Succor 
application. It is followed by the advantages of the application.  

II. RELATED WORKS 

A. CCMobile App: CC stands for Connected Crops [2]. User 

can read the environment metrics like temperature, 

humidity, etc. Sensor readings are available through SMS 

or email alerts, graphing and the climate factor historical 

data. It optimized crop management but it covered only the 

climate factor 

B. Spray Guide: Spray Guide[3] calculates the amount of 

solute, the amount of solvent, the mixing  time  and  

the  spraying  areas ,etc. Users can share their 

experience together with data and results to others 

over their social accounts .by using the this app 

,produce quality product but this is not supported 

crop diseases detection. 
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C. IFFCO Kisan: It is offered by Indian Farmers 

Fertiliser Cooperative Limited (IFFCO). IFFCO 

Kisan[4] seeks advice from the agricultural experts 

and scientists about crops, agriculture cycle, etc. It is 

used to provide good Water management but not in 

the regional language 

D. Mandi Trades: Mandi Trades[5] is a buying or        

selling platform by marketing of farm products. It 

Uses location intelligence to get a map-based view of 

both buyer and seller info, along with the 

geographical proximity. This app eliminates 

middlemen but it is not ensure the quality check. 

E. myRML Farmer: Farm and crop specific precision 

solutions built with the help of India's top most 

agriculturists. myRML[6] Works by using specific 

tools it was designed to analyze or provide 

information on different aspects of farming habits. It 

provides high level guidance but there is no  

provision for weather forecast. 

F. AgriSync: AgriSync[7] enables farmers and advisors to 

connect and resolve support issues using a mobile video 

customer service platform. It allows the advisor's 

organization to see open cases, resolution status and farmer 

feedback in real-time.  

G. RainbowAgri Market: RainbowAgri[8] helps in 

digitizing and branding agriculture. It is a simple 

mobile and web based tool to profile the farmers, 

organize and manage farming communit ies .  

III. PROPOSED WORK 

The proposed system is designed to provide a friendly 

interface especially to the farmers. The three main roles of our 

application are farmers (sellers), volunteers and buyers. The 

personal details of all the users are highly confidential and 

secure. In this mobile app, the farmers can provide details 

about their farmlands and groceries that are being cultivated in 

their land. The information can be entered either in text or 

voice format that too in his/her own language. Once the crop 

has been harvested, the farmer can upload the image of the 

plant. The plant is checked for the pesticides level and the 

disease is identified in the app. The recovery solution for the 

same is provided either in video, audio or text format which 

are obtained from the Tamil Nadu Agritech application. Once 

the plant is quality checked, it can be viewed by the buyers 

who can purchase them at an affordable market price and 

delivered with the help of the volunteers. Hence all the 

facilities are available under one roof. 

The architecture of the proposed system is shown in 

Fig.1. The architecture depicted below shows the overall 

structure of our project. The database plays a major role in 

gathering and retrieval of data.  

    

a. Collection of Data: The input can be given as text, 

voice or else as image when the crop is diagnosed for 

any disease with the help of TNAU application. The 

interested buyers and sellers can register in this app 

using the buy- sell platform. The interested 

volunteers can enroll themselves for uploading the 

agriculture related news, new government schemes 

for the betterment of the farmers. 

b. Retrieval of Data: The farmers can get the authentic 

information on crop disorders, recommended 

pesticides, buyer & seller information, product details 

and recovery solutions in text, voice and video 

formats in the corresponding native language. The 

data which is gathered need to be organized as a 

report. Using crucial strategies, the data is converted 

to report before sending them to the farmers, 

volunteers and consumers. This result can be either in 

the form of text or voice as per the wish of the user. 

Data retrieval is the defined as the process of 

identifying and extracting data from a database, 

based on a query provided by the user or application. 

It is achieved through the usage of SQL Processing.  

All the features in the architecture are realized through the 

implementation process  

 

 

 
Fig.1. Architecture of the proposed system 

A. IMPLEMENTATION 

                     The implementation of the Agri Succor app 

is divided into three sections:  

 

1. Interface design: It consists of three form designs 

for the use of farmers, volunteers and buyers.                       
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Designing the interface of the application involves 

three main modules:  

a. Farmers login: The farmer login is shown in 

Fig.2.It consists of the entire details of the farmer 

including his location, type of crops cultivated in 

his farmland, price of his farm products, etc. 

given as text or voice with the option for 

regional language if required. This information is 

stored in the database. The farmer can even 

upload images of his commodities to check the 

level of pesticides used as well as check for any 

crop related disorders. He can have access to 

remedial measures for the crop diseases. In 

addition to this, he can keep a tab on the 

agriculture related news and schemes. He can 

even provide suggestions for the crop diseases to 

assist other fellow farmers. He can sell his 

produces to the consumers directly with no 

intermediary between them.  
b. Volunteers login: The Volunteers login is shown 

in the Fig.3.The regular updates   regarding 

agricultural schemes, climate and suggestions on 

crop cultivation are provided by the volunteers. 

Their main duty is to create awareness among 

the farmers regarding all kind of agricultural 

information. The much needed employability is 

given to these volunteers for their dedicated 

work. The delivery of farm products to the 

customers are done with the help of these 

volunteers 

 
Fig.2.  Farmers login 

 
                 Fig. 3. Volunteers login 
c. Buyers login: The Buyers login is shown in 

Fig.4. The consumers who are willing to buy the 

farm products directly from the farmers need to 

enter their information. Once they select the 

items of a specific farmer, notifications are sent 

to the respective farmer. The ordered items are 

safely delivered to the customer. 

 
                          Fig. 4.  Buyers login 
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2. Voice to text conversion: For extraction of voice 

signal, we use Mel-Frequency Cepstral Coefficient 

algorithm [9] and Minimum Distance Classifier. 

Support Vector Machine methods are used for speech 

classification. These techniques are highly efficient in 

converting the speech to text and vice versa. 

 
                     Fig.5.Voice to text conversion 

 

3. Disease identification: Crop disease identification is 

done with the help of suitable image processing 

techniques. The procedure involves classification, 

feature extraction, multi-scale signal analysis, pattern 

recognition and projection 

IV. BENEFITS 

The Agri Succor will indeed be beneficial in almost all 

aspects. Some of the most important advantages of the 

proposed system are listed below: 

a. Through the use of the application, both the standards 

of agriculture and farmers can be raised up.  

b. The details can be given as voice or text input. 

c. It also increases the job opportunities for the 

unemployed youth. 

d.  The commodities are freshly handpicked and 

delivered to the customers at a reasonable market 

value.  

e. The application can be accessed in the regional 

language.  

f. Instant updates on agricultural schemes, climate, crop 

diseases and their solutions are provided by the 

farmers and volunteers. 

g.  Quality check of the farm products before marketing 

them ensures that only disinfected items are sold.  

h. The remedial measures for the crop diseases are 

provided in terms of text, voice and video. 

Considering the above pros of our application, we 

hope that this project will truly enhance the lifestyle 

of the farmers. 

V. CONCLUSION 

             Through this mobile application, most of the 

problems faced by the farmers are provided immediate 
solutions and guidelines. If this initiative will be implemented 

in future, unemployability will be reduced to a considerable 

extent. Moreover, the betterment of the farmers could surely be 
realized. This application will emerge out as an essential 

productivity tool for the farmers . 
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Abstract— Automation of detecting the shape and boundaries 

of object in the image is necessary in various object recognition 

and computer vision tasks but in case of underwater images it 

poses several challenges because of their degraded quality due to 

poor lighting conditions, scattering and absorption of light in 

underwater. A method to detect the object in underwater images 

is presented in this paper in which degradation of image is dealt 

by adjusting the image intensity values in order to enhance the 

contrast of the image. Further, segmentation is done using 

adaptive thresholding followed by detection of boundaries of 

object using Sobel operator and then morphological operations 

are performed to detect the object in underwater image. The 

results of the proposed method are qualitatively compared with 

Otsu’s thresholding and Fuzzy C-means Clustering (FCM) for 

segmentation by visual perception and objectively by PSNR and 

SSIM which gives better and acceptable results on the considered 

underwater test images. 

Keywords—Object detection; Image enhancement; Image 

segmentation; Edge Detection; Morphological operations. 

I.  INTRODUCTION  

Within the last few decades, the underwater image 
processing area has received a considerable attention due to its 
wide variety of application range from counting of fishes for 
biological research to the inspections of the structures in 
underwater for the offshore industries. In order to fulfill the 
above applications, the detection of objects is necessary in first 
to make further practice of the task successful. But there are 
many challenges in the underwater image processing as the 
physical properties of the water behave differently in water, 
change of the appearance of a same object with the variations 
of depth, currents, organic material, temperature and moreover 
a new set of challenges appear as soon as camera goes into 
water [1]. The deterioration of materials quickly due to 
corrosion in water along with waterproofing of cameras and 
modifications to experimental setups makes them costly, both 
in resources and time. Underwater images often suffer from 
low contrast and color-distortion, because of scattering and 
absorption of light when traveling through water. Color change 
occurs because of varying degree of attenuation by travelling of 

light in water with different wavelengths [2]. Due to above 
reasons the enhancement of the underwater image is a 
necessary preprocessing task in the underwater image 
processing. Software methods like histogram equalization, 
fusion, contrast stretching and polarization have also been used 
to improve the quality of image [3]. An attempt to enhance the 
image by modifying contrast-stretching manipulation is done 
by Yang et al. [4]. Detection of the object from enhanced 
image is comparatively easier than from raw underwater 
images. Image segmentation is the easiest way to convert 
grayscale image to binary image in order to make it easier to 
analyze and more meaningful and can be done by thresholding 
methods. Roy et al. made a comparison of different adaptive 
thresholding techniques in order to choose the most precise 
method to binarize the image based on texture, contrast, 
resolution etc. of an image [5]. Segmentation can also be 
performed using morphological operations [6]. Edge detection 
techniques gives connected curves indicating object boundaries 
of the objects which leads to decrement of the amount of 
information to be processed, filtering out meaningful 
information. Several attempts to identify object by detecting 
edges in underwater images is made [7-8]. One of the most 
important edge detection application in images is the detection 
of objects present in the image. There are many edge detection 
techniques used for object detection and image segmentation 
[9-11]. Edge detection and object detection using 
morphological operations is also done in [12-13]. Liya et al. 
has detected object by using morphological operations along 
with feature extraction [14]. Sudhakar et al. has done 
foreground extraction from underwater images by using block 
based enhancement, thresholding and morphological operations 
[15]. Although, these methods are beneficial but little attempts 
were made for object detection in underwater image using 
morphological operations. In our work after the contrast 
enhancement we have used segmentation followed by edge 
detection using adaptive thresholding and Sobel operator 
respectively. Finally, morphological operations i.e. dilation, 
region filling and erosion is applied to the image in which 
edges are being detected by Sobel operator. The structure of 
rest of the paper contains explanation of the proposed work in 
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detail which is described in section II. Section III consists of 
the results for considered underwater images. Finally, we have 
concluded the work in section IV. 

II. PROPOSED APPROACH 

In this paper, a method has been proposed for detection of 
objects in underwater images consisting of four steps shown in 
fig. 1. (i) Here, to deal with degradation of image, adjustment 
of intensity of image is done to enhance contrast of image. (ii) 
Further, segmentation is done using adaptive thresholding and 
(iii) Sobel operator used for edge detection. (iv) Finally, 
morphological operations are performed to detect the 
foreground object in underwater image.  

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  Flowchart of Proposed Method for Object Detection in Underwater 

Image. 

(i) Image Enhancement: 

Underwater images are adversely degraded, hazy in nature 
and appearance, affected by poor lighting in under water and 
several atmospheric phenomenon of scattering and absorption 
of light which affects the quality of image. Due to these factors 
contrast of the image is heavily affected, therefore, adjustment 
of intensity of image is done on the grayscale image of the 
original underwater image by saturating the bottom 1% and the 
top 1% of all pixel values of the image in order to enhance the 

contrast of image helping us to distinguish the presence of 
various objects in the image as shown in fig. 3 (a).  

(ii)  Image Segmentation: 

 Image segmentation divides an image into different 
segments to simplify the image representation and make it 
more meaningful and easier to analyze. This is typically used to 
identify the boundaries and objects in images. Here, 
segmentation of image is done on the enhanced image to 
convert grayscale image into binary image using adaptive 
thresholding. In adaptive thresholding, threshold value is 
changed dynamically over the image and threshold value at 
each pixel location is dependent on the neighboring pixel 
intensities. The thresholded image using adaptive thresholding 
can be seen in fig. 3 (b). Here, the adaptive threshold Thresh 
(p, q) at pixel location (p, q) in the image is calculated by first 
selecting a a×a region in the image around   the pixel location 
and then calculating the weighted average of the a×a region by 
taking the average (mean) of all the pixel location that lie in the 
a×a which is represented by Average (p, q). Finally, the value 
of threshold Thresh (p, q) is calculated by subtraction of 
constant parameter z, from the weighted average value Average 
(p, q), calculated previously. Therefore, the threshold value 
Thresh (p, q), at pixel location (p, q) can be given by: 

                   Thresh (p, q) =Average (p, q) - z              (1)                          

(iii)  Edge Detection:   

Edge detection is an image processing technique used to 
detect the boundaries of objects in the images. It aims at 
recognizing the points in an image at which the brightness of 
image changes sharply and organizing these points into a set of 
curved line segments termed as edges. Therefore, the image 
obtained from previous step is further used to detect the 
boundaries of the object present in underwater images by Sobel 
operator. The aim of this process is to get clear and more 
prominent lines of the object as shown in fig. 3 (c). Sobel 
operator is preferred over others to identify the edges of the 
object in the underwater image because of its simplicity over 
others and that it detects edges and their orientations too.  A 
Sobel filter has two 3x3 kernel created for both the X and Y 
axis of the image shown in fig. 2 in which Y kernel is just a 90 
degree rotation of the X kernel. The Sobel filter kernel 2d-
convolution is then applied on the image to emphasize lines on 
the X and Y axis. 

 

 

  

  

                    (a)                          (b) 

 

Fig. 2.  Masks used by Sobel operator (a) Horizontal mask Gx and (b) 

Vertical mask Gy. 

The horizontal and vertical kernels are combined together in 
order find the absolute magnitude, |G|, of the gradients at each 
point which is given by below function:  

        22|| yx GGG                                          (2)  

-1 0 1 

-2 0 2 
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(iv)  Morphological Operations:   

Morphology has a broad set of operations in digital image 
processing in which images are processed according to its 
shape. A structuring element or kernel over the input image is 
used in these operations and a corresponding output image 
with same size is produced. A comparison between the pixels 
of the input image is done along with the neighborhood pixels 
and corresponding output pixels are obtained. The size and 
shape of these neighborhoods affects the result of the 
morphological operations. The following operations are used 
in our proposed method to remove the noise or the holes 
present in the background of the image in order to increase the 
clarity of the object in the image: 

Dilation  
Dilation is the process of expansion. Dilation operation 

“grows" or "thickens" the objects in binary image. This 
lengthening and thickening is controlled by a structuring 
element. Dilation is useful for filling small holes while 
preserving the size and shape of the objects in the image and is 
depicted in fig. 3 (d). 

Region Filling 
Region filling operation fills the holes in an input intensity 

image. Hole is an area in which dark pixels are surrounded by 
lighter pixels. Figure representation is shown in fig. 3 (e).  

Erosion 

      Erosion operation “shrinks” or “thins” the object in the 

binary image. Structuring element controls the extent and 

manner of shrinking. Erosion simplifies the structure of an 

object or their parts and make the structure disappear if width 

is equal to one. It might also lead the several complicated 

objects to decompose into simpler ones. Figure representation 

is shown in fig. 3 (f). 

 
 

 Algorithm: Object Detection in underwater image 

 

 Input: Underwater hazy image  

 

Output: Object detected image 

 

i.  Take a real underwater image.  

 

ii.  Adjusting the pixel intensity of image to 

enhance contrast of the image.  

 

iii.  Obtain a segmented image by applying 

adaptive thresholding on the enhanced 

image by using equation (1). 

 

iv.  Apply Sobel operator to detect the edges of 

the segmented image making the edges more 

prominent. 

 

v.  To complete the edges discontinuities apply 

dilation operation. 

 

vi.  For filling the region inside object’s 

boundaries use region filling operation. 

 

vii.  To remove small background objects 

erosion operation is applied.  

 

viii.  Detected object can be seen in final image.  

  

 

 
       (a)        (b) 

 
        (c)         (d) 

 
         (e)          (f)  

         

Fig. 3. Visual representation of the steps of the proposed method: (a) 

Contrast enhancement, (b) Adaptive Thresholding, (c) Sobel operator, (d) 

Dilation, (e) Region Filling and (f) Erosion . 

III. RESULTS AND ANALYSIS 

In the experimental results we have evaluated our method 
on real underwater images as shown in fig. 4-8 (a). The 
dominant color observed in the images is blue because of its 
wavelength and therefore, dominance of blue pixels can be 
clearly observed in images. We have done both objective and 
subjective comparison of our method with the conventional 
segmentation techniques i.e. Otsu’s thresholding [16] and 
Fuzzy C-means Clustering (FCM) [17]. We have used Matlab 
2016 toolbox running at core 1.70 GHz processor for 
implementation of all existing and proposed methods which are 
considered in the paper.       

The objective criteria i.e. PSNR and SSIM [18] are 
considered as significant parameters for the quality of image. 
Peak Signal-to-Noise Ratio is used to measure compression 
quality between the original and reconstructed image. The 
higher PSNR represents the better quality of the reconstructed 
image. On the other hand, SSIM is defined as structural 
similarity index which is used for measuring the similarity 
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between two images. SSIM is a perception- based model in 
which the degradation of image is a perceived change in 
structural information, while also including both luminance and 
contrast masking terms for incorporating important perceptual 
phenomena. The value of SSIM index is between -1 and 1, and 
value 1 indicates perfect similarity in images and is reached 
only in the case of two identical images. Therefore, we can say 
that an image should possess high PSNR value and high SSIM 
close to 1 for an image to possess higher quality. Table I and 
Table II shows the comparison of the performance our method 
for considered images of underwater with that of Otsu’s 
thresholding and FCM based on evaluation parameters: PSNR 
and SSIM, respectively and shows that our proposed method 
gives better results than other methods considered.  

 The subjective criterion has been fulfilled by considering 
the restored object in image and comparing it with Otsu’s 
thresholding FCM for segmentation. In fig. 4 and 6 (b-d) we 
can see that fish boundaries are clearer and the shape of fish is 
more appropriate in the proposed method. In fig. 5 (b-d) the 
turtle’s shape is complete in comparison to other methods. 
Similarly, the diver in fig. 7 (b-d) and fishes in fig.8 (b-d) is 
more fairly detected and visible by our method rather when 
compared with Otsu thresholding and FCM. Therefore, it is 
observed that images we get by our proposed method produces 
better results than other methods considered for object 
detection.  

 

                  (a)                                        (b) 

 

                   (c)                                       (d) 

Fig. 4. Fish1 (a) Input image; Object Detection methods: (b) Otsu 
Thresholding (c) FCM and (d) Proposed. 

 
                      (a)                                         (b) 

 
                        (c)                          (d) 

Fig. 5. Turtle (a) Input image; Object Detection methods: (b) Otsu 

Thresholding (c) FCM and (d) Proposed. 

                                                                    

 
                    (a)                                    (b) 

 
                     (c)           (d) 

Fig. 6.  Fish2 (a) Input image; Object Detection methods: (b) Otsu 

Thresholding (c) FCM and (d) Proposed. 

 
                    (a)                                         (b) 

 
      (c)             (d) 

Fig. 7.  Diver (a) Input image; Object Detection methods: (b) Otsu 

Thresholding (c) FCM and (d) Proposed. 

 

                     (a)                                             (b) 
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        (c)                             (d) 

Fig. 8. Multiple Fishes (a) Input image; Object Detection methods: (b) Otsu 

Thresholding (c) FCM and (d) Proposed. 

TABLE I.  RESULTS OF PSNR FOR OBJECT DETECTION METHODS BY 

OTSU THRESHOLDING, FCM AND PROPOSED FOR CONSIDERED UNDERWATER 

TEST IMAGES. 

PSNR(db) 

Image 

Name 

   Otsu 

Thresholding 

   FCM Proposed 

Fish1 24.281 24.261 65.332 

Turtle 24.522 24.447 58.847 

Fish2 28.484 27.036 51.339 

Diver 27.030 24.444 51.413 

Multiple 

Fishes 

25.945 24.398 55.998 

 

TABLE II.  RESULTS OF SSIM FOR OBJECT DETECTION METHODS BY 

OTSU THRESHOLDING, FCM AND PROPOSED FOR CONSIDERED UNDERWATER 

TEST IMAGES. 

SSIM 

Image 

Name 

   Otsu 

Thresholding 

   FCM Proposed 

Fish1 0.0303 0.0278 0.9979 

Turtle 0.0469 0.0434 0.9893 

Fish2 0.5252 0.4279 0.9332 

Diver 0.3319 0.0213 0.9358 

Multiple 

Fishes 

0.2019 0.0464 0.9782 

 

IV. CONCLUSION 

In this paper, we have proposed an object detection method 
using adaptive thresholding, Sobel operator and morphological 
operations in underwater images. In our approach the main 
idea to detect object is that edges or the shape of the object is 
detected prior to the application of morphological operations in 
order to detect the object clearly. The proposed method  
consistently give better results on the considered underwater 
images when compared with conventional segmentation 
techniques Otsu’s thresholding and Fuzzy C-means Clustering 
(FCM). The present work can be extended by focusing on the 
accuracy of the shape of the objects and detection of main 

object along with the background small objects using soft 
computing based methods. 
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Abstract— The thyroid hormone is produced by thyroid 

gland. This hormone regulates the body’s metabolism. 

Hyperthyroidism and hypothyroidism are the two abnormalities 

which is caused by the release of too much or too little thyroid 
hormones respectively. In this study, Random Forest (RF), 

Support Vector Machine (SVM), and K-Nearest Neighbours (K-

NN) classifiers are compared to assess the efficiency of these 

classifiers in Thyroid disease diagnoses using the thyroid disease 

dataset that is taken from UCI machine learning repository. The 
overall classification accuracy of the RF, SVM, and K-NN are 

98.50%, 97.02%, and 95.81% respectively. The result shows that 

the RF classifier performance is better than SVM and K-NN for 

the diagnosis of thyroid disease using UCI dataset.   

Keywords— Thyroid disease diagnosis, Computer-aided 

diagnosis, Machine learning classifiers. 

I. INTRODUCTION 

The thyroid gland is one of the endocrine glands that 

produce thyroid hormone to regulate the body’s  metabolism 

[1]. The Levothyroxine (T4) and Triiodothyronine (T3) 

hormones are produced by thyroid gland. These hormones play 

a major role in converting nutrients into energy and thereby 

helps in regulating body temperature, heart rate, and even brain 

function. Hyperthyroidism occurs when the hormones 

produced by the gland is more than the requirement of the 

body. However, hypothyroidism occurs when the hormones 

produced by the gland is less than the requirement of the body 

[2]. Severe hyperthyroidism and end-stage hypothyroidism 

may cause deaths [3] [2]. During pregnancy, it can lead to 

health problems for the mother and baby [4].  

About 70% risk of developing the thyroid disease is found to 

be associated with genetic background. Also, the contribution 

of environmental exposures such as perchlorate in rocket fuel, 

polychlorinated bi-phenols, and radiations (from nuclear fallout 

and medical radiation) in the disease risk is significant. Most of 

the environmental exposures reduce thyroid hormone levels  

[5]. Recently, the thyroid disease risk is found to be linked with 

systemic lupus erythematosus, an autoimmune disease [6]. 

There is some evidence of the correlation between thyroid 

disease and the low level of vitamin D [7]. 

 The amount of T3 and T4 hormone in the blood is 

controlled by another hormone known as Thyroid Stimulating 

Hormone (TSH). Low T4 results in more production of TSH 

that initiates thyroid gland to produce more T4 & vice versa 

[8].  

The different thyroid function tests such as TSH, T3, T4U, 

Total T4, and Free T4 Index (FTI) are done to assess the 

various functions related to the thyroid gland. A normal TSH 

and normal T4 is indicative of normal functioning of the 

thyroid gland, a low TSH and elevated T4 indicates 

hyperthyroidism, a low TSH and low T4 indicates secondary 

hypothyroidism, and a high TSH and low T4 indicates primary 

hypothyroidism. T3 tests are used for determining the severity 

of the hyperthyroidism or to diagnose the hyperthyroidism [9]. 

The classification algorithm is based on supervised learning 

methodology where the labeled data is used for learning. These 

algorithms require very large labeled training sets which 

consist of many features or attributes .  

Finding meaningful information from the thyroid datasets of 

the patients with regard to the thyroid disease diagnosis is 

important. This paper compares the performance of three 

classification algorithms, namely, RF, SVM, and K-NN for the 

diagnosis of thyroid disease by analyzing labels (TSH, TT4, 

T3, FT4, and T4U) in hyperthyroid, hypothyroid, and normal 

subjects. 

The rest of the paper is organized as follows. Section II 

briefly describes the related work. Section III presents the 

methodology that includes the description of the dataset used, a 

brief introduction about ML classifiers (RF, SVM, K-NN), and 

the performance metrics used in the analys is. Section IV 

presents the results and discussions . Section V concludes this 
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paper. 

 

II. RELATED WORK 

 

Researchers have used various machine learning algorithm 

for the diagnosis of thyroid diseases. For instance, authors of 

[10] use Wavelet Support Vector Machine and Generalized 

Discriminant Analysis to develop an expert system for thyroid 

disease diagnosis. They achieved the classification accuracy of 

about 91.86%. Polat et al. [2] hybridize the artificial immune 

recognition system with fuzzy weighted pre-processing to 

diagnose the thyroid disease. The classification accuracy of 

their model was 85%. Feyzullah Temurtas [3] suggests the 

diagnosis of thyroid disease using Neural Networks. They 

obtained the accuracy of 93.19%, 94.81%, and 90.05% using 

multilayer, probabilistic, and learning vector quantization 

neural networks respectively. Gharehchopogh et al. [11] 

propose a Multi-layer Perceptron (MLP) which is trained via 

back propagation learning algorithm for the classification of 

thyroid disease. The classification accuracy of 96.8% was 

achieved. 

III. METHODOLOGY 

 

A. Dataset description  

 

The dataset for this study is acquired from the UCI machine 

learning repository. The dataset consists of 7200 instances, 21 

attributes of which 15 attributes are categorical and six 

attributes are numerical. All the instances in the dataset are 

labelled to one of the three classes : hyperthyroidism, 

hypothyroidism, and normal subject. 

 

Table 1. Thyroid disease dataset description. 

Number of attributes & instances Values 

Total number of attributes  22 including one 

label set 

Attributes with categorical values  15 with two 

possible values 0/1 

Attributes with numerical values 6 

Total number of instances 7200 

Number of attributes used for 

analysis 

5 

 

The number of instances belongs to hyperthyroidism, 

hypothyroidism, and normal subject classes are 166, 368, and 

6666 respectively. The distribution of instances among three 

classes shows that the dataset is highly imbalanced. Further for 

the analysis purpose, the whole dataset was split into a training 

dataset and test dataset in the ratio of 80/20. Therefore, there 

are 5760 instances in the training dataset and 1440 instances in 

the test dataset. Out of the 21 attributes, only 5 attributes are 

used for the analysis. These attributes represent the various 

thyroid function tests that indicate the level of thyroid 

hormones in the blood and are indicative of thyroid disease. 

These attributes are as follows [12]: 

(i) TSH that ranges between 0.4 to 5.0 milli-International Unit 

per liter. 

(ii) Total T4 (TT4) ranges from 4.6 to 12 micrograms per 

deciliter of blood. 

(iii) T3 that ranges between 100 to 200 nanogram per deciliter 

of blood. 

(iv) Free T4 Index (FTI) or FT4 that ranges 

between 0.7-1.9 nanogram per decilitre of blood. 

(v) T4 Uptake (T4U).  

 

B. Support Vector Machine 

 

SVM constructs the hyperplanes in a multidimensional space 

for the classification task. This space separates classes of 

different class labels. It is able to deal with non-linear and 

high-dimensional data. With RBF kernel, the performance is 

further improved in case of non-linear and high dimensional 

data. The drawbacks of SVM include: (i) selection of kernel 

function is difficult as the performance varies with different 

kernel functions and datasets, and (ii) time-consuming 

training phase incurs high computational cost [13]. The 

extreme data points in each class represent the support 

vectors while the decision boundary between them is the 

hyperplane which is drawn in such a way that the distance 

between the support vector and the plane should be 

maximum. 

In this study, the SVM model is trained by using the training 

samples and the model is tuned by tuning the various 

parameters to get the optimum result. The parameters used 

for tuning are Kernel function, C parameter, and gamma 

coefficients. Kernel function does the mapping of data to 

different space. The various kernel functions are Linear, rbf, 

poly, sigmoid, precomputed or a callable. In this study, the 

SVM model is tuned by using rbf and sigmoid kernel 

function. The parameter C is  the regularization parameter that 

has the ability to generalize the SVM to perform well on the 

unseen data. It controls the tradeoff between the achieving a 

low training error and a low testing error. A large value of C 

corresponds to a small margin whereas a small value of C 

corresponds to the large margin between support vectors and 

hyperplane. In this study the SVM model is tuned at various 

values of C.  Gamma is the kernel coefficient for rbf, poly, 

sigmoid kernel function which adds complexity in the 

classification. 

 

C. Random Forest 

 

Random forest (RF) builds multiple decision trees and 
combine them toger to obtain a more robust, accurate and 

stable prediction. It adds additional randomness to the model 
while growing the trees. This algorithm searches for the best 

feature among a random subset of features for splitting a node.  

In RF classification approach, voting strategy is used where 

each tree votes for a particular class . The rows or instances are 

then classified into the class for which maximum number of 
trees have voted. Due to more robustness, the performance of 

RF it better than AdaBoost, which is also an ensemble learning 
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technique. The performance of RF is better than DT because, 

when there is noise in the attribute, trees become deeper and 
hence overfitting problem occurs. However, RF is less 

influenced by the noise in the attributes as different sample of 
the training data is used in the process of averaging the deep 

decision trees [13]. In this study, the RF model is tuned by 
varying the n_estimators parameter which represents the 

number of trees in the forest. 

D. K-Nearest Neighbor 

K-NN classifies a data point based on how its neighbors are 

classified. It computes the distance between the new instance 
and previously known instance to classify the new instance by 

using the voting strategy. The information about previous 
instances is given in the training set. It is simplest among all 

ML classifiers [13]. In this study, the K-NN model is tuned by 
varying the value of K and compared with each other to get the 

best classification performance. 

E. Performance Metrics  

 Following performance metrics are used to analyze the 

performance of different ML classifiers. 

Precision: It is used to measures the classifier exactness. It is 

also known as positive predictive value (PPV). 

Recall: It measures the classifier completeness. It is also known 

as sensitivity or hit rate, or true positive rate (TPR). 

Specificity: It measures the proportion of actual negatives that 
are correctly identified and also called a true negative rate 

(TNR). 

Accuracy: It measures the fraction of predictions our model got 

right. It can be calculated as the total number of correct 
predictions divided by the total number of test cases. 

F1-Score: It measures the balance between precision and recall. 

Class weighted accuracy: It can be calculated as the ratio of the 
sum of each class size multiplied by its individual accuracy to 

the total number of test cases. 

IV.  RESULTS AND DISCUSSION  

The aim of this paper is to assess the classification 
efficiency of different ML algorithms on the thyroid disease 

dataset acquired from UCI. Table 2 shows the classification 
performance of different ML algorithms in terms of precision, 

recall, specificity, accuracy, and F1-score for each class. All 
the models were tuned to enhance the performance. The SVM 

gives the best result with the RBF kernel function and when the 

values of the parameters C and gamma coefficient are 100 and 
1024 respectively. The RF gives the best result when the value 

of the parameter n_estimators is 32 and K-NN gives the best 
result when the value of the parameter n_neighbors is  set to 1. 

It can be observed from Table 2 that for all the classes the 
RF model gives the best performance in terms of all the 

performance metrics. It was seen that the performance of the 
SVM model was improving on increasing the value of the 

parameter C and best performance is achieved when the value 

of C is 100 but further increase in the C value results in the 

performance deterioration. Because the optimal value of C 

parameters should be large when the feature values in the 

 

Table 2: Performance of different ML algorithms. 

Classes Performance 

metrics 

Classification models 

SVM 

(% ) 

RF 

(% ) 

K-

NN 

(% ) 

Hyperthyroidism Precision 91.66 92.68 84.84 

Recall 84.61 97.43 71.79 

Specificity 99.78 99.78 99.62 

Accuracy 99.35 99.71 98.84 

F1-Score 88 95 77.77 

Hypothyroidism Precision 76.8 86.51 69.56 

Recall 75.90 92.77 57.83 

Specificity 98.59 99.11 98.44 

Accuracy 97.27 98.74 63.15 

F1-Score 76.36 89.53 96.08 

Normal subjects Precision 98.18 99.46 97.01 

Recall 98.48 98.86 98.48 

Specificity 80 94.26 65.51 

Accuracy 96.94 98.47 97.74 

F1-Score 96.94 99.16 95.81 

 

dataset is small. However, for large value of C, the 

misclassification rate increases which results in poor 
performance. Similarly, for RF, the performance increases by 

increasing the value of the n_estimators as for the higher value 
of n_estimators, the performance of RF increases. When the 

value of n_estimators is 32, the best performance is achieved. 
The further increase in the value of n_estimators results in no 

change in the performance. However, for the K-NN model, the 
performance is best at k=1 and starts  decreasing by further 

increasing the value of K. The overall class weighted 

performance measures for all the classification model is 
presented in Table 3. 

Table 3: Overall class weighted performance for the different 

classification model. 

Overall Class 

Weighted 

Performance 

Measures 

Classification models 

SVM 

(% ) 

RF 

(% ) 

K-NN 

(% ) 

Precision 96.77 98.54 95.26 

Recall 96.80 98.57 95.49 

Specificity 81.60 94.69 70.67 

Accuracy 97.02 98.50 95.81 

F1-Score 96.78 98.52 95.35 

 

Figure 1 shows the overall class weighted average 
performance of SVM, RF, and K-NN with respect to the 

different performance parameters. For all the performance 
parameters (precision, recall, specificity, accuracy, and F1-
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score), the best performance is achieved by RF followed by 

SVM and K-NN.  

 

Fig. 1. Overall performance measure comparison for all the 
classification model 

 

V. CONCLUSION  

The paper presented a comparison of three different ML 

techniques namely, SVM, RF, and K-NN applied for the 
classification of the thyroid disease into hyperthyroidism, 

hypothyroidism, and normal subjects. The dataset for this study 
was acquired from the UCI machine learning repository. To 

evaluate the performance of different ML algorithms, various 
performance metrics such as precision, recall, specificity, 

accuracy, and F1-score were used.  Although all the models 

may be used for the classification, the RF classifier 
outperformed SVM and K-NN. The maximum weighted 

average accuracy achieved by RF was 98.50 %. However, the 
accuracies achieved by SVM, and K-NN are 97.02%, and 

95.81% respectively. RF also gives the best performance on all 
the performance metrics in comparison to SVM and KNN. In 

future, it would be interesting to assess the classification 
performance of metaheuristic algorithms on this dataset. 
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Abstract—A multispectral image when fused with a panchro-
matic image acquired on common location to produce another
multispectral image with added spatial resolution, the image
fusion is known as ‘Pansharpening’. Developement of pansharp-
ening algorithms and their quality assessment are the most
debated topics of research from the last few decades. In this
paper, the authors attempt to compare performances of selective
Multi-Resolution Analysis based pansharpening algorithms listed
as High-Pass Filtering, Smoothing Filter-based Intensity Mod-
ulation, Modulation Transfer Function-Generalized Laplacian
Pyramid based algorithms, Indusion and Wavelet Transform
based algorithms. These algorithms are applied to two datasets,
acquired by QuickBird-2. The performances are evaluated based
on popular image quality metrics. This performance analysis will
surely help in evaluating the best possible tradeoff between spec-
tral resolution and spatial resolution for fused image produced
by the selected algorithms.

Index Terms—Remote sensing, image fusion, pansharpening,
panchromatic image, multispectral image, multi-resolution anal-
ysis

I. INTRODUCTION

Pansharpening produces an image rich in spatial and spec-
tral resolutions from the fusion of a multispectral (MS) and
panchromatic (PAN) imagery; provided both images are ac-
quired on same location [1]. The PAN images are rich in
spatial resolution of even lesser than 1 m and MS images
are deficient in it, but hold up to eight spectral bands [2]. The
physical constraints of the satellite sensors cannot provide rich
spatial and spectral resolutions in unique image product. But,
the demand for higher resolutions of both types is continuously
growing for several remote sensing tasks [3]. These help
groundwater prospects mapping, forecast of agricultural out-
put, forest cover mapping, snow & glacier studies, wasteland
mapping, visual image analysis, object recognition, change de-
tection, etc. One of the promising attempt to fulfill this demand
is seen in terms of ‘data fusion’ [4]. The pansharpening is a
part of this larger research domain ‘data fusion’ and evolved
as a solution with great importance to the problem of physical
constraints of satellite sensors. Pansharpening can be regarded
as a branch of traditional image fusion.

A. Related Work

Survey of pansharpening algorithms can be found in [5].
The algorithms proposed so far are mostly categorized in two

major groups viz. Multi-Resolution Analysis (MRA) [6] and
Component Substitution (CS) [7]. The algorithms employing
features of both approaches are treated as hybrid [8]. MRA
involves an iterative decomposition scheme that constructs
an order of 2D-signals holding progressive reduced contents.
Here, the content of information is considered as spatial
frequency. The decomposition can range from single level
to more complex techniques. Thus, MRA is alternatively
referred as ‘pyramidal approach’ [9]. This paper compares the
performances of the most recent MRA based pansharpening
algorithms listed as High-Pass Filtering (HPF) [10], [11],
Smoothing Filter-based Intensity Modulation (SFIM) [11],
[12], Modulation Transfer Function-Generalized Laplacian
Pyramid based algorithms [11], [13]–[15], Indusion [11], [16]
and Wavelet Transform based algorithms [11], [17]–[19].

The outline of the paper is arranged as: Section II briefs the
fusion process opting MRA. The selected MRA based image
fusion algorithms are presented in Section III. Application of
algorithms to image datasets together with a discussion on
results is addressed in Section IV. Lastly, the conclusions are
noted in Section V.

II. MRA APPROACH TO IMAGE FUSION

The generalized procedure opted by MRA approach in-
volves an iterative decomposition scheme that constructs an
order of 2D-signals holding progressive reduced contents,
which is obtained by the exploitation of particular analysis
operators in repeatable manner.

The result of image fusion exploits computation of subtract-
ing the low-pass filtered PAN image from itself. High-spatial
resolution fused product is mathematically defined as:

F = Mup + g(P − PL) (1)

Where, Mup is the MS image now resized to match PAN level,
g is the gain factor for spectral bands in MS image, P accounts
for the PAN image, PL is the low-pass form of PAN and F
holds the result of image fusion. PL for (1) is computed as:

PL =

N∑
k=1

wk(Mup)k (2)

Where, w represents optimal weights for spectral bands of MS
image denoted as k = 1, ..., N .
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III. MRA BASED IMAGE FUSION ALGORITHMS

This section describes the working procedures of popular
MRA approach based image fusion algorithms.

A. High-Pass Filter

In HPF, the PAN image is operated by a small spatial filter
of high-pass type. Outcome obtained due to this contains the
high-frequency component i.e the information related mostly
to spatial details. This spatial filtering removes most of the
spectral details. The results of high-pass filtering are added to
the MS image rich of spectral resolution in pixel-wise manner.
Ultimately, the algorithm combines the spatial details from
PAN image to spectral details of MS image [10], [11]. The
brief steps of HPF fusion are provided in Algorithm-1.

Algorithm-1: HPF
Input: Mup, P Output: F
Step-1: Equalize P to match Mup scale.
Step-2: Define spatial filter H .
Step-3: PL = Filter P using H .
Step-4: F = Mup + (P − PL)

B. Smoothing Filter-based Intensity Modulation

By using a ratio of PAN image to its low-pass version,
spatial information can be modulated. In SFIM algorithm,
modulation is performed to a registered MS image deficient
in spatial resolution. There are no alterations to spectral
properties and contrast of MS. SFIM is actually extended de-
velopment from the Pixel Block Intensity Modulation (PBIM)
technique. The brief steps of SFIM are given in Algorithm-2.

Algorithm-2: SFIM
Input: Mup, P Output: F
Step-1: Equalize P to match Mup scale.
Step-2: Define smoothing filter H .
Step-3: PL = Filter P using H .

Step-4: F =
Mup · P

PL

Relationship of P to PL cancels the contrast of spectral,
topographical type in the PAN image. It retains the only high-
spatial resolution edges. This algorithm is thus considered
consistent to the spectral information along with contrast of
the input MS image [11], [12].

C. Pyramidal Algorithms

Consideration of Modulation Transfer Function (MTF) with
respect to image sensing is important while performing image
fusion. These functions for the MS imaging sensors may differ
from each other based on decay rate. Also, they differ from
MTFs of the PAN image sensor. Typically, the MTF is a bell
shaped function. The magnitude value is very much lower
than 0.5, when measured at the cutoff Nyquist frequency. It is
to avoid aliasing. Generalized Laplacian Pyramid (GLP) is a
multi-scale and oversampled structure. For MS sensor, MTF

when used to design the GLP reduction filter, it gives ‘GLP
with MTF matched filter (MTF-GLP)’ image fusion [11], [13],
[15]. It is briefed in Algorithm-3.

Algorithm-3: MTF-GLP
Input: Mup, P Output: F
Step-1: Equalize P to match Mup scale.
Step-2: Define filter H w.r.t. MTF of QuickBird-2.
Step-3: PL = Filter P using H .
Step-4: Downsample PL.
Step-5: Interpolate PL by 23-coeff. polynomial.
Step-6: D = P − PL
Step-7: F = Mup +D

Further, a signal-dependent injection scheme ‘MTF-GLP with
High-Pass Modulation (MTF-GLP-HPM)’ is also possible
[11], [13]. It is given in Algorithm-4.

Algorithm-4: MTF-GLP-HPM
Input: Mup, P Output: F
Step-1: Equalize P to match Mup scale.
Step-2: Define filter H w.r.t. MTF of QuickBird-2.
Step-3: PL = Filter P using H .
Step-4: Downsample PL.
Step-5: Interpolate PL by 23-coeff. polynomial.

Step-6: F =
Mup · P

PL

Two more versions ‘MTF-GLP-HPM followed by Post-
Processing (MTF-GLP-HPM-PP)’ [11], [14] and ‘MTF-GLP
using Context-Based Decision (MTF-GLP-CBD)’ [11], [13],
[15] briefed in Algorithm-5 and Algorithm-6 are also evaluated
in experimentation.

Algorithm-5: MTF-GLP-HPM-PP
Input: Mup, P Output: F
Step-1: Equalize P to match Mup scale.
Step-2: Define filter H w.r.t. MTF of QuickBird-2.
Step-3: PL = Filter P using H .
Step-4: Downsample PL.
Step-5: Interpolate PL by 23-coeff. polynomial.

Step-6: F =
Mup · P

PL
Step-7: F = Post-processing F according to [14]

Algorithm-6: MTF-GLP-CBD
Input: Mup, P Output: F
Step-1: Equalize P to match Mup scale.
Step-2: Define filter H w.r.t. MTF of QuickBird-2.
Step-3: PL = Filter P using H .
Step-4: Downsample PL.
Step-5: PL = Interpolate by 23-coefficient polynomial.
Step-6: g = cov(PL,Mup)/var(PL)
Step-7: D = P − PL
Step-8: F = Mup + (D × g)
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D. Indusion

Image fusion algorithms generally interpolate MS image by
a bicubic method and finally adds spatial contents of the PAN
image to the MS image. Indusion algorithm instead make use
of induction scaling technique to get better correlated, sharper
and well registered interpolated images. In this algorithm, a
pair of Cohen–Daubechies–Fauveau (CDF) 9/7 tap biorthog-
onal filters is utilized to take out the spatial information of
the PAN image, that is further merged to an interpolated MS
image [11], [16]. The fusion process is briefed in Algorithm-7,
where M represents original MS image.

Algorithm-7: Indusion
Input: M , P Output: F
Step-1: Define spatial filter H .
Step-2: PL = P filtered using H .
Step-3: PL = PL decimated by 9 coeff. polynomial.
Step-4: PLeq = PL equalized to M scale.
Step-5: Pup = PLeq upscaled by 7-coeff. polynomial.
Step-6: Mup = M upscaled by 7-coeff. polynomial.
Step-7: PHeq = P equalized to match Mup scale.
Step-8: D = PHeq − PLeq
Step-9: F = Mup +D

Though the 9/7 filter pair is symmetric, it do not effect in any
kind of shift in result image.

E. Wavelet Transform based algorithms

Wavelet transform provides framework for decomposition of
input images into a variety of new images. Every new image
has a different degree of resolution. Literature shows undeci-
mated discrete wavelet transform called as “à trous” algorithm
very effective for pansharpening [18]. Despite nonorthogo-
nality which may affect the spectral excellence of the fused
product, the advantageous characteristics like the capability
of being easily matched to the MTF of imaging sensor and
the shift-invariance property produces accurate pansharpened
image. Given an image, it constructs the approximations in
a sequence by having consecutive convolutions using filter
obtained by scaling function. Here, scaling function refers
B3 cubic spline profile. The differences from two successive
approximations are computed in the form of wavelet planes.
The foremost wavelet plane from the PAN image possess
spatial content that is unavailable in MS image. The image
fusion achieved by additive method is referred to as Additive
à trous Wavelet Transform (ATWT) [11], [18] and briefed in
Algorithm-8.

Algorithm-8: ATWT
Input: Mup, P Output: F
Step-1: Equalize P to match Mup scale.
Step-2: PL = à trous wavelet transform of P .
Step-3: PL = Inverse wavelet transform of PL.
Step-4: D = P − PL.
Step-5: F = Mup +D.

The alternative implementations viz. à trous Wavelet
Transform-Model-2 (ATWT-M2) [11], [17] and à trous
Wavelet Transform-Model-3 (ATWT-M3) [11], [17] that are
respectively briefed in Algorithm-9 and Algorithm-10 are also
evaluated.

Algorithm-9: ATWT-M2
Input: Mup, P Output: F
Step-1: WP = à trous wavelet transform of P .
Step-2: WM = à trous wavelet transform of Mup.
Step-3: Equalize WP to match WM .
Step-4: X = Injection of WP in WM .
Step-5: F = Inverse wavelet transform of X .

Algorithm-10: ATWT-M3
Input: Mup, P Output: F
Step-1: WP = à trous wavelet transform of P .
Step-2: WM = à trous wavelet transform of Mup.
Step-3: Covariance based equalization of WP to WM .
Step-4: X = Injection of WP in WM .
Step-5: F = Inverse wavelet transform of X .

Additive Wavelet Luminance Proportional (AWLP) [11], [19]
image fusion is briefed in Algorithm-11 and also tested.

Algorithm-11: AWLP
Input: Mup, P Output: F
Step-1: Equalize P to match Mup.
Step-2: PL = à trous wavelet transform of P .
Step-3: PL = Inverse wavelet transform of PL.
Step-4: D = P − PL.
Step-5: S = Average of Mup band images.
Step-6: IR = Mup/S.
Step-7: F = Mup + (D × IR).

IV. EXPERIMENTAL RESULTS AND ANALYSIS

The comparative performance of MRA based image fusion
algorithms is obtained and analyzed in this section, where
two remotely sensed image datasets acquired by QuickBird-2
satellite are considered. The performance evaluation is done
using MATLAB R2019a on the system configuration of core
i5 3rd generation processor with 6 GB RAM.

A. Datasets

The details of datsets are shown in Table I and visualized in
Fig. 1. The datasets have four bands viz. Blue (B), Green (G),
Red (R), and Near-InfraRed (NIR), for MS image covering
the visual and near-infrared regions of the spectrum.

B. Experimentation and Performance Measurement

For the two datasets, we perform two experiments applying
the MRA based image fusion algorithms discussed in section
III. Performance evaluation is carried on a selected region of
size 256×256 pixels for MS and 1024×1024 pixels for PAN
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TABLE I: Dataset Specifications for QuickBird imagery

Specifications Dataset-1: Jaipur Dataset-2: Sundarbans
Satellite Sensor QuickBird-2 QuickBird-2
Spectral Bands 4-band MS and PAN 4-band MS and PAN
Spatial Resolutions MS: 2.4 m and PAN:

60 cm
MS: 2.4 m and PAN:
60 cm

Location Jaipur, India Sundarbans, India
Data Format 16-bit 11-bit
Dimensions of MS 2955×2970×4 4096×4096×4
Dimensions of PAN 11820×11880 16384×16384
Date of Acquisition 18th September 2013 21st November 2002
Provided by [20] [21]

(a) (b)

(c) (d)

Fig. 1: Dataset-1: Jaipur (a) MS and (b) PAN. Dataset-2:
Sundarbans (c) MS and (d) PAN.

image of each dataset. Resultant images after image fusion are
displayed in Fig. 2 and Fig. 3 for corresponding datasets. The
PAN to MS ratio considering spatial resolutions is 4.

The performances of applied MRA based image fusion
algorithms are quantified by measurement of quality metrics.
The numerical values for Quality w/ No Reference (QNR)
[22], Spectral Distortion (Dλ) [22], Spatial Distortion (DS)
[22] and Spectral Angle Mapper (SAM) [22], [23] are ob-
tained using Full-Resolution assessment [24], whereas Root
Mean Square Error (RMSE) [23], Erreur Relative Global
Adimensionnelle De Synthese (ERGAS) [22], [23], Spatial
Correlation Coefficient (SCC) [1] and Quality index Q4 [22],
[23] are computed using Reduced-Resolution assessment [24].
Table II shows quality metrics for first experiment, where best
result for every parameter is shown in bold, next prominent
result is underlined and next to it is shown in italic. Table III
correspondingly show quality metrics for second experiment.

C. Objective Analysis

To find the best performance among the selected MRA
based image fusion algorithms applied to two different
datasets, it is necessary to analyze comparatives of quantitative
measurements.

A comparison of QNR values is plotted in Fig. 4. Desired
value of QNR is ideally 1. Fig. 5 shows a comparison of Dλ

values. Dλ represents spectral distortion and it is a measure
of loss. It is totally undesired and ideal value should be
0. To observe both the comparative plots, it is noticed that
ATWT-M2 has achieved overall highest results. Next to it, we
find Indusion performing at second level. MTF-GLP-HPM-PP
remain last to compute desired values of QNR and Dλ.

A comparison of spatial distortion in resultant images can
be seen in terms of Ds values in Fig. 6. This metric is achieved
at most desired value by Indusion, while ATWT-M3 performs
second. More spatial distortion is measured in the result of
MTF-GLP-HPM-PP method.

The desired SAM index is also 0. Measurements of SAM are
compared in Fig. 7. AWLP computes the most desired value of
SAM among other methods. The performance of MTF-GLP-
HPM is to be credited next to it, while ATWT-M3 provide
highest value of SAM.

Comparatives of RMSE and ERGAS values are plotted in
Fig. 8 and Fig. 9 respectively. It is observed that ATWT-M3
has achieved overall most desired results. Next to it, we find
ATWT-M2 performing at second level. Indusion remain last
to compute desired values of RMSE and ERGAS index.

Fig. 10 shows a comparison of obtained SCC values by all
algorithms on all datasets. SCC computes percentage of spatial
details injected to final resultant images. On comparison,
ATWT-M3 method has achieved highest values, while per-
formance of ATWT-M2 achieves second level. Comparatively
Indusion method performs weak in computation of SCC.

A quality content in fused image is derived from computa-
tion of Q index. To look at comparison in Fig. 11, ATWT-M2
method maintains highest value. The performance of ATWT-
M3 is at second level. Indusion method achieves overall lowest
value of Q-index.

Finally, a comparison of time taken by image fusion algo-
rithms to generate high resolution resultant image is plotted
in Fig. 12. SFIM results with fused image at lowest com-
putational complexity. HPF also performs very fast to image
fusion. ATWT-M3 consumed highest time. Next to it ATWT-
M2 also requires considerable time for fusion procedure.

D. Subjective Analysis

After the image fusion by MRA based algorithms is
achieved, user is the ultimate judge of results at end use.
Hence, visual inspection of resultant images for all the datasets
is made.

It is observed for both the datasets, that MTF-GLP-HPM-
PP method results in highest spatial distortion in fused images.
The results produced by Indusion and MTF-GLP methods are
also affected with spatial and spectral distortion. ATWT-M3
and ATWT-M2 are partially successful to reduce these effects,
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k)

Fig. 2: Experimentation with Dataset-1: Jaipur. Resultant fused images of (c) HPF, (d) SFIM, (e) MTF-GLP, (f) MTF-GLP-
HPM, (g) MTF-GLP-HPM-PP, (h) MTF-GLP-CBD, (i) Indusion, (j) ATWT, (k) ATWT-M2, (l) ATWT-M3 and (m) AWLP.
The spectral band combinations of only R, G, and B is used for display purpose. The magnification of a region outlined in
(a) is represented at top left in every image to help visual distinction.

TABLE II: Measurement of performance metrics: Quality w/ No Reference (QNR), Spectral Distortion (Dλ), Spatial Distortion
(DS), Spectral Angle Mapper (SAM), Root Mean Square Error (RMSE), Erreur Relative Global Adimensionnelle De Synthese
(ERGAS), Spatial Correlation Coefficient (SCC), Quality index (Q4) and Execution Time Dataset-1: Jaipur.

Full Resolution Assessment Reduced Resolution Assessment
Method QNR Dλ DS SAM(◦) RMSE ERGAS SCC Q4 Time(s)

HPF 0.7266 0.1160 0.1780 1.7751 56.0936 3.3502 0.6335 0.7478 0.3724
SFIM 0.7324 0.1137 0.1736 1.7755 57.2464 3.4934 0.6268 0.7514 0.2446

MTF-GLP 0.6926 0.1350 0.1994 1.7710 61.3486 3.6641 0.6376 0.7286 1.3620
MTF-GLP-HPM 0.7002 0.1317 0.1935 1.7723 63.1664 3.8559 0.6289 0.7307 1.4900

MTF-GLP-HPM-PP 0.6492 0.1690 0.2187 2.1880 64.8331 3.9531 0.6052 0.7119 2.0650
MTF-GLP-CBD 0.6902 0.1337 0.2034 1.8071 61.8696 3.7844 0.6337 0.7157 1.5420

Indusion 0.8007 0.1016 0.1088 1.5068 70.0831 4.1669 0.5927 0.6538 0.5506
ATWT 0.6994 0.1306 0.1956 1.7693 59.1852 3.5349 0.6517 0.7403 1.7891

ATWT-M2 0.8198 0.0746 0.1141 2.3250 32.7828 1.8704 0.7210 0.8741 5.5148
ATWT-M3 0.8350 0.0778 0.0945 2.3634 29.4886 1.7458 0.7627 0.8764 5.6637

AWLP 0.7320 0.1153 0.1726 1.7331 63.6851 3.5721 0.6307 0.7503 1.8610
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k)

Fig. 3: Experimentation with Dataset-2: Sundarbans. Resultant fused images of (c) HPF, (d) SFIM, (e) MTF-GLP, (f) MTF-
GLP-HPM, (g) MTF-GLP-HPM-PP, (h) MTF-GLP-CBD, (i) Indusion, (j) ATWT, (k) ATWT-M2, (l) ATWT-M3 and (m) AWLP.
The spectral band combinations of only R, G, and B is used for display purpose. The magnification of a region outlined in
(a) is represented at top right in every image to help visual distinction.

TABLE III: Measurement of performance metrics: Quality w/ No Reference (QNR), Spectral Distortion (Dλ), Spatial Distortion
(DS), Spectral Angle Mapper (SAM), Root Mean Square Error (RMSE), Erreur Relative Global Adimensionnelle De Synthese
(ERGAS), Spatial Correlation Coefficient (SCC), Quality index (Q4) and Execution Time for Dataset-2: Sundarbans.

Full Resolution Assessment Reduced Resolution Assessment
Method QNR Dλ DS SAM(◦) RMSE ERGAS SCC Q4 Time(s)

HPF 0.8835 0.0527 0.0673 1.2738 20.1274 1.6500 0.7330 0.8376 0.3564
SFIM 0.8857 0.0521 0.0656 1.2547 20.1798 1.6640 0.7336 0.8469 0.2599

MTF-GLP 0.8444 0.0674 0.0946 1.1970 24.4412 2.0037 0.7231 0.7963 1.3409
MTF-GLP-HPM 0.8482 0.0661 0.0918 1.1642 24.5868 2.0292 0.7229 0.8058 1.4131

MTF-GLP-HPM-PP 0.8034 0.0912 0.1159 1.3384 26.5599 2.2131 0.7398 0.7706 1.9179
MTF-GLP-CBD 0.9230 0.0325 0.0460 1.1542 26.0745 1.9520 0.7062 0.8674 1.6279

Indusion 0.9174 0.0454 0.0389 1.5763 26.3279 2.1851 0.6517 0.7214 0.5729
ATWT 0.8515 0.0637 0.0905 1.1966 23.0492 1.8895 0.7423 0.8122 1.8186

ATWT-M2 0.8990 0.0407 0.0628 1.7838 10.9650 0.9258 0.8571 0.9207 5.5662
ATWT-M3 0.8760 0.0703 0.0577 1.8718 10.6671 0.9764 0.8629 0.8678 5.7109

AWLP 0.8978 0.0438 0.0610 1.1126 31.5079 2.3382 0.6563 0.8236 1.8845
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Fig. 4: Performance comparison of MRA based image fusion
algorithms considering measurement of QNR.

Fig. 5: Performance comparison of MRA based image fusion
algorithms considering measurement of Dλ.

but resultant images of these methods are mostly affected
with blur. Comparatively, AWLP, ATWT and MTF-GLP-CBD
shows better visualization of fused images with respect to
input images.

V. CONCLUSION & FUTURE SCOPE

The performance evaluation of eleven MRA based algo-
rithms for pansharpening of MS images from two datasets
is carried out. The experimental results objectively verify that
ATWT-M3 and MTF-GLP-CBD fusion algorithms mostly out-
perform other state-of-the-art algorithms. But, visual inspec-

Fig. 6: Performance comparison of MRA based image fusion
algorithms considering measurement of Ds.

Fig. 7: Performance comparison of MRA based image fusion
algorithms considering measurement of SAM.

Fig. 8: Performance comparison of MRA based image fusion
algorithms considering measurement of RMSE.

tion further noticed blur effect in resultant images produced
by ATWT-M3 and found comparative better visualizations of
objects in resultant images of MTF-GLP-CBD along with
AWLP and ATWT. ATWT-M3 and ATWT-M2 have resulted
in highest computational complexity, whereas HPF and SFIM
performed fast pansharpening. Among the selected algorithms,
MTF-GLP-CBD proved its potential achieving quality metrics
and computational complexity at optimum.

After analysis of the comparative results based on different
quality metrics and visual inspection, a need of more so-

Fig. 9: Performance comparison of MRA based image fusion
algorithms considering measurement of ERGAS.
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Fig. 10: Performance comparison of MRA based image fusion
algorithms considering measurement of SCC.

Fig. 11: Performance comparison of MRA based image fusion
algorithms considering measurement of Q4 index.

phisticated image fusion algorithm to overcome the observed
limitations is underlined. Currently, the selection from avail-
able Multi-Resolution Analysis based image fusion algorithms
must be specific to application at hand.
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Abstract— In the era of digital communication data sent 

through networks has increased. Providing security to data 

which is in the form of image, text, video, audio has been big 

challenge. For copyright information and authentication of the 

data, biometrics authentication is used. At the same time 

protection of biometrics data is also essential parameter. To 

increase the security level of biometric data watermarking 

technique is used. In this, paper we proposed block based 

biometric fragile watermarking technique which detects slight 

changes in the watermarked data. Fragile watermark technique 

generates watermark depending on the embed watermark. In 

this proposed method authentication data inserted into the least 

significant bit (LSB) of cover image. The experimental result 

shows the quality of the image by using conventional LSB 

technique, with use of key. 

Keywords—Biometric authentication, fragile watermarking, 

Block based embedding 

I.  INTRODUCTION  

The growth of modern communication, security in network 
and cloud services is necessary. To provide a security to 
mitigate the issue of the copyright, unique identification, 
authentication of that data is very big challenge in network 
community.  

For owner identification and authentication there are types 
of techniques [1] like passwords, PIN (Personal Identification 
Number) codes, biometrics etc. But accurate identification can 
be obtained by using biometrics traits. There are two types of 
biometrics traits namely physiological and behavioral 
respectively [1]. Physiological traits consist of fingerprint, 
hand, iris, face, DNA etc. Similarly, behavioral traits consist 
of keystroke, signature, voice etc. Security of biometric 
system is very important. To prevent biometric system from 
attacks encryption, steganography and watermarking [2] are 
possible solution. In encryption once the data is decrypted, 
data is no longer protected so for biometric security encryption 
is not preferred. Steganography and watermarking used to 
provide security but steganography is basically used for secret 
communication not for authentication and ownership 
protection.  

A watermark is defined as the embedded information that 
is inserted into the cover signal. A watermark can be in form 
of image, text, biometric etc. In this paper we will concentrate 

on watermarking based biometric template authentication 
system.  

Watermark technique is divided into three stages: (1) 
generate watermark and embed that watermark into original 
media (2) transmit watermark data in the network and (3) 
detection of embedded watermark [3]. Based on robustness, 
watermarking technique is classified into two types for 
authentication like robust watermarking and fragile 
watermarking [3]. The difference between fragile and robust 
watermarking is if there is any modification with 
authenticating data it is not noticeable in robust watermarking. 
But in fragile watermarking changes are noticeable. So, to 
identify every possible tampered region in watermarked data 
fragile watermarking technique has been used [4]. The spatial 
domain includes Least Significant Bit (LSB) algorithm [5, 6, 
7], patch work [8], texture block coding [8] etc. The frequency 
domain includes Discrete Fourier Transform (DFT) algorithm 
[6, 9], Discrete Wavelet Transform (DWT) algorithm [6, 10, 
11], Discrete Cosine Transform (DCT) algorithm [6, 12, 13]. 

The rest of the paper is organized as follows. In section II 
literature review of different watermarking techniques is 
given. In section III block based technique is explained in 
detail. The proposed method is describe in Section IV. 
Experimental results are shows in section V. Section VI 
conclude the paper.  

II. LITERATURE REVIEW 

Sabhanayagam et al. [14] presented types of biometric traits 
and its advantages and disadvantages. Biometric authentication 
system uses person’s biometric data or template and based on 
comparison of this template with the same person’s enrolled 
data or template. As biometric data of a person is not replicable 
and it is not secret, numerous attacks are possible in biometric 
system. Anil et al. [1] shows block diagram of the biometrics 
system and some attacks like fake biometric, replay old data, 
override feature extractor, synthesize feature vector, override 
matcher, modify template, intercept the channel and override 
decision in the biometrics system.  

In [15] Cox et al. present applications of watermarking 
technique such as, owner identification, authentication, copy 
protection, broadcast monitoring, medical applications etc. 
Watermark can be classified as presented in [16]. According to 
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robustness there are three types namely robust, fragile and semi 
fragile watermarking. In robust watermarking changes are not 
noticeable and it can prevent attacks like noisy attack, 
geometrical attacks etc. In fragile watermarking, changes are 
noticeable so we can identify that there is any changes with the 
data. Watermark can be destroyed in this type of technique [3]. 
Semi fragile is affected from some type of attacks [3] and it is 
capable to tolerate some limited changes. Based on 
perceptivity, watermark can be classified into visible which can 
be observed by human eyes and invisible watermarking which 
cannot be observed by human eyes [3].  

According to data extraction techniques there are three 
watermarking techniques like blind, semi-blind and non-blind. 
In blind watermarking original data does not need during 
extraction process. In non-blind watermarking during 
extraction process original data is needed.    

Watermark can be inserted into the intensity values in 
spatial domain [16]. LSB is the simplest technique than others 
and most commonly LSB technique can be used. In this 
technique watermark is embedded in to the LSB of an image. 
Verma et al. [17] Proposed watermark image using LSB 
algorithm in colour for copyright protection. Brindha et al. [3] 
Proposed Biowatermarking for palm print image using LSB 
technique. LSB technique divided into two categories: insertion 
and substitution. Brindha et al. [3] divide palm print image into 
four quadrants and select fourth quadrant to embed secret data.  

He et al. [18] proposed self-recovery fragile watermarking 
using block neighbourhood tampering characterization to 
improve the performance of tamper detection and tamper 
recovery. An image 
information chain. This technique breaks block-wise 
dependency and makes technique vulnerable to the 
counterfeiting attack. Li et al. [19] Proposed multi-block 
dependency fragile watermarking technique for fingerprint 
image protection using LSB to prevent fingerprint image from 
isolated-block tamper. To make watermarking technique not 
vulnerable to the counterfeiting attack, they are using block 
wise dependency based watermarking technique. They 
proposed watermarking technique using LSB for authentication 
and tamper localization using block division. Security strength 
and tamper localization can be used for to evaluate the 
performance of the fragile watermarking.  

An image is represented in the form of frequencies in 
transform domain [16]. Ui et al. [20] proposed a digital image 
watermarking algorithm based on DWT, DCT and SVD for 
robust watermarking of digital images in order to protect digital 
media and copyright efficiently. They used DCT, DWT based 
blind watermarking for host image and select middle frequency 
for embedding secret data. Brindha et al. [3] implemented 
Biowatermarking using DWT, DCT algorithms and for 
embedding they used palm-print image. For decomposition of 
an image in DWT haar filter can be used. For embedded an 
image has been divided into four bands which are HH, LH, LL 
and HL. They used zigzag scanning to select middle frequency 
for inserting watermark bits in DCT. Mita et al. [21] Proposed 
robust biometric based on DCT watermarking algorithm for 
template protection. They have used finger print feature vector 
and iris feature vector as watermark. To make system robust 

against some signal processing and channel attacks they 
proposed spatial and spectral feature based block 
discrimination and coefficient estimation strategy. 

III. BLOCK BASED TECHNIQUE 

To detect tampering and to authenticate digital image 
fragile watermarking technique have been proposed. Fragile 
watermarking technique can be classified into two types 
namely pixel based fragile watermarking and block based 
fragile watermarking [22]. In pixel based fragile watermarking 
technique the authentication data is calculated from the pixels. 
But this technique is vulnerable to oracle attack [23]. Block 
based fragile watermarking technique have been proposed to 
resist this type of attack. In this type of technique cover image 
is divided into each image blocks and watermark has been 
embedded into that image blocks. Wong et al. [24] proposed 
the block wise fragile watermarking technique to detect and 
localize unauthorized tampered block but that method is 
vulnerable to vector quantization (VQ) attack [25] and collage 
attack [26]. These attacks can solve by a self-recovery fragile 
watermarking for image authentication. This technique also 
used to improve the performance of tamper detection and 
tamper recovery [27]. The generalized embedding process of 
block wise dependency based watermarking is as shown in fig. 
2. In this technique blocks are connected in the chain which 
fails to detect block tamper. For example if Xi0 block suffering 
from tampering, then watermark is generated from block Xi0 is 
not same as watermark embedded into the LSB of Xi1 block. 
Similarly, watermark generated from Xi1 is not equal to 
watermark embedded into Xi2.  

Xi0

LSB Wi0 Xi1

Wi1

Xi3

Wi4 Xi4 Xi2

Wi3 Wi2

 
Fig. 1 Block wise dependency based watermarking scheme [19] 

IV. PROPOSED WATERMARK EMBEDDING TECHNIQUE 

In proposed technique we are using fingerprint as biometric 
traits.  

For security requirement image is divided into 10x10 block. 
Fig.2. shows multi block dependent structure, 100 bits 
watermark is generated from each block and it is equally 
partitioned into ten parts. Each part is embedded into another 
image block to construct multi block dependent structure as 
shown in fig. 2.  

Block diagram of watermarking generation and embedding 
process is as shown in fig. 3. LSB of the cover image X is set 
to zero and noted as X1. An image X1 is divided into its image 
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blocks X1i, where i=1, 2, ……., Nb with size of 1010. Where 
Nb is the number of image blocks.  

 
Fig. 2 Multiblock dependent structure [19]  

        Using jumble watermark bits at random position 100-bit 

watermark is generated for each image block. In this part, 

watermark data is embedded into the LSB of the image block 

at random position.  

        We have used fixed random numbers to generate key of 

100 bits, which is used for encryption to make system secure.  

Set  LSB to zero
Divide image into 

image blocks

Jumble watermark 

bits at Random 

position

Encrypt

Original cover 

image X

Random

Key k

Embedding

Watermarked image 

Y

X1 X1i

Ci

Wi

X1i

Fig. 3 Block diagram of watermark generation and embedding 
 

To encrypt random position exclusive OR (XOR) operation 
is used. Using generated key  and 
encrypted random position, watermark bits are generated using 

eq. 1 for each block.  

   ( 1 ) 

Where  

The generated watermark is embedded into the each block 
of LSB of the original cover image. After embedding, 
watermark image Y is generated. The process of watermark 
generation and embedding process is illustrated in below 
algorithm. 

 

 

 

 

 

Algorithm for watermark generation and embedding 

To find the quality of the watermarked image PSNR (Peak 
Signal to Noise Ratio), MSE (Mean Square Error) and SF 
(Similarity Factor) are used.  

   ( 2 ) 

Where  is the size of images. ,  are original 
image and watermarked image respectively.  

  ( 3 ) 

Where b is the largest value of the image (typically 255). 

Similarity Factor is measure of the similarity of pixel 
intensities between the original watermark data and watermark 
data after extraction process. 

The formula of similarity factor is given by  

 

    ( 4 ) 

Where I (i, j) is the original watermark data and I1 (i, j) is 
the watermarked data after extraction process.  The value of SF 
is in between the range [0, 1]. 

Block diagram of watermark extraction process 

The block diagram of watermark extraction process is as 
shown in fig 4. Let’s take test image Y which is received 
watermarked image. Firstly, do same process as done in 
process of watermark generated to generate watermark. Divide 

an image into image blocks  with size of 1010. Using 
XOR operation of key and random position watermark bits are 
extracted from LSB of the image. And compare with original 
embedded watermarks.  

The process of watermark extraction is illustrated in below 
algorithm 

For  

LSB(Y1
*

i)watermark bits 

 
Compare Wi and W

*
i 

Algorithm for watermark extraction process 

Set  LSB to zero
Divide image into 

image blocks

Random 

position

Encrypt

Test image Y
*

Key kDivide image into 

image blocks

Extraction Comparing

Detection 

resultRandom 

position

Key

Y1
* Y1

*
i

C
*
i

W
*
i

Wi

Y1i

 
Fig. 4 Block diagram of watermark extraction process 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 943



V. EXPERIMENTAL RESULTS 

 

          The database for experimentation is created by taking 

fingerprints of 10 persons from fingerprint scanner named 

FPCapture_Access_v4.0.2 kit. The fingerprint image is taken 

as a host image for watermarking. The cover images used for 

hiding the watermarked bits is taken from standard inbuilt 

images in MATLAB version 2018. Total 5 different noise 

attacks are used to prove fragileness of watermarked data. The 

performance of the proposed watermarking algorithm is 

evaluated based on SF metrics. The result analysis is detailed 

in table I. In the result shown in Table I, SF is computed 

between original watermark data and watermark data after 

extraction. 

TABLE I.  COMPARATIVE ANALYSIS OF PERFORMANCE EVALUATION OF 

WATERMARKING 

Sr. No. Noise Conventional LSB 

technique [6] 

Proposed method 

SF % PSNR SF % PSNR 

1. Without noise 100 57.4743 100 51.149 

2. Salt & pepper 93.2692 25.0494 89.968 25.162 

3. Gaussian 3.2446 20.3780 0 20.31 

4. Poisson 1.36 27.3429 0 27.32 

5. Speckle 2.484 18.62 1.13 18.62 

  

         Table I shows the comparative analysis of the results of 

watermark embedding algorithm using conventional LSB 

technique [6] and proposed algorithm for 5 different noise 

attacks. As it can be observed form table I, SF is decreasing in 

proposed algorithm as compared to techniques in [6]. Thus it 

can be said that tampering is affect much while reconstructing 

the hidden image from watermarked image. So, we can say 

that proposed algorithm prove fragileness of the watermarked 

data. Hence, proposed fragile watermarking algorithm 

reconstructs not well in case of tampering done due to noise 

during transmission.  

VI. CONCLUSION 

       The aim of securing biometric traits is being addressed by 

the proposed watermarking algorithm. This paper addresses 

novel frame work for biometric fragile watermarking to 

embed watermark data in block wise manner. Experimental 

result shows comparative analysis between secret key 

generation in the presence of noise to find SF. From 

comparison it is evident that block based technique with 

jumbling and with key is more suitable for finger print 

authentication. Experimental result shows that embedded 

watermarks data are visually insignificant and maintain quality 

of fingerprint image. The proposed method can detect 

similarity between embedded watermark data and watermark 

data after extraction and shows that after attacking SF is 

decreasing which signifies proposed algorithm is suitable for 

fragile watermarking. The block based watermarking 

algorithm provides advantage of enhancing security of the 

hidden biometric trait. 

To make the system robust against various attacks, 

different techniques of watermarking can be used in future for 

the Protection of biometric data. 
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Abstract—Cloud storage service is an efficient solution for
increasing storage needs of organizations and individuals. In
order to ensure security and data privacy, users may encrypt their
data before uploading to cloud. In such cases same or different
users may up-load same data in encrypted form and it results in
the existence of duplicated data. Data deduplication is a technique
designed to identify and eliminate redundant data. When users
are uploading data in encrypted form, then deduplication is
a challenging problem. This project proposes a deduplication
system in cloud storage that supports big data deduplication also.
The sytem is based on symmetric encryption and re-encryption.
The system aims at paragraph-level deduplication of text data
files. A token will be generated for each paragraph in a file
before uploading to cloud. When a new request for uploading
is received, system checks the existence of duplicate files using
these tokens. If the file is already exists in the cloud, then system
rejects uploading, else system will perform deduplication using
re-encryption algorithm.
Keywords: Cloud Computing, Data De-duplication, Re-
encryption.

I. INTRODUCTION

Cloud computing is the on request accessibility of re-
sources, mainly storage of data without direct involvement of
user. Cloud storage deliver resources to users over internet.
Clouds which are larger in sizes have functions which is
distributed over more than one location from central servers.
Clouds are of different types. Some are restricted to a single
company or organization and it is called enterprise clouds.
Some are available to more than one organizations and they
are called public clouds and some are combination of both
public and private clouds and they are called hybrid clouds.
Amazon AWS is the largest among public cloud.

High-capacity networks, economical computers and storage
services results in the rapid growth of cloud computing.
Cloud computing mainly aims at making the resource sharing
economical. By linking together resources over network cloud
computing delivers wide collection of information sources to
users. Cloud computing provides data processing services to
users by offering data storage, computing and so forth. It offers
a large collection of data sources by combining resources
over a network. It should possess some attributes namely,
adaptability, flexibility and fail resistance.

A cloud service provider can retrieve the data contained
in the cloud at anytime. Because of this cloud computing
has some security problems[9],[13]. The information stored

in cloud can get modified or deleted by any other user. In
some cases, cloud users may have to share their data with
third parties because of some law purposes. In such cases,
users will be informed about this in the privacy policy and
users can start using cloud services only if they are agreed to
it.

Anyway in order to stop unauthorized retrieval of data,
users can encrypt their data before storing to cloud[8]. Based
on the report of Cloud Security Alliance, main security threats
in the cloud are hardware failure, data loss leakage and
insecure interfaces [10]. In a cloud storage information belongs
to different users are placed on same server. Hackers are
ready to spend large amount of time to retrieve all this
information. Because a large cloud may contain information
of many companies and by attacking this information hackers
can get control of these companies and it is termed as hyper
jacking[12]. Some examples of such attacks are icloud 2014
leak and Dropbox security breach.

A. Data deduplication in cloud

Presence of duplicated data is a crucial problem in cloud
computing. Storage of same data more than once is termed
as data duplication. Storing duplicated data results in the
wastage of storage space. Even though cloud has large mem-
ory, duplicated information results in disuse of large memory
and make data processing complex. As a result, deduplication
turned out to be vital in cloud data processing. Deduplication
aims to lower storage expenditure. This saving will make the
cloud more profitable. Governing encoded information with
deduplication is a significant issue.

Fig. 1: Data deduplication

Data deduplication is refered as the technique to identify
and eliminate redundant data. Many solutions are there for
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deduplication of raw data. But in order to ensure security
users may save their data in encrypted form in cloud. In such
cases deduplication need to be implemented on encrypted data.
Deduplication of encrypted data is a challenging issue.

Data deduplication is one of the hottest technologies in
storage right now because it enables companies or users to save
a lot of money on storage costs to store the data and on the
bandwidth costs to move the data. This is great news for cloud
providers, because if you store less, you need less hardware.
If you can deduplicate what you store, you can better utilize
your existing storage space, which can save money by using
what you have more efficiently. If you store less, you also back
up less, which again means less hardware and backup media.
If you store less, you also send less data over the network in
case of a disaster, which means you save money in hardware
and network costs over time. It is proved that deduplication in
cloud results in high cost savings because it can reduce up to
90-95% storage needs for backup applications [6] and up to
68% in standard file systems [7]. These storage savings will
benefit cloud users and cloud business.

At a high level, the deduplication process works using
software that eliminates redundant data and storing only unique
first instances of any data. Any other copies of the same data
found by the software are removed, and in their place will be
a pointer or reference to the original copy. The deduplication
process is transparent both to end users and the applications
they use.

Drilling down into the process more, deduplication soft-
ware typically generates unique identifiers for data using
cryptographic hash functions. Deduplication at the file level is
inefficient because even if a minuscule part of a file is altered,
such as a single bit, a whole new copy of that file will be
stored. So this work aims at block-level deduplication on file
contents.

The rest of this paper is as follows: Literature survey is
discussed in Section 2. Section 3 describes the architecture
and different modules of the deduplication system. Section
4 discusses the result. Finally, Section 5 is the conclusion
with brief description about the present findings and future
direction.

II. RELATED WORKS

Many mechanisms have been developed for deduplication
on encrypted data in cloud. Each of them differs in their
approaches.

Mihir Bellare, Sriram Keelveedhi and Thomas Ristenpart
[1] proposes the primitive method for deduplication on en-
crypted data, Message Locked Encryption (MLE). As the name
implies, in MLE the message is locked under some key. As the
key for encryption is derived from message itself, same key is
used to encrypt similar messages. So it is easy to recover key
used for encryption. This scheme is not resistant to brute-force
attack.

Mihir Bellare, Sriram Keelveedhi and Thomas Ristenpart
[2] proposes a system architecture that supports secure dedu-
plicated storage which resists brute-force attacks, and realize
it in a system called DupLESS. In DupLESS, a group of
affiliated clients (e.g., company employees) encrypt their data

with the aid of a key server (KS) that is separate from the SS.
Clients authenticate themselves to the KS, but do not leak
any information about their data to it. As long as the KS
remains inaccessible to attackers, system ensure high security.
Although DupLESS provides resistance to brute force attacks,
it is suitable only for small-sized data.

Xue Yang, Rongxing Lu, Kim Kwang Raymond Choo and
Xiaohu Tang [3] proposes another system for deduplication
of data. Main aim of this mechanism is to reduce the time
taken for search of redundant data. For that this mechanism
constructs a decision tree for removal of redundant information
and this tree is built based on binary search tree. In this system
two companies or organization can have direct agreement with
cloud and each client should be afliated with any of those
two domain. Each organization or domain will have separate
decision tree. After receiving files, cloud will create a decision
tree to save these files and this tree is used to check whether
newly received file is already existing or not. Result shows that
deduplication using decision tree can reduce time complexity
of duplicate search significantly.

Xin Tang, Linna Zhou, Yongfeng Huang and Chin-Chen
Chang [4] designs a system for removal of redundant data from
encrypted information. The working of this system is based on
symmetric encryption and Proxy Re-Encryption (PRE). Main
merit of this system is that it supports deduplication of big
data. This system aims at file-level deduplication. So even a
file with small difference with another file will be uploaded as
a new file.

From the above methods , it is clear that deduplication on
encrypted data is a challenging issue, especially when data size
is large. The major problems in existing deduplication systems
are listed below:

• To ensure data security and user privacy, data will be
stored in an encrypted form to cloud.

• Many of the existing system do not support dedupli-
cation on encrypted data especially big data.

• Many of the existing system is not resistant to brute
force attack [1],[5].

• Existing system supports only file-level deduplication.

• Secure deduplication in cloud is an arising challenge.

Deduplication on encrypted data is a challenging issue,
especially when data size is large[11]. The proposed system
aims at a deduplication system which supports block-level
deduplication on encrypted files and is resistant to brute force
attack.

III. PROPOSED DEDUPLICATION SYSTEM

This project proposes an efficient deduplication system in
cloud that supports big data deduplication also. It is resistant
to brute force attack and it also manages the storage with
deduplication without the direct involvement of data holder.
The working of the system is mainly based on paragraph-wise
token generation of text data, symmetric encryption and re-
encryption to manage encrypted data storage with deduplica-
tion.
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A. System Architecture

The system contains three entities. They are:

• User: Users transfer and save their data in cloud.

• Authorized Party: The responsibility of authorized
party(AP) is to manages deduplication of information.

• Cloud Service Provider (CSP): All uploaded files will
be saved in cloud.

The general architecture of the proposed system is shown in
figure 1.

Fig. 2: System Architecture

B. System Modules

The system mainly consists of three modules:

• Similarity detection module - A hash value or token
will be generated for each paragraph in a file before
uploading to cloud server. These tokens are used for
detecting similarity between files.

• Encryption module- If a file shows no similarity to
existing files in server, then that file will be encrypted
using symmetric encryption method before uploading
to cloud server.

• Data deduplication module- When a user is send-
ing duplicate file to cloud server, uploading will be
rejected and access to already existing file will be
granted to user.

1) Similarity detection: Cloud server will contain some
files and corresponding tokens. Tokens are generated for each
paragraph in the file using any standard hashing algorithm.
When a new file is coming to the system, that file will be
split into paragraph using regular expression and tokens will
be generated for each paragraph. These newly generated tokens
will be compared to tokens corresponding to each file in the
cloud server, which has almost similar size of new file.

This comparison is done using retain all() function in java.
The retain all() function retains same tokens among newly
generated tokens and already existing tokens in the cloud
server. If this function returns no to-kens, then it means that
there is no similarity and file can be uploaded, so system will
go to file encryption module.

If the retain all function returns some tokens, then we take
the number of tokens it returned corresponding to each file and
the calculate the percentage of similarity the new file shows

to that particular file. Similarity percentage can be calculated
by:

similarity percentage =

number of common tokens

total number of tokens in new file
∗ 100 (1)

The system takes the highest similarity percentage and
if it is greater than or equal to 80%, uploading of new file
will be rejected and access to the file to which the new file
shows highest similarity should granted to new user. To grant
access to already existing file, the system will move to data
deduplication module.

2) Encryption module: When a user is sending any file
to system to get uploaded, the system checks if that file is
already existing or not. If the system found that such a file is
not existing, then system encrypts that file using symmetric
encryption and uploaded to server. The system randomly
generates a symmetric key each time a new file is encrypting
and this symmetric file will be encrypted with admins public
key to get cipher key and this cipher key will be uploaded to
server along with the encrypted file and corresponding tokens.

Symmetric Encryption:

• In this encryption technique, a symmetric key which
is created by using any standard key generation algo-
rithm and message to be encrypted is given as input.
The algorithm encrypts that particular message using
the given key and creates cipher message.

• User perform this operation to make their message
secure from illegal access.

• This encrypted message can be decrypted using same
key which is used for encryption.

• User perform this decryption to decrypt the encrypted
data saved in cloud.

3) Data deduplication module: When a client is sending
a file which is similar to another file pre-stored by another
client, duplication happens. At this time cloud contacts AP
to stop uploading of redundant file by granting access to
already existing copy of this file to new user. AP allow new
user to access duplicate data by providing decryption key of
already existing file to new user. AP provide the decryption
key to new user using re-encryption algorithm. The overall
procedure in this module is explained below.

Deduplication process:

• This process can be described as tuple (E,R,KG,D),
in which each element is algorithm.

• Here KG represents standard algorithm for generating
keys, E represents algorithm to create encrypted form
of input data using the input key and D represents
algorithm to create decrypted form of encrypted data
which is given as input using the given decryption key.

• Key generation algorithm will produces private key
and public key for a particular user.
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• The above generated public key and a message will be
given as input to encryption algorithm and it creates
a ciphertext CA = E(pkA;M).

• Then the private key and ciphertext will be given
as input to decryption algorithm and it creates the
decrypted message M = D(skA;CA).

• R represents re-encryption algorithm. In this algorithm
output of E, corresponding decryption key and another
public key and private key pair will be given as input.

• Initially the R algorithm will decrypt the cipher key,
which is the output of E with its decryption key and
this decrypted key will again encrypt using new public
key and return.

• The R algorithm will return this re-encrypted key
and new private key to D. And the D algorithm will
decrypt the re-encrypted key using the given private
key and return to user.

• Here, In this system the symmetric key used for file
encryption is given as input message to the encryption
algorithm and admin’s public key is given as key.

• So the output of encryption will be ck = E(pk;K).
Where,

◦ K is symmetric key for file encryption
◦ pk is admin’s public key
◦ ck is encrypted key or cipher key

• When a new user need to access this symmetric key
K, system will go to re-encryption algorithm.

• Here, the R takes as input ck, sk, pk1 and sk1.
where,

◦ sk is admin’s private key
◦ pk1 is new user’s public key
◦ sk1 is new user’s private key

• Initially, R will decrypt ck using sk to produce K.
That is,
K = E(pk; ck).

• Then this k will be re-encrypted using pk1 to produce
re-encrypted key rk. That is, rk = E(pk1; k).

• Then this rk will be return to user.

• User can decrypt rk using sk1 to produce symmetric
key. That is, K = D(sk1; rk).

• Now the user can decrypt the file using symmetric key
K.

4) System Procedures:

• Step 1 - System setup: For authorized party(Admin)
and each user, a public key and private key pair is
generated randomly using any standard keypair gen-
eration algorithm. Admin’s public key is broadcasted
to all users.

• Step 2 - Data token generation: A token will be
generated for each paragraph in a file using any
standard hashing algorithm.

• Step 3 - Duplication check: User u1 send a file
M to CSP. CSP checks if the duplicated data is
stored by finding whether the tokens for M already
exists or not. If the check is negative, the file M
is encrypted with randomly generated symmetric key
DEK1 and DEK1 is encrypted with admin’s public
key (pkAP ) to get cipherkey (CK1). This encrypted
file, corresponding tokens and CK1 will be saved in
cloud server. If the check is positive refer to Step 5
for deduplication.

• Step 4 - Duplicated data upload and check: User u2

later on tries to save the same data M at CSP follow-
ing the same procedure of Step 2 and 3, Duplication
happens and CSP informs it to AP.

• Step 5-Deduplication: CSP decrypts (CK1) using
admin’s private key and re-encrypt it using u2’s public
key pk2 and return this re-encrypted key to u2. Then
u2 can get DEK1 with its private key sk2.

At this moment, both u1 and u2 can access the same data
M saved at CSP. User u1 uses DEK1 directly, while u2 gets
to know DEK1 by decrypting it with sk2.

IV. RESULTS AND DISCUSSION

The proposed system was coded and implemented in Java
using Eclipse IDE and database is created in MySQL. Text
files, word files and pdf files of different size is given as input
for result analysis.

A. Similarity detection

Time taken for this phase includes,

• Time for token generation

• Time for token comparison

For token generation SHA-256 hashing algorithm is used
here. MD5 and SHA is the prominent method for generating
hash values. For unstructured files SHA is better in terms of
operation time. Table 1 shows the difference in timetaken for
MD5 and SHA-256.

TABLE I: Difference in time taken for hashing using MD5
and SHA-256

Table II shows the time taken for similarity detection
between text files, word files and pdf files of different sizes.
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TABLE II: Time taken for similarity detection

B. File Encryption

In this system symmetric encryption is used for file encryp-
tion. AES-128 encryption is used here.Table III shows time
taken for encryption for different file types.

TABLE III: Time taken for file encryption

From the above comparison tables, it is clear that AES
encryption is not much time consuming. There is not much
variation in execution time with increase in the file size. For
similarity detection, operation time is increasing with increase
in file size. For text files and word documents, there is no
considerable increase in time. But for pdf file there is much
variation in execution time with increase in file size.

The file uploading process, recovering decryption key and
database updation takes only some nanosecond time.

Below figure shows the view of database.

Fig. 3: Database containing files

V. CONCLUSION

In a secure and well organized cloud storage, removing
redundant data has got much importance. Particularly in case of
big data storage, removing redundant information will greatly
improve utilization of space. Day by day need for cloud
services for storing large amount of data is increasing and
as a result need for efficient deduplication technique is also
arising. Huge data load on storage systems are emphasizing
the focus on development of novice techniques to remove
duplicate data. With the evolution of data deduplication and
its various techniques, cloud computing has potential to re-
move unnecessary duplicates. Deduplication is an important
technique for reducing storage cost, bandwidth and energy
consumption.

Many of the existing system aims at file level deduplication
and does not support deduplication on encrypted data. So this
work aims at block-level deduplication on file contents. The
proposed method is capable to find percentage of similarity
among files. System perform deduplication on files which
shows 80% or above similarity to already existing files. The
security of the proposed system is ensured by symmetric key
encryption and re-encryption theory.

In Future, this system can be expanded to manage the
storage with deduplication when there is any updation or
deletion of files and implementing Map Reduce algorithms
to reduce execution time. Also the system can be expanded to
perform deduplication on other medias such as audio, video
and images.
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Abstract— The world is moving towards autonomous vehicles and 

the vehicle is exposed to various types of communication, like 

Vehicle-to-vehicle (V2V), Vehicle-to-Grid (V2G) and Vehicle-to-

Everything (V2X). This communication facilitates telematics, 

diagnostics and over the air software update features. The vehicle 

is also connected via various interfaces like Wireless Fidelity (Wi-

Fi), Bluetooth (BT), Universal Serial Bus (USB), and On-board 

Diagnostics (OBD) to the external world for various purposes. This 

opens possibility for several cyber-attacks through external ports, 

network interfaces if there are no adequate cyber security 

mechanisms implemented, and cybersecurity risks are not treated.  

Controller Area Network (CAN-bus) is a central nervous system 

of the modern vehicle and most of the in-vehicle communication 

takes place on it. Unfortunately, the CAN-bus is inherently 

insecure and lacks basic security features like authentication and 

encryption. The insecure nature of CAN-bus in a vehicle lead to 

several security exploits and malicious activities which put driver 

and passengers at risk. Therefore, security measures need to be 

implemented in the automotive network. 

This paper addresses CAN vulnerabilities, critical attacks on CAN 

and security measures to protect CAN bus such as cryptographic 

measures, firewall and methods to detect and prevent such attacks. 

Certain approaches have been identified and we are going to 

discuss these approaches in this paper. However, this paper 

attempts to bring together essential background knowledge 

required to work on security for CAN network in automotive 

embedded systems. 

Keywords— CAN Vulnerabilities, Attacks on CAN, Security 

Measures, Packet filtering firewall, Binary Decision Diagram-BDD. 

 

I. INTRODUCTION 

 

     In the past two to three decades vehicles are becoming more 

advanced, more autonomous, more complex in terms of 

automotive electronics. An embedded system that controls an 

electrical subsystem is called an Electronic Control Unit (ECU) 

in a vehicle. There are more than 70 ECUs in a modern car 

which provides entertainment, navigation, central locking 

mechanisms, and other safety systems like adaptive cruise 

control, automated lighting, anti-lock braking system, airbag 

control, traffic warnings, Collision avoidance etc. There should 

be quick and reliable communications between these electronic 

modules for the normal operation of the vehicle.  The electronic 

control modules, the sensors, actuators, and other devices 

communicate through the in-vehicle networks like Controller 

Area Network (CAN), FlexRay, Local Inter Network (LIN), 

and Media Oriented Systems Transport (MOST) as shown in 

the Fig.1 and Ethernet for higher bandwidth. CAN protocol is 

considered as a de-facto communication standard for various 

electronic control units to communicate between sensors, and 

other devices. As the cars get exposed to the outside world 

through the internet connectivity, Bluetooth wireless link to 

connect cell phones to have hands-free calls and Telematics 

functionalities, this results in increased number of attacking 

surfaces and entry points for hacking. There is no source 

identifier or authentication and encryption built into CAN 

packets. Because of these shortcomings, it is easy to sniff the 

CAN packets on the network as well as to masquerade as other 

ECUs and send CAN packets. Therefore, security measures 

need to be implemented in the automotive network. Firewalls 

can be considered as the first line of defense and restrict 

malicious CAN packets entering the in-vehicle network from 

the external world.  

 

 

Fig.1. Typical Automotive Network [1] 

This paper is divided into different sections as follows. Section 

I, Introduces the In-vehicle network. Section II is focused on 

CAN protocol format, CAN vulnerabilities and critical attacks 

on CAN. Mitigations and security approaches are explained in 
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Section III and also introduce firewall, its types and the 

significance of the firewall. The literature survey is focused on 

firewall technologies which are explained in the Section IV. 

 

II. BACKGROUND 

A. Controller Area Network protocol (CAN-bus) 

In 1985, Robert Bosch developed a serial bus 

communication protocol for the in-vehicle network called 

CAN-bus. The protocol was officially released at the Society of 

Automotive Engineers (SAE) conference in 1986, Detroit, 

Michigan [2]. There are several versions of the CAN 

specification were published. There are two parts PART-A and 

PART-B in the latest standard 2.0 published by the Bosch in 

1991. Part-A is for the standard format with an 11-bit identifier 

CAN 2.0A and Part-B is for the extended format with a 29-bit 

identifier CAN 2.0B [3]. The CAN standard and extended 

format are shown in Fig.2.    

ISO 11898 standard is released by ISO (International 

Society of Organization) in 1993 and divided into two parts. 

The CAN protocol defines the lowest two layers of OSI (open 

system interconnect) data link layer (ISO 11898-1) and physical 

layer (ISO 11898-2) for high speed CAN. Later ISO 11898-3 is 

released, which is for the CAN physical layer for low speed and 

fault tolerant CAN. In 2012, Bosch released CAN FD 1.0 (CAN 

with Flexible Data-Rate), which was developed to meet the 

automakers demands for more accurate and for real-time 

applications, this is designed for transmitting and record data 

along with errors between devices and microcontrollers without 

the help of host computer This specification has different 

formats which allow different data lengths and for operating 

with a faster bit rate once the arbitration is decided. 

As the CAN-FD is compatible with present CAN 2.0 

specification, CAN FD devices can be connected on the same 

network along with CAN 2.0 devices. There are several CAN-

based higher-layer protocols that are standardized. The user 

choice is according to the application. These are used in a 

variety of applications including industrial automation, 

autonomous devices, defense and underwater vehicles and 

medical equipment. CAN protocol is a message based and it is 

denoted as a Carrier Sense Multiple Access/Collision 

Avoidance (CSMA/CA), where the protocol listens to other 

nodes in the network for avoiding collisions. The CAN also 

contain error detecting and error handling methods. It can 

handle bit rate up to 1 Mbps when the physical distance between 

the nodes is less than 40m within the network. Four different 

message formats are present in CAN, they are data, remote, 

error and overload frames. 

 

 

Fig.2. CAN message frames [1]. 

The CAN data frame is explained in detail and is as shown 

in the Fig.3.The data frame begins with the Start-of-frame 

(SOF) bit which is of the single dominant bit, next is arbitration 

field which consists of eleven-bit Identifier and RTR-bit 

(Remote transmit request). The RTR-bit must be ‘dominant' in 

the data frame and ‘recessive' in the remote frame. Followed by 

the control field which includes data length code (DLC) and 

two bits for future expansion are reserved. The data length code 

is four-bit wide which defines how many bytes of data is present 

in the data field. The data field can be zero to eight bytes of 

data. The data field is followed by cyclic redundancy checksum 

(CRC), which enables the receiver that the data received is not 

corrupted. Acknowledge field (ACK) contains two bits and 

these will be ‘recessive' at the transmitting station. It is replaced 

by a dominant bit by the receiver to acknowledge that it 

received the valid message. Both Data frame and Remote frame 

ends with EOF (End-of-frame) which contains a flag sequence 

of seven recessive bits.   

 

 

Fig.3. The CAN message format 

B. Arbitration 

As stated earlier, messages are identified by the static 

identifier (ID). All messages are transmitted over the bus based 

on the priority. The priority of the messages resolved by the 

arbitration. The conflict occurs whenever two or more 

transmitting nodes are sending messages over the same network 

and at the same time. Arbitration helps to overcome this 

conflict. Messages with lower Arbitration ID will get the bus 

and the message transmitted. Arbitration is handled by CAN 

transmitter. By comparing the value being processed and the 

value on bus, CAN transceiver checks both the values. If the 

values are same then it continues transmission else stop 

transmitting.  The transmitted value is AND’ed bit wise with 

value on the bus. So, the transmitted value is 0 and the bit on 

the bus is 1, the result zero will be transmitted. Thus, the lower 

value node wins the arbitration. Due to arbitration DoS type of 

attack is possible if an attacker send high priority messages for 

an example sending sequence of dominant bit ‘0’. The bus will 

not be available for other ECUs to transmit messages and this 

may affect the normal operation of the vehicle. 

C. CAN Vulnerabilities 

 The lack of inherent security mechanism of CAN lead to 
attacks from physical attack surfaces through OBD port and 
from wireless attack surfaces such as GPS, GSM module, 
Bluetooth and Wi-Fi. Various attacking surfaces are shown in 
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the Fig.4. Table1 gives the summary of vulnerabilities, different 
possible attacks and security measures for CAN network.  

Table 1: Summary of violated security aspects, potential 
attacks and security measures (to CAN network) 

 

 

Weakness of vehicle security arise from the widely used CAN 
is highlighted in [4], and it is listed below 

• Message Broadcasting: Once the message is sent on 

the CAN bus it is present at every node of the network. 

Any node or controller has access to it can accept or 

reject. A passive attacker can read a message by 

having access from the diagnostic port or by inserting 

a malicious node on the CAN bus. Eavesdropping can 

take place which is kind of sniffing on the network. 

• Lack of addressing: Nodes in a typical CAN network 

does not have identification address, all nodes (real or 

malicious) can send and receive information anytime 

inside the network without the verification that a 

source of the information is valid. 

• Lack of Authentication: As the source authentication 

is not present, it is not possible to ensure if message 

received from valid source. Therefore masquerade 

attack takes place, in which an attacker acts as an 

authorized user of the system.  

• A common point of entry: Once an attacker gains 

access to the CAN network, there is no limit that what 

are the parameters they can obtain within the network. 

Diagnostics port is the common gateway to the in-

vehicle network where all the systems connected. 

Example OBD-II port provides access to all the 

systems. 

• Limited Bandwidth: Complex authentication or 

security algorithms requires more bandwidth and 

processing power for robust communication. But, 

CAN with 11-bit and 29-bit identifier message 

structures provides only 64-bit of data in payload and 

less data for security purposes. The complex 

authentication algorithms could not be implemented 

on CAN bus because of the limited bandwidth. 

• Lack of Encryption: The robust encryption could not 

be implemented as there is no higher bandwidth is 

available in the present CAN bus. For a few sensitive 

messages and security-related protocol need 

protection against eavesdroppers. Encryption is 

necessary for critical data exchange between any two 

in the CAN network. 

 

Fig.4. Possible entry points of the modern car [4]. 

D. Critical attacks on CAN 

• Replay attack: The attack in which the transmitted 
data is delayed or repeated maliciously.  
Masquerade attack is followed by a replay attack 
where it needs to pretend to be some other node and 
retransmits the copy of the message it has received 
from the CAN bus. The copy of the message may 
be unaltered or modified. Even though there are 
tables to match the message id to the sender and 
determine the identity of the sender at the other 
nodes but there is no concept to authenticate it. 
Aruljothi and Priyadarshini [5], have demonstrated 
a practical wireless attack using a real vehicle in a 
connected vehicle environment, and they also 
propose a security protocol for CAN as a 
countermeasure designed in accordance with 
current CAN specifications with RKP(random key 
pre-distribution). 

• Injection: In this attack, injecting malicious 

message on the network appearing to be legitimate. 

It involves disturbing normal operations of the 

vehicle. This attack can be done by the node in the 

trusted network. Any node can send any message in 

the CAN network. 

• Denial of Service (DoS): DoS is a cyber-attack in 

which the resources are unavailable to intended 

users temporarily or to damage permanently and 

weakening the performance of the system. Flooding 

the network with higher priority messages by 

sending the sequence of dominant bits 

continuously. By inducing too many errors to the 

target node or device where the node on CAN bus 

goes to so-called bus-off state and removed from 

the CAN bus so it cannot send or receive further 

messages. Doing this can disable a device (e.g. 

critical safety systems) and compromises certain 

vehicle functionalities. Murvay and Groza [6] have 

explained about DoS attacks at different layers of 
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CAN protocol. Concentrated more on DoS attacks 

of Data link layer as it’s very difficult to mitigate 

with application layer mitigations techniques.  

• Man-in-Middle attack: Secretly, an attacker 

receives and pass the message and alters 

communication between two nodes for a certain 

period. Robert Buttigieg et al [7] have explained 

how the rogue device is inserted in CAN network 

as a man in middle attack using Proof of Concept 

(POC) by instrument cluster and vehicle simulator. 

The main aim of their project was to look into the 

lack of security in the CAN-Bus protocol, in 

particular, the lack of authentication of devices and 

the lack of data encryption. This experiment 

focused on the possibility that an unauthorized man 

in the middle device can be connected to the CAN-

Bus with the ability to send spoofed messages. 

 

III. SECURITY APPROACHES 

 

A. Authentication 

There is a possibility of changing the program of an 

authorized node and spoof the messages on the CAN network 

and also add a rogue device as there is no authentication. Many 

researchers have been working to implement effective 

authentication mechanism for the in-vehicle network. These 

measures should be implemented at every node of the network. 

[8] specifies use of Message Authentication Code (CMAC) for 

authenticating each ECU and CAN messages to prevent 

spoofing attack. Nicolas Bravo et al [9] proposed Public 

key/secret key authentication scheme for CAN by using Hash-

based Message Authentication Code (HMAC). One pair of 

public and private keys were given to each node of the network 

where it shares the signed messages. 

B. Encryption  

Encryption is a cryptographic approach to hide the 

intelligence of the message from unauthorized users. Complete 

security of any information is not secured by encryption alone. 

Authenticity, integrity and confidentiality are ensured by using 

various cryptographic algorithms. Symmetric and Asymmetric 

are the two different cryptographic algorithms. Asymmetric 

algorithms such as RSA (Rivest–Shamir–Adleman), Elliptic 

curve cryptography (ECC) use different keys and ensures more 

reliability than symmetric algorithms like Advanced 

Encryption Standard (AES) which uses a single secret key. To 

meet the vehicle communication requirements such as 

computation, capacity, and timing, a combination of symmetric 

and asymmetric algorithms are used. Asymmetric encryption 

methods are used for secure key distribution and symmetric 

encryption for secure communication broadcast inside the 

vehicle-bus system. Public Key cryptographic techniques are 

more effective for securing communications with external 

entities including telematics, service providers and internal 

communications between safety-critical systems, sensors 

against cyber-attacks.  

Cryptographic algorithms require intense computation to 

have effective secure communication considering acceptable 

latencies. Hence, to protect the confidentiality of stored keys, 

certificates and user credentials requires hardware support. 

These cryptographic algorithm requirements are beyond the 

resources available in typical automotive microcontrollers 

today. A Tiny Encryption Algorithm, Feistel type cipher was 

used to encrypt the message on CAN bus for a particular 

microcontroller and proved that this algorithm can be used to 

hide confidential data on the CAN bus from eavesdropping.  

The confidential data like vehicle identification number or other 

sensitive information. This methodology was designed for a 

particular processor with the defined parameters by [10]. The 

mechanism in [11] produces a new field called CAN Message-

Authenticator (CMA) which contains both the hash value and 

timing information which will be used to generate the hash. 

Authentication of each CAN messages can be done thus it can 

resist replay attack. Here they have considered CAN 

Identification Number (CIN) which is unique for each ECU in 

a particular vehicle. The CMA will be used to verify the 

legitimacy of the message by a legitimate ECU upon receipt of 

a frame. 

 

C. Software & Hardware Approaches 
Gateways in the modern car are used to connect the different 

networks. In order to have a secure communication between 

these networks, messages must be checked at the gateways 

before broadcasting the messages on to the networks. For 

example, messages from the ECUs connected to the networks 

like LIN and MOST should be prevented from entering into the 

critical-safety bus systems such as CAN and FlexRay. Firewalls 

can control the messages based on certain rules and rules may 

depends upon the ECU capabilities. Firewalls can be a best 

option to control the messages and it even checks the incoming 

network traffic.  

Intrusion detection and prevention system (IDPS) can be an 

alternate for cryptographic techniques to regulate external and 

internal communications as it needs hardware support which is 

not beyond what is already there in typical microcontrollers 

present in ECUs especially to secure CAN bus. IDPS monitors 

the traffic of vehicle bus and detects if there are an unusual 

activity and initiate processes to bring back the system to safe-

mode and prevent from further damage. By regulating the 

OBD-II port with creating hardware key or password to access 

the port where it is physically located can protect against illegal 

entry of devices into CAN. The security mechanisms are 

effective until it is upgraded eventually. Security software 

updates may be over-the-air or dealer distributive, are bound to 

be an integral part of security and safety of the automotive 

system. 

D. Significance of Firewall 

Firewalls have been the frontier defense to secure networks 

against attacks and unauthorized traffic by filtering out 
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unwanted network traffic coming into or going from the secured 

network. The filtering decision taken according to a set of 

ordered filtering rules defined based on predefined security 

policy requirements [12].The complexity of managing firewall 

policy limited the effectiveness of firewalls even though it is the 

main step to secure the network.  

Al-Shaer and Hamed [13] have developed an 

anomaly-free firewall rule editor, which greatly simplifies 

adding, removing and modifying rules into firewall policy. 

They used the Java programming language to implement these 

algorithms in one graphical user-interface tool called the 

"Firewall Policy Advisor". The rule is set according to one or 

more different filtering fields. 

There are two types of hardware and software firewall as 

per the user point of view. There two types of firewalls for CAN 

network as follows [14]. 

• Packet Filtering Firewalls: Static packet filtering 

firewalls sequence the packets concerning allow or 

deny. This is done by considering the field's 

information on the header such as host/destination 

address, port number. The depth analysis is not done 

at this stage. Each packet is examined as a single 

entity. It is unable to defend the fragment and spoofing 

attacks.  

• Circuit Level Gateway Firewalls: These are deployed 

at the session layer. To determine the requested 

session is legitimate or not, Gateway firewalls monitor 

Transmission Control Protocol (TCP) handshake 

between the packets. By doing this, the public IP 

addresses are provided to the outside network and not 

exposing the internal private IP addresses to the 

external potential intruders. Circuit-level gateway 

firewalls do not filter individual packets. An attacker 

may take advantage of this once the connection is 

established.   

• Application-level Gateway Firewalls: The firewalls 

decide to allow or drop the packets based on 

application information which is present in the packet 

and provide protection for specific application layer 

protocol. The best example for this kind of firewalls is 

Proxy server firewalls. Both the client and server are 

connected to these proxies instead of direct 

connections so any suspicious data or connections can 

be dropped by these proxy servers. Application 

firewalls do deep inspection of each session and decide 

to drop or allow them to pass through the proxy server 

by using information present in the application 

protocol payload or header. Application Gateway 

firewalls can increase the network performance and 

makes easier to log traffic. 

• Stateful Multilayer Inspection Firewalls: The 

combination of all the types of firewalls listed till now 

is called Multilayer Inspection Firewall. These 

firewalls can filter packet at Network layer using 

Access Control Lists (ACL), identify the legitimacy of 

sessions at session layers and evaluates at the 

Application layer. This firewall can provide a 

transparent mode in which direct connection is 

available for the client and server.  These can also 

implement algorithms and complex modules to make 

connections more secure. 

E. Packet filtering firewall in the automotive network 

The CAN and its security have become hot-topic for 

researchers and automakers after a number of high-profile 

hacking activities in the past couple of years. An attacker can 

have direct access to the CAN-bus through the OBD port. 

Charlie Miller demonstrated the vulnerabilities of the onboard 

computers and networks like CAN-bus by linking these 

onboard computers in the mid of 2010. Miller and Valasek 

demonstrated the car attack by altering the CAN message and 

controlled steering wheel by spoofing park assist [15]. The 

attackers created software called CarShark to monitor 

communications between the ECUs and insert fake packets of 

data to carry out attacks [16].  

CAN protocol was designed concerned about reliability but 

not intended to provide secure communication. The embedded 

computers present in the cars have strong hardware constraints 

for computation power and memory left for security 

mechanisms. Because of which ECUs cannot perform complex 

cryptographic algorithms to perform strong encryptions. Where 

an attacker can have limitless hardware to perform 

cryptanalysis and can break simple algorithms. The security 

mechanism for a car should be such that its requirements should 

be within the constraints.  

The advantage of packet filtering firewall is, firewall 

requires fewer resources and computation power. The data 

exchange with the external world can be restricted by the 

firewall. Even though an external device is authenticated and 

starts sending data or signals to the network, it is not wise to 

accept all those data because those external devices might be 

compromised. Hence there should be a firewall at the gateway 

which can control the access to the internal network by external 

devices and acts as a secondary security mechanism [17]. 

 

IV. LITERATURE SURVEY 

 

Wolf et al [18] have given Exposures to Automotive 

Bus systems, Gateway firewalls and its importance. A secured 

approach was proposed using modern cryptography which is 

against manipulation and provides authentication and secrecy. 

This gives the best way to tackle many of the vehicle security 

issues. 

Alex Oyler and Hossein Saiedian [19] have explained 

how one can compromise CAN bus and ECU through 

Telematics and found attacking surfaces. The device can be 

installed via the cellular network on OBD. Countermeasures for 
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this is to separate external network from the internal network 

by combining firewall and Intrusion Detection System (IDS) at 

Central Gateway System (CGS). 

Tharaka et al [20] present a detailed study of firewall 

technologies and firewall capacity along with other firewall 

technologies in order to prevent unauthorized accesses. They 

mentioned that high capacity firewall can provide high 

performance but it is expensive. 

Wei YAN has designed a Bi-directional firewall 

module which includes vehicle status logger, a CAN message 

filter and storage module. The storage module is used to store a 

White-list and a Black-list and the CAN message filter is 

configured selectively chooses any one of these according to 

the status of the vehicle [21]. 

Hamed Salehi et al [22] have mentioned that as soon 

as detecting higher priority attack by Network Intrusion 

Detection System (NIDS) send some recommended protection 

information to the firewall which will set appropriate rule to 

destroy the connection it. The deep inspection of six layers has 

been explained in this paper. 

Adel El-Atawy and Ehab Al-Shaer [23] explained how 

rules and policies can be represented as Boolean expressions. 

Implementation and maintenance of this expression can get 

complex hence they used Binary Decision Diagram (BDD), 

where each variable need to be checked only once thus 

improving packet matching time. 

Masud et al [24] have implemented a data-driven 

firewall. Using a classifier, first finds the packet matching to a 

class contains a setup of rules. Then finds a matching rule for 

that respective packet. The results showed that the time required 

for finding matching rule is six times faster than the 

conventional methods. In this, they used offline training data 

for classifier and have considered only the packet header. The 

last rule is with default empty condition so that any packet could 

match at least one rule. 

Anshu Aneja & Vivek Thapar [25] have explored 

alternate representations for rule sets which are used to remove 

the redundant computation using Binary Decision Diagram 

(BDD) approach and implement the multi-dimensional 

filtering. This takes less space for storage and less look-up time 

for accepting or rejecting the incoming packets. They obtained 

average results of 75.24% and 33.74% for comparison for 

"Most Reject Packets" and "Most Accept Packets" respectively 

for about one million incoming packets. Results are shown in 

the Fig.5. 

Dongre and Shikalpure [26] attempted to improve the 

rule matching time by maintaining two different files. The log 

file consists of information related to the captured packets 

recently and this is the sub set of the main file. Another file is 

Index file, which stores Hash values calculated for each packet. 

Here each incoming packet is not mapped to the main file 

instead succeeding packets related to the same flow are 

compared with the log file. 

Gupta and McKeown [27] proposed a method for 

Packet Classification using Hierarchical Intelligent Cuttings 

(Hi-Cuts). The HiCut algorithm works by carefully 

preprocessing the classifier to build a decision tree data 

structure. Each time a packet arrives, the decision tree is 

traversed to find a leaf node, which stores a small number of 

rules. High dimensional (considering many fields) requiring 

smaller storage and comparable query time when compared 

with other schemes. 

James Joy et al [17] presents an architecture for secure 

automotive communication both external and internal, by using 

the Smart Gateway which consists of an external and an in-

vehicle gateway and a firewall. The Smart Gateway handles 

authentication, data integrity and secure key storage and 

management for both external devices connected to the vehicle 

as well as for the network communication between ECUs. 

Pese et al [28] have shown where internal firewalls can 

be deployed in the E/E architecture and introduced in 

automotive. The Hardware (HW) firewall (located at the 

connectivity gateway) shall handle a large, simple and generic 

rule set to restrict the traffic between domains whereas the 

Software (SW) firewall shall focus on a small filter rule set for 

custom-made rules and Stateful packet inspection. Packets 

which pass the first layer of security (HW firewall) are shunted 

to the SW firewall for a deeper analysis. 

Wei Si et al [29] proposed a hybrid wired/wireless 

protocol using Backpressure Collection Protocol (BCP) to 

mitigate DoS attacks by placing a ZigBee at all critical nodes 

which monitors link qualities and schedules packet 

transmission accordingly. Emerge of wireless communication 

into the intra-vehicular network need to face security issues 

such as privacy and packet spoofing. 

 

        “Most Rejected packets”                      “Most Accepted packets” 

Fig.5. Graph comparison for “Most Rejected packets” and “Most Accepted 

packets” [25]. 

V. CONCLUSION 

 

     In this paper, we give a brief introduction of in-vehicular 

networks and explained CAN protocol. We summarize certain 

vulnerabilities on CAN protocol and possible attacks on it. 

There are many effective cryptographic techniques to secure 

any network but when it comes to the automotive systems it has 

few due to resource constraints. IDPS can track traffic inside 

the network and detect the anomaly activities and prevent 

before it affects the system. A firewall prevents unwanted 

traffic from the outside network and acts as a defender at the 

entry level. There will be fewer chances of getting hacked if we 

can control the access before the data or signals enter the trusted 

boundary.  

     The effective way of securing CAN bus is to implement 

Packet filtering firewall at the Central Gateway. It is feasible to 
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implement a software firewall on the Gateway as the software 

need not know the developer resources and it is embedded 

during the ECUs software build process. Software updates can 

easily be done regularly during the scheduled service visit or by 

over-the-air updates as the firewall present on the gateway. 

Algorithms like BDD for packet filtering firewall requires less 

space for storage and lookup time to accept or reject the 

incoming packets by comparing the results with the listed order 

method. One should consider all constraints and develop a 

security framework for automotive system. Further research is 

needed to bring out the experimental results to decide which 

optimizing algorithms are best for the automotive systems. The 

background knowledge of security measures and its drawbacks 

depicts that the need for firewall and IDPS systems in the car to 

reduce attacks on CAN network. 

 

Future work: We are motivated for the development of effective 

countermeasures to secure CAN bus by focusing on practical 

CAN based attacks in automotive systems. We are exploring 

ways to deploy firewall at Central gateway and concentrating 

on a few ECUs which exchange data between an outside world 

like telematics, Infotainment, and Diagnostics units.  We are 

working on software firewall for CAN bus with framework 

considering resource constraints of embedded microcontrollers 

of ECUs at present. 

 

REFERENCES 

 
[1] J. A. Cook, J. S. Freudenberg, “Controller Area Network (CAN)”, EECS 

461. Fall 2008. 

[2] https://en.wikipedia.org/wiki/CAN_bus, Date accessed: 5/11/2018                                                                                                                     

[3] CAN Specification, Version 2.0, Robert Bosch GmbH, 1991.  

[4] K. Koscher et al. “Experimental security analysis of modern automobile”, 
in Security and Privacy (SP), 2010 IEEE Symposium on, Oakland, CA, 
USA, May 2010, pp. 447–462. 

[5] M. Aruljothi  and C.S. Priyadarshini,  "Security-Based Protocol Design 
for In-Vehicle Controller Area Network", International Journal of Science 
and Engineering Research (IJOSER), 2016. 

[6] Pal-Stefan Murvay and Bogdan Groza, “DoS Attacks on Controller Area 
Networks by Fault Injections from the Software Layer”, In Proceedings 
of ARES’17, Reggio Calabria, Italy,2017.  

[7] Robert Buttigieg, Mario Farrugia, and Clyde Meli, "Security Issues in 
Controller Area Networks in Automobiles", an 18th international 
conference on Sciences and Techniques of Automatic control & computer 
engineering - STA'2017. 

[8] H. Ueda, R. Kurachi, H. Takada, T. Mizutani, M. Inoue, and S. Horihata, 
“Security authentication system for in-vehicle network”, SEI technical 
review, 81, , 2015, pp.5-9. 

[9] N. Bravo, S. Koppula and M. Chang, 6.857 Final Project “A Public-Key 
Authentication Scheme for Controller Area Networks”, 2015, pp. 1-17. 

[10] M. Jukl, J. Cupera, “Using of tiny encryption algorithm in CAN-Bus 
communication”, Research in Agricultural Engineering, 62(2), 2016, 
pp.50-55. 

[11] P. Carsten, T.R. Andel, M. Yampolskiy, J.T. McDonald and S. Russ, “A 
system to recognize intruders in controller area network (can)”, In 
Proceedings of the 3rd International Symposium for ICS & SCADA 
Cyber Security Research. September 2015, pp. 111-114. 

[12] U. Thakar, L. Purohit and A. Pahade, “An approach to improve 
performance of a packet-filtering firewall”, In 2012 Ninth International 
Conference on Wireless and Optical Communications Networks (WOCN) 
IEEE, 2012 pp. 1-5.  

[13] E.S, Al-Shaer and  H.H. Hamed, “Firewall Policy Advisor for Anomaly 
Detection, Rules Editing and Translation”, Integrated Network 
Management 2003, pp. 17-30. 

[14] I. Kashefi, M. Kassiri and A. Shahidinejad, “A Survey on Security Issues 
in Firewalls: A New Approach for Classifying Firewall Vulnerabilities”, 
International Journal of Engineering Research and Applications (IJERA), 
3(2), April 2013, pp.585-591. 

[15] Charlie Miller, Hackers Remotely Kill A Jeep On The Highway—With 
Me In It. [Online] Available: https://www.wired.com/2015/07/hackers-
remotely-kill-jeep-highway/. 

[16] Hack attacks mounted on car control systems, [Online] Available: 
https://www.bbc.com/news/10119492. 

[17] J. Joy, S. Samuel and V.S. Vinu, “Gateway Architecture for Secured 
Connectivity and in Vehicle Communication”, 16th International 
Congress Electronics in Vehicles,  Oct 2013. 

[18] M. Wolf, A. Weimerskirch, and C. Paar, “Secure in-vehicle 
communication”, In Embedded Security in Cars, Springer, Berlin, 
Heidelberg, 2006, pp. 95-109. 

[19] A. Oyler and H. Saiedian, “Security in automotive telematics: a survey of 
threats and risk mitigation strategies to counter the existing and emerging 
attack vectors”, Security and Communication Networks, 9(17), 2016 
pp.4330-4340. 

[20] S.C. Tharaka, R.L.C. Silva, S. Sharmila, S.U.I. Silva, K.L.D.N. Liyanage, 
A.A.T.K.K.Amarasinghe, and D.Dhammearatchi, “High-Security 
Firewall: Prevent Unauthorized access Using Firewall Technologies”, 
International Journal of Scientific and Research Publications, Volume 6, 
Issue 4, April 2016, pp. 504-508. 

[21] Wei YAN," Vehicle Communication System Based On Controller Area 
Network Bus Firewall", the United States, Patent Application 
Publications YAN, October 17th 2017. 

[22] H. Salehi, H. Shirazi and R.A. Moghadam, “Increasing overall network 
security by integrating Signature-Based NIDS with Packet Filtering 
Firewall”, In 2009 International Joint Conference on Artificial 
Intelligence, IEEE, April 2009, pp. 357-362.  

[23] A. El-Atawy, E. Al-Shaer, T. Tran and R. Boutaba, “Adaptive early 
packet filtering for defending firewalls against DoS attacks”, IEEE 
Communications Society subject matter experts for publication in the 
IEEE INFOCOM 2009, pp. 2437-2445.  

[24] M.M. Masud, U. Mustafa and Z. Trabelsi, “A data driven firewall for 
faster packet filtering”, In Fourth International Conference on 
Communications and Networking, ComNet-2014 IEEE, pp. 1-5. 

[25] A. Aneja and V. Thapar, “Optimizing Packet Filter Firewall using Duple 
Decision Scheme”, The SIJ Transactions on Computer Networks & 
Communication Engineering (CNCE), vol.1, issue.2, May-June 
20132013, pp.28-33. 

[26] S. A. Dongre, S. G. Shikalpure, “Hashing Based Packet Matching 
Algorithm for Firewall”, International Research Journal of Engineering 
and Technology (IRJET), vol.2, issue.7, Oct-2015 

[27] P. Gupta, and N. McKeown, “Packet Classification using Hierarchical 
Intelligent Cuttings”, Proc. Hot Interconnects VII Aug. 1999 Stanford, 
IEEE, vol. 20 no. 1 Jan./Feb. 2000 pp. 34. 

[28] M. Pese, K. Schmidt and H. Zweck, "Hardware/Software Co-Design of 
an Automotive Embedded Firewall", SAE Technical Paper 2017, DOI: 
10.4271/2017-01-1659  

[29] W. Si, K. Starobinski and M. Laifenfeld, “Protocol-compliant DoS attacks 
on CAN: demonstration and mitigation”, In 2016 IEEE 84th vehicular 
technology conference (VTC-Fall), IEEE, 2016, pp. 1-7.

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 958



Intelligent Storage Device for Commoners 
 

 

 

 

 

Abstract- An exhaustive investigation has been 

performed in the field of artificial intelligent since last 

few decades. Moreover, sophisticated gadgets have also 

been designed based on those algorithms in an efficient 

fashion. In this article, an intelligent model is designed to 

reduce food wastage and hunger problem in a competent 

fashion. A hardware model of a refrigerator is also made 

where the needy commoners can come and take food they 

need to fulfil their hunger. The model only responds if a 

human stands in front of it. If it finds any other living 

creature other than human is standing then it shows no 

response. Furthermore, system exhibits no response if 

same human being appears twice within next 12 hours. 

Keywords- Intelligent Storage, Object detection, Object 

recognition, Text to Speech Conversion Video to image 
processing. 

 

I. INTRODUCTION 

Food waste is an important global issue the reasons for 

which are many. Only in the EU, a big amount of food 

are wasted annually with an associated cost estimated 

more than hundred billion euro. According to The 

Guradian, US households waste about thousand tons of 

food on daily basis. Every year, more than a million 

tons of food produced for human consumption is lost 

or wasted. 

An intelligent and scalable detection algorithm has 

been proposed in [1] where “Mean Average Precision” 

(MAP) has been improved by more than 30% with 

respect to earlier outcome. Basic viewpoint of this 

paper combines two features i.e. efficient 

Convolutional Neural Networks (CNNs) and 

supervised trained data can be applied for segmentation 

purpose and application oriented fine-tuning purposes 

respectively. A wide range of image classification 

based on objective functions has been introduced in [2]. 

In this article a comprehensive comparison has been 

made among several variables like “ovens-rest, 

multiclass, ranking and weighted average ranking 

SVMs”. In this paper several classification techniques 

 

 

 

 

 

 

 

 

have been chosen to train an independent data. 

Moreover, binary classifier has also been used to 

identify the accurate class in an efficient fashion. A 

detailed comparison of these high-dimensional 

descriptors was performed in this paper and it has been 

shown that the Fisher vector representation 

outperforms the others. Thereafter, an attempt has been 

made based on “Multi-scale Order-less Pooling” 

technique in [3]. Moreover, CNN scheme have also 

been applied to execute the classification of image with 

higher accuracy. Furthermore MOP-CNN scheme with 

same power has been adopted to execute the above 

task. 

Moreover, the concept of large-scale visual recognition 

has been discussed in [4], where an eminent design has 

been adopted and as a result better performance has 

been achieved. In this mode Back propagation 

algorithm triggered CNN along with convolutional 

filters have been used for training purpose. Moreover, 

techniques like rectification and pooling have also been 

adopted. On the other hand an exhaustive investigation 

has been performed on classifier to recognize the 

multiple task. In this regard, an “off-the-shelf CNN” as 

well as “OverFeat” having least complex classifiers has 

been revealed in [5]. From experiment it has been 

shown that the structures found from deep learning 

triggered convolutional nets should be the principal 

entrant in most chromatic identification errands.  

The present item uncovering approaches on these 

abstract interpretations of substances has been uttered 

in [6]. Here a comparison has been made among human 

annotators and numerous standard object detectors on 

a quantity of Picasso portraits. The Cubist painting has 

also been bring together as a supplementary features 

for entity identification. To execute the fact different 

entities have been reorganized in an efficient which 

can’t be identifiable to the human. Finally real time 

data has been used for experimental purpose and better 

outcomes has been observed.  

In [7] Akata, Perronnin, Harchaoui, and Schmid 

proposed an model which has been used for robotic 

clasp discovery purpose. The model has been triggered 

by CNN network. By adopting this method clasp 
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discovery along with entity identification have been 

performed with higher accuracy level. For this purpose 

two different approaches entitled as single network 

based entity identification scheme as well as direct 

envisage clasp coordinates have been used.  

On the other hand “PASCAL Visual Object Class 

(VOC)” has been suggested in [8] where profligate 

deformable fragment prototype for entity identification 

has been considered.  The speed tailback of the above 

mentioned structure has also ben suggested. The 

projected technique performs four times quicker than 

the preceding profligate technique on “Pascal VOC”. 

In this article it has also been seen that the proposed 

scheme performs at frame-rate with higher accuracy 

level for “pedestrian” and aspect recognition. The 

limitations of the above article have partially overcome 

in [9].  In this article “Fast Feature Pyramids (FFP)” for 

entity identification algorithm with better accuracy has 

been presented. From result it has been seen that the 

proposed scheme performs significantly quicker than 

the earlier methods. The tactic is wide-ranging and is 

extensively pertinent to vision algorithms demanding 

Fine-grained Multi-scale” exploration.  

Meanwhile, the situational object boundary detection 

has been described in [10]. In this article initially a 

wide range of situations and numerous entity boundary 

detector have been defined and thereafter given test 

images have been classified within predefined 

situations based on its context. Then appropriate set of 

object boundary detectors have been applied and run 

them for different test condition. This method called 

situational object boundary detection. Most of the 

approaches for entity edge discovery are inflexible as 

single predictor has been used to identify the entity 

edges without considering their contents. 

A novel object detection systems has been proposed in 

[11] in which “Multi-Region Deep CNN” has been 

applied. The scheme has been proposed for encoding 

the semantic segmentation-conscious features. 

Moreover, an enriched version of CNN has been 

represented for accurate identification of entity. 

Furthermore, a thought-provoking scheme named 

frequently stipulating arrangements connecting with 

continuous variables has also been introduced. As a 

result real-time “object-oriented state-based 

specification language” has easily been pronounced. In 

this paper an assimilation of Object-Z with explicit 

symbolization of a streamlined subset of the timed fine-

tuning calculus has also been presented.  

Research has been continued and novel object classifier 

based on deep network has been designed in [12]. 

Usually entity identification has been performed by 

considering two aspects like feature extractor and an 

entity classifier. Most commonly usable entity 

identification method is HOG which is hand engineer 

component. Multi-layer perceptron module has been 

used to trigger these systems. Moreover, an exhaustive 

investigation has also been performed on entity 

identification scheme based on the perspective of 

classifiers aside from features.  

A new perspective of object detection based on YOLO 

model has been proposed by Gidaris and Komodakis in 

[13]. The scheme described as ‘You Only Look Once’ 

or YOLO which is the profligate wide-ranging entity 

identifier used in real-time object detection. Form the 

analysis it has been seen that performance of YOLO is 

robust and used for identify any kind of object. 

Moreover, it has also been observed that better 

precision has been achieved by adopting YOLO model. 

Inspired by above investigation an intelligent storage 

device has been designed in this paper. For this purpose 

video file has been taken as input and thereafter unique 

frames are identified by eliminating redundant frames. 

Next, adaptive intelligent algorithm has been 

incorporated for identifying the object and also it has 

been represented by speech. Then lock of the intelligent 

storage device has been triggered by this speech signal 

and lock of this device either in open or close condition.  

 

II.SYSTEM MODEL 

The unequal distribution of food has led to the 

existence of chronic hunger in some parts of the world. 

In the past decade there has been some success in 

combating global hunger. The aim of this work is to 

design an intelligent storage system for retrieval of 

food. The proposed system will get unlocked only 

when it recognizes a human being in front of it: 

otherwise, it remains in the locked state. The 

functional block diagram of the proposed system 

entitled is shown in Fig.1. 
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Fig.1 Functional Block Diagram of Intelligent Storage Device 

From the above figure it has been seen that unique 

frames have been identified from the video and 

thereafter objects has been identified and recognized 

using Fuzzy K-means algorithm [13]. Next soft 

computation method has been applied and hence 

identified object has been described by text and then 

speech format. Thereafter system becomes lock or 

unlock based on speech signal which has been treated 

as a trigger input. After opening the door it becomes 

close after certain duration (here 10 ms). Moreover, 

the system can be in locked condition for next 12 hours 

for the human being who has already taken food.   

III.ALGORITHM 

The scarcity of food all over the world is not only due 

to the unequal distribution but also due to the wastage 

of resources. The flowchart as shown in Fig.2 

describes the algorithm of designing the proposed 

system which will provide food to the commoners and 

lead to the proper usage of resources. 

 

Fig.2. Flowchart of Intelligent Storage Device 

From the above figure it has been seen that objects 

have been detected and identified from the unique 

frames in an intelligent fashion. Thereafter it has been 

displayed in text format. From the text, speech signal 

has been generated and then storage system has been 

triggered. If human is detected the lock becomes open 

otherwise closed. The system becomes lock for next 

12 hours for the same human being who has already 

got food from the storage. 

IV.RESULTS 

The proposed intelligent storage has been 

implemented both in software and hardware mode. 

This project consists of a locking system in which the 

lock is open only and only if the image passes through 

MATLAB is detected as human. In any other case the 

lock has been closed. In the simulation part we have 

taken an image as input to check whether it is a human 

or not. Depending upon the identification the signal 

will be sent to the hardware section. Here, The 

MATLAB 2017b has been used as software and 

Arduino Uno has been used as hardware. In software 

section, input and corresponding output have been 

represented by the following figures: 

 

 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 961



 

 

 

 

 

(a) 

 

 

 

 

 

 

 

(b) 

 

 

 

 

 

(c) 

Fig.3 Input images and its corresponding outputs 

From the above figures it can be easily conclude that 

the proposed system easily identified the human being 

from different types of objects and as human is 

detected in the image and the text is shown and the 

speech can also be listened.  

Now as the system is able to detect the image as of a 

human (say Fig. 3a) and the detection will act as the 

trigger for the hardware system to work. So here the 

position of servo motor has been changed and start 

rotating slowly and it has been reached from 0 degree 

to 90 degree angle and has been stayed in that 

condition for a predefined time. In that time the door 

remains open and thus the system allows the user to 

take the food out from the storage system. After few 

seconds the motor has been stated for rotating from 90 

degree to 0 degree and remains close until and unless 

next trigger has been sent to the hardware. These facts 

have been described in Fig.4. 

(a) 

 

 

 

 

 

 

 

 

 (b) 

 

 

 

 

 

 

 

 

 

(c) 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 962
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                                          (f) 
Fig.4 Image of a Human and its corresponding 

hardware output 

On the other hand any species other than human being 

have been detected door remains close as no triggering 

input comes in hardware circuit. This fact has been 

described by the following figures: 

(a) 

 

                                          

 

 

                           (b) 

 
Fig.5 Image of a Dog and its corresponding hardware 

output 

 

All the above facts have also been 

implemented in real time. Some real time 

captured image and corresponding output 

have been shown in the following figures: 
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(c) 
Fig.6 Real time Human Image and its corresponding 

hardware output 
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However, if same person comes more than a time 

within next 12 hours to the storage it remains close as 

shown in the following figures: 

 

 

 

 

 

 

                         (a) 

 

 

 

 

 

 

 

 

                                        (b) 
Fig.7 Real time Similar Human Image within 12 

Hours and its corresponding hardware output 

 

V.CONCLUSION & FUTURE SCOPE 

In this paper an intelligent storage device has been 
proposed for minimizing the wastage of food as well 
as distribution of stored food among needy 
commoners. For this purpose fuzzy K-means classifier 
has been incorporated within the system for 
identifying and recognizing the object in an efficient 
fashion. Moreover, after identifying it has been 
demonstrated them text as well as speech mode. If 
human detected door of the intelligent system becomes 
open due to triggering pulse otherwise it has been 
closed. Thereafter door becomes open for next 10 ms 
and then it becomes closed. However door become 
closed for next 12 hours for the same human being 
who has already got food from this storage device. The 
performance of the proposed system can be enhanced 
in different way. Some intelligent computational 
algorithms can be incorporated for eliminating the 
redundant frames. Implementation of model using 
sophisticated hardware like raspberry pi could be 
acknowledged as one of the foremost possibilities in 
future. 
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Abstract - As Branch prediction is a performance improving 

technique adopted in modern processor architectures. Conventional 

prediction techniques have advantages such as power efficiency 

and speedy lookup, but with high miss-prediction rate. Neural 

network based and two level predictions are complex but offer 

improved accuracy. But disadvantage of these methods are higher 

power consumption, exponential increase in the complexity and 

time of execution ranging from 3 – 5 cycles. Optimized branch 

prediction should have least miss rate, lower power consumption 

and fewer complexes. It should use minimum resources also. In 

this paper the algorithm has been implemented for branch 

prediction which is particularly useful for superscalar or pipelined 

processors. With current branch prediction algorithms, the success 

rate of 99% can be achieved but not more than this as some times 

the prediction fails and whole pipe has to be flushed again. The 

method that has been currently implemented with increase in the 

hardware will always predict the branch correctly. The algorithm is 

very efficient in reducing time and power consumption while 

implementing code for processor architecture applications used in 

embedded systems. 

Keywords : Branch prediction, hit rate, miss rate. 

I. INTRODUCTION 

Branches alter the normal flow of control in programs in 
unforeseen means that changes the normal fetch and operation 
of instructions. To bring back fetch operation to normal, large 
number of cycles till branch outcomes are known and target is 
detected. About 25% instructions are branch in general purpose 
processors. One of the easy solution to tackle these is to 
introduce bubbles and stalling the pipeline. Stalling pipeline 
increase time for execution of entire code. For higher 
throughput, in high performance microarchitectures, it is 
essential to have optimization in predicting branch instructions 

Static branches are not difficult to forecast and in majority of 
systems, compilers offer good attention for such branches. 
Compilers find difficulty with branches whose outcome is 
found on run-time behavior. The branch outcomes have 
bimodal distribution and are not random. Dynamic use a 
prediction mechanism that adapts in runtime and takes the run-
time state of the system in order to make the predictions [1]. 
Dynamic branch prediction techniques have very good 
accuracy but there exist few limitations.  

The drive for advanced performance processors associated with 
the predictability of branch outcomes propose to use some 
prediction mechanism to know the outcome well prior the 
execution of branches. With very good prediction also, there 
are possibilities of miss prediction which also consume time as 
it takes for stalling the pipeline. Hence there is a need for smart 
branch predictors. 

Branch prediction is an essential part of highly pipelined and 
superscalar processors. Its accuracy greatly impacts the 
efficiency of a processor, as a miss prediction causes fetching 
and execution of instructions which, in reality, are not needed 
by the program, and at the end need to be undone. To give a 
reasonable evaluation of the execution time of a program on a 
given target MPSoC, modeling branch prediction is required. 
The main difficulty with simulating branch prediction is to 
avoid slowing down the simulation, as it uses large tables to 
maintain per branch confidence state information and guess the 
branches outcome. Even a simple share [2] with a 16-bit long 
branch history requires a 216 entries wide counter table. With a 
memory wise perfectly optimized program, it represents 217 
bit if the table contains 2 bit counters. Considering that entries 
are not accessed sequentially and that the tables are large, naïve 
modeling of branch predictors will result in an important 
number of cache misses and decrease simulation performance 
for any complex predictor. Branch predictors should then be 
simulated using a method taking memory constraints into 
account, i.e. the approximate model should be memory 
efficient while keeping reasonable accuracy. 

II RELATED WORK 

In a large parallel computing system, branch instructions can 
cause errors in a natural flow of instruction fetching, decoding 
and execution. This may cause delay, because the instruction 
delivering must generally wait until the actual branch outcome 
is known. The performance loss is great if the pipelining is 
deeper [2], [3].  

To decrease delay, one can try to forecast the way that a branch 
instruction will take and begin fetching, decoding and 
delivering instructions before the branch decision is through.  
However, an incorrect branch prediction may lead to large 
delay as wrongly fetched instructions lodge useful functional 
units, like the ALU, registers and memory bus. Hence there is 
need for precise branch prediction policies. 
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Branch prediction policies used are static branch prediction 
which is implemented using software and dynamic branch 

prediction which uses hardware system    

 
 

 

 

Fig. 1.   Hardware for branch prediction in pipelined CPU

 

III. PROPOSED WORK  

The algorithm that has been implemented for branch 

prediction is particularly useful for superscalar or pipelined 

processors. The problem is when branching happens, the 

whole pipe has to be flushed and again filled from the starting 

of the branched address. Even with current branch prediction 

algorithms, the success rate of 99% can be achieved but not 

more than this as some times the prediction fails and whole 

pipe has to be flushed again. The method that we have 

currently implemented with increase in the hardware will 

always predict the branch correctly. This is due to the fact that 

dedicated hardware is used to check whether the instruction 

which is fetched is a branching instruction or not [4]. 

The extra hardware used in our branch prediction is given in 

figure 1. As we can see from the figure, we will decode the 

opcode of the instruction for branching in the fetch stage of 

the pipeline only. This tells the hardware that there is a branch 

instruction and the address of the branching if the condition is 

true is also given by the branching instruction itself. For 

naming purpose, let us call the first pipeline or the original 

pipeline as pipe 1 and two hardware’s for fetch and decode 

given in the second row of Figure 1 as pipe 2. So, whenever 

there is a branching instruction, both pipes will be filled by the 

data, pipe 1 with the consecutive instruction and the pipe 2 

with instructions present in the branching address. When this 

happens, the CPU 1 will check the condition for branching at 

execution stage, pipe 2 will detect this and if the condition is 

false, the pipe 2 will flush its contents and the execution will 

continue regularly [5], [6]. But when the condition for 

branching turns out to be true, pipe 2 will detect this and pipe  

 

 

 

 

1 will flush its contents. As the pipe 2 is filled with the 

instructions of the branching address, the contents of pipe 2 

will be transferred to  

the pipe 1 and the execution of the branching instructions 

happen. This avoids any stalling in the CPU [7], [8]. 

 

This method can be used generally for branching instructions 

like if-else, for loops etc. But extra and complicated hardware 

is required in case of ‘case’ statements and other branching 

instructions. This can also be used in assembly programming 

for instructions like BEQ, JMP etc. 

 

IV. METHODOLOGY 

The execution and the simulation of the algorithm were done 

in Linux environment with the help of POSIX Threads and 

POSIX Message Queues. We used the eclipse environment for 

the development of the code and the GDB debugger was used 

for debugging the program. The flow of the program is given 

in Figure 2. 

 

Algorithm: From the Figure 2, there are two main threads 

created to simulate the two pipes given in previous section. 

Then these threads will control the pipeline stages of each 

pipe. The pipe 2 will have only two stages i.e. Fetch and 

decode stage. Whenever there is a branching instruction, pipe 

2 will detect this and the branching address instructions will 

be loaded and this also goes through the pipelining along with 

the actual instructions that goes through the pipe 1[9], [10]. 
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The data that is input this program is a text file which contains 

the sequence of instructions that needs to be read from the 

program. Depending on this sequence, the program will 

execute the instruction. If the sequence is continuous, then it 

has no branching, but if there are some numbers missing then 

it indicates that there is a branching instruction [11], [12].   

 

 
 

 
Fig. 2.   Flowchart of Simulation 

 

V. RESULTS  

 

When the simulation was done with and without the pipe 2, 

we can see that there is flushing in pipe 1 if there is any 

branching instructions, this is not there if we enable the pipe 2 

and run the simulation again, this indicates that there is no 

miss rate and there is 100% hit rate. This is done at the cost of 

extra hardware. from Figure 3. 

In console output of simulation, if there are any branching 

instructions, the pipe 1 will be flushed and pipe 2 contents will 

be filled to the pipe 1 and the normal execution happens from 

then on. This can be used in sophisticated systems where cost 

of the hardware is not a problem. 
 

 

 

Fig. 3. Console output of Simulation 
 

 

VI. CONCLUSION 

 

There are many aspects which will uphold this method. When 

the algorithm is implemented we can see that there is no miss 

prediction of branch, the probability of correct prediction is 1 

that is 99%. This method can be employed in high 

performance systems where the cost of the hardware is 

manageable. The algorithm is very efficient in reducing time 

and power consumption while implementing code for signal 

and image processing applications.  

As future scope, the work can be further extended with the 

detection of branch at decode stage  itself and thus latency can 

be further reduced. 
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Abstract- As we all know the crisis of fossil fuels 

(conventional energy sources) occurs in future, which 

needs to find an optional choice for them. This makes 

us to move our attention and attraction to a new and 

known  power generation resources. This new energy 

generation source become alternate and option for 

generation, transmission and consumption of 

conventional energy sources. Renewable energy 

sources take the place of traditional energy sources. 

Particularly in recent epoch and speedily 

developments in recent research work. In this paper 

we trade photovoltaic cells connected with grid and 

having solid oxide fuel cell (SOFC) as an alternative 

for grid interruption or fault condition for uphold the 

power flow supply. Here we instauration the P&O 

mppt technique with its specific control strategies 

along with three phase inverter for controlling DC-

AC  conversion with respect to grid and connected 

load. Reference frame theory and PLL methodology 

will also be provided to system for making it more 

reliable and advanced. An LC filter will also be used 

to dispose off distortion and harmonics in the system.  

This smart grid system will help in continuing the 

supply even grid is off or isolated for a while with the 

help of SOFC. This SOFC is used to support the 

system. All the results and waveforms obtained in this 

smart system will be explained in the paper. This 

paper makes the system more flexible and advanced. 

Keywords – PV module, boost converter, LC filter, 

controlled inverter, d-q  reference frame, PLL, grid, 

circuit breaker, SOFC, smart grid 

I.   INTRODUCTION  

      In recent time where the competition between 

the power generation companies are at its peak. 

Every company needs to become more advanced 

and take their interest and attention towards non-

conventional energy sources. This makes them 

seeing and fulfilling customers demand for high 

quality and clean supply. Every nation and its power 

generation company are extending their research 

work to seek new energy generation methodology 

[1]. This further makes them to switch to micro 

grid and advanced generation system. This system 

comprises PV modules connected with grid along 

with SOFC. Power generated by PV and SOFC are 

considered as clean energy as per the international 

law for standard power generation [2]. 

This advanced system eliminated the fault condition 

occur when grid is off because of some certain 

reason [3]. Turn off of grid makes the system and 

supply unstable which leads to create a system 

disturbance.  So to get rid of such undesired 

situation we connect a SOFC to overcome this 

critical condition using specific control strategies 

[4]. Fig 1 of Extensive block diagram testifies the 

basic working phenomenon of the system.  

 

Fig 1      Advanced micro-grid model 

For updated and new technology for power 

generation we believe in micro grids. The main 

purpose behind this paper is to make a advanced 

grid connected photovoltaic system which is fed by 

the SOFC in any fault condition. It works as a 

backup source of power.  
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II. GRID CONNECTED PV SYSTEM FOR POWER 

GENERATION 

       As we all know the bunch of solar cells called 

solar array or module. These solar cells basically 

comprise diode, two resistors and a current source. 

This PV module generated power is being converted   

by using a converter. 

The introductory PV array model is display in fig.2. 

this model comprise a diode connected in parallel 

and two resistors connected in series and parallel 

combination namely Rs  and Rsh  with constant 

current source IL. 

     

Fig 2 Single diode model of solar PV cell 

The characterised equations of PV module and I-V 

characteristics are explained below. 

I = 

Ipv,CELL-IDiode=IPVcell–I0,CELL[𝑒𝑥𝑝 (
𝑞∗𝑉

∝∗𝐾∗𝑇
) − 1]    - (1) 

 

Where 

 Ipv,cell  the current generated by incident 

light. 

 IDiode is the Shockley diode equation. 

 I0, CELL is the reverse saturation current or 

leakage current of the diode. 

  [1.60217646 * 10e-19 Coulomb]. 

 k is the Boltzmann  constant [1.3806503 * 

10e-23J/K]. 

 T {K} is the temperature of the PN 

junction. 

 ∝  Is the diode ideality constant whose 

value lies between 1 and 2 for 

monocrystalline silicon. 

 

An three phase grid associated PV system is 

specified in fig 3. This model mainly consist a PV 

module connected with DC link which farther feed 

the generated supply to the  inverter and to a LC 

filter to reduce harmonics. 

 

Fig 3 Three phase grid connected PV system. 

                      III. P&O MPPT TECHNIQUE 

       The perturb & observe technique is broadly 

used MPPT technique for solar power generation. In 

this technique we obtain the optimum power output 

and voltage by comparing the present obtained 

power with the previously obtained power. When 

the maximum power is reached   we got maximum 

power point. This technique is basically and 

practically a “trial and error” analytic approach. 

P&O algorithm works on sporadically increasing or 

decreasing the operating current with comparing the 

previous value. Fig 4 shows the flow chart of P&O 

technique and Fig 5 shows the P&O mppt algorithm 

and fig 6 shows the P&O mppt technique used with 

boost converter.  

 

 

Fig 4 shows the flow chart of P&O technique 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 970



 

Fig 5 MPP at various Power and voltage 

The flow chart of the algorithm is shown in fig 4 

reads the value of voltage and current from the 

module by which the power is calculated. The Kth 

instant value is saved of current and voltage. The 

next value is measured again at (Kth+1) instant 

from which the power is calculated. The difference 

is calculated by both the instant is taken out. It is 

observed that on the right hand side voltage is 

almost constant and slop of the power voltage is 

negative (dP/dV<0)whereas in left side it is positive 

(dP/dV>0). The right side curve denotes the lower 

lower duty cycle near to zero and LHS for higher 

duty cycle nearly to unity. Depending on the sigh of 

dP and dV after subtracting dP(P(k+1)-P(k)) and 

dV(V(k+1)-V(k)) the algorithm decides whether to 

increase the duty cycle or to reduce it       

 

Fig 6 Simulation model of PV array with MPPT and boost 

converter 

IV. MODELLING OF DC-DC BOOST CONVERTER- 

       The output voltage obtained by the PV panels is 

moderately low, so to step up this low level voltage 

output an DC-DC boost converter is requisite to 

employ. This converter matches the input voltage 

magnitude with the desired output voltage. This step 

up converter comprises a inductor, an diode and 

high frequency switch. The working phenomenon 

behind this converter is to manipulate the duty cycle 

of switch which stimulate the voltage change. Fig 7 

shows the basic conventional diagram of DC-DC 

boost converter. 

S1

        D

                        

Vin
    RL VoC

    

  R L

 

Fig 7 . DC-DC boost converter 

Here we have some equations for DC-DC boost 

converter are specified below 

D = 1 −
𝑽𝒊𝒏

𝑽𝒐𝒖𝒕
                                             -    (2)      

𝐿𝑚𝑖𝑛 =
(1−𝐷)2×𝐷×𝑅

2×𝑓
                                   -    (3) 

Cnm     =  
𝐷

𝑅×𝐹×𝑉𝑟  
                                                                 -    (4) 

Where, Cmin : minimum capacitance ; 

LNIn : minimum  inductance; 

R : boost output resistance; 

D :  duty ratio; 

f : switching frequency;  

The continuous conduction mode for converter 

helps in calculating the inductance value. The 

inductor current IL   flows continuously and never 

stumble to zero while the desired output voltage 

ripple is premise by output capacitance. 

 

V. IMPLEMENTATION OF SINE PULSE WIDTH 

MODULATION TECHNIQUE 

 

      In all the phases, Pulses are generated by 

analogized the carrier wave with the reference wave 

and giving the required output which then provided 

to the switches 

                                        (a) 
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(b)                                               

                                     

                                         (c) 

 

 

 

Fig 8. Pulse generated circuit and gate pulses for waveform. 

 

VI.  MODELING OF  FUEL CELL (SOFC) 

       SOFC is an electrochemical cell that changes 

over the chemical energy into electrical energy.  

The fuel cell is basically differing from traditional 

batteries as they require a continuous supply of 

hydrogen and oxygen to corroborate the chemical 

reaction. This chemical reaction will help in 

delivering the seriatim DC power supply.  Fuel cells 

have many advantages like better focal point, good 

and high productivity and better time response 

without emitting any toxin gases. Following 

equations will help in foresee the chemical reaction 

in fuel cell. 

2H2+O2=H2O                                           - (5) 

H2O==HO+2e-                                                           - (6) 

O2+4e-=2O=                                                    - (7) 

The fundamental simulink model for SOFC is 

shown in fig 9. 

 

Fig. 9    SOFC subsystem model in matlab

 

 

                                                           Fig.10 Simulink model of the system in matlab
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 VII. SIMULATION RESULTS 

       The simulation result of the above model shows 

the three phase current and voltage waveform after 

passing through a LC Filter. The LC filter parameter 

values are, L= .01 mH and C= 800 µF. Fig 11.1 to 

11,3 shows the all possible waveforms.  

 

 

Due to the presence of Grid outage all parametric 

quantities of the system are disturbed, now to 

resolve this problem we integrated an SOFC in 

system for specified time duration from 0.05 sec. 

The voltage and current waveform is shown below 

Fig 11.3 Show the three phase voltage waveform of the 

systemwhen connected with SOFC in it. 

                                  Conclusion 

Fig 11.1 Show the three phase voltage waveform of the system 

when Grid is on. 

Grid outage is considered here for specified time 

duration from 0.05sec., in this condition grid outage 

voltage, current and power are reduced to zero, so 

power, voltage and current are disturbed. Due to the 

condition of grid outage in PV connected system 

power supplied at loads becomes zero. The Voltage 

and current waveforms of inverter, grid, loads are 

shown below when grid is off 

 

Fig 11.2 show the three phase voltage waveform of the system 

when Grid is off             

 

 The performance of grid connected PV system 
is analyzed, in which grid connected PV system is 
compensated by the help of SOFC (solid oxide fuel 
cell) when grid outage occurs.  As soon as there is 
any fault on the grid side the fuel cell gets switched 
on to compensate the losses and maintain the three 
phase output voltage and current. In this hybrid 
system the fuel cell can be replaced with DG set, 
wind generator or any other electrical source with 
the help of PLL technique to maintain the supply 
output constant. In this hybrid system we can use 
many energy sources in place of fuel cell like 
battery, biomass energy generation make this 
system more advanced . This updation in the sytem 
makes its usability  much easier and reliable in any 
fault condition and I will place some more energy 
sources in the system in future. 
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Abstract- In this study, we describe the design 

and successful implementation of the smart 

healthcare monitoring device.  This design helps 

to view the Electrocardiogram signal and heart 

beat count can measure at very low cost. The real 

time ECG signal is viewed on laptops and 

transmitted to mobile phone through Bluetooth 

with the help of android software. AD8232 is 
Electrocardiogram sensor which amplifies the 

signal extracted with the help of ECG electrode. 

This design helps in monitoring ECG of patients 

in remote area. 

 

Keywords- Electrodes; AD8232 Sensor; Arduino 

controller; Bluetooth module. 

 

 

I. INTRODUCTION 

 

Medical expert systems are increasing day by 

day where one part is transferrable and smart 
healthcare nursing devices which can be used in 

everyday life. Medical applications have greater 

importance in this fast moving and competitive 

world. Any change in heart rate or rhythm, or 

variation in the morphological ECG signal pattern, 

is a symptom of an arrhythmia, which could be 

identified by the analysis of stored data of ECG [1].  

ECG monitoring system plays an important role 

in determining cardiac diseases. There are number 

researchers working on to archive long term ECG 

monitoring system. Various types of ECG 
measuring systems have been introduced. The ECG 

monitoring system that are used currently in 

hospitals are big and heavy so it is less portable and 

also the measuring system have 12 electrodes where 

2 on anklet 2 on wrist and other electrodes upon 

chest of the body. These electrodes are gel 

electrodes which causes allergy and infection in case 

of regular use so it is difficult to do long term 

measurement. These devices are very expensive and 

home monitoring is not possible so the aged people 

who need to be tested their heart rate frequently is 
very difficult in this high population, and it is a main 

problem in hospitals to check the ECG of all the 

patients. To provide home monitoring system smart 

technology place an important role where the result 

of ECG data collected is analyzed and shared with 

doctor and the family members. 

There are various applications which provide 

multiple health related data such as ECG, finger 

photoplethysmography, and blood pressure 

plethysmography [2]. There are several signal 
amplification filter methods used in order to get the 

proper waveform. The delayed signal error is 

normalized using LMS in order to achieve high 

speed and low latency and SVM classifier method is 

used to remove noise [3].  The analysis of signal 

depends on the P, Q, R and S point in the ECG signal 

waveform the detection of these point has various 

algorithm and these points are implemented on IOS 

based smart phone to serve for remote area people 

[4]. The doctor is able to axis the data from the cloud 

and provide the detail analysis of various data 

collected [5]. The removing of noise is so performed 
by using FIR and FFT filters [6]. The ECG 

monitoring system can also be designed as the 

remoteness as a part of their private home network 

moderately than being more dependable home 

control system [7]. There are so many devices which 

detects the ECG signal and these electrodes are used 

in textiles, seat belts, wrist watch and mobile case 

[8]. The signal is controlled by controller and sent to 

the cloud in this survey they have used MSP430 

single chip to control the signal [9]. The original 

ECG signal is compared with the various filter 
output and also, they have calculated the power 

spectral density and signal to noise ratio before and 

after filtering [10]. There are many sensors available 

in the market to detect the ECG signal like wireless 

sensors, MEMS and Nano technology is developing 

different type of portable wireless sensors for the 

better life [11]. The command used helps in sending 

and receiving the data from cloud this process is 

obtained by HTTP and MQTT protocols [12]. Since 

the smart phone are limited in power consumption 

and are very easily portable the heart beat data is 
transmitted to the smart phone, but it requires great 
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skills to reach out to provide the mobile application 

to all OS. 

 In introduction, The review of  ECG system 

design related work is discussed. In Section II the 

detailed system architecture was discussed along 
with its application. Section III introduces steps to 

read ECG data through electrode for analysis and 

mobile application design. The last section 

concludes the project work with future scope. 

 

II. SYSTEM ARCHITECTURE 

 

The ECG monitoring system architecture is 

exemplified in Figure 1, primarily divided into four 

parts they are: 1. Sensor module, 2. Controller 

module, 3. Bluetooth module and 4. Android 

mobile. 

 

Figure 1: Block diagram of the proposed system 

    The ECG signal is obtained by placing electrodes 

on the body part these signals are amplified by using 

AD8232 sensor which utilize low power and reduce 

the noise. The output signal of the sensor is given to 

analog pin of the Arduino Uno board. The threshold 

level of the heart beat is fixed which will be 

compared with the obtained signal and thus this data 
is sent to Android mobile via Bluetooth. Based on 

the threshold level the real time-tested ECG signal 

display the result on the mobile with the heartbeat. 

A. Sensor module:  

The sensor module has two part. 

 

1) Electrodes: 

The electrodes used in this project is 

disposable electrodes which offers fast, 

easy, and more hygienic which is 

alternative to reusable electrodes or wet 

electrodes. These electrodes are pre gelled 

and these are called dry electrodes which 

will be good for patient skin. Instead of 

using 12 lead electrode system and keeping 

the bulk device its been used 3 lead 
electrode system devices as shown in 

Figure 2, where the electrodes are placed 

on the right-hand wrist (R-Red), left-hand 

wrist (G-Green) and the right-leg ankle (Y-

Yellow).  

 

Figure 2: Dry electrodes with color code pins. 

2) AD8232 ECG Sensor: 

The heart rate electrical movement is 

measured by this small chip called 

AD8232[12]. Figure 3 shows sensor 

module which is non-harmful and it 

measure the heart rate and gives the signal 

which can be directly connected to any 

controller like MSP430, Arduino, 

Raspberry-pi. This sensor is designed to 

extract the signal even when the electrodes 

are poorly in connection with the body. The 
extracted signal is then amplified. This 

design helps to obtain the output signal 

easily from an embedded controllerdevice 

or from an analog-to-digital converter 

(ADC) ultralow power device. 

 

Figure 3: AD8232 Sensor. 

     The AD8232 is a cohesive front end for 

signal acclimatizing of heart biopotentials 

and for heart rate monitoring. It consists of 

a particular instrumentation amplifier, a 

right leg drive amplifier, an operational 

amplifier and a mid-supply reference 

buffer. In addition, the AD8232 contains 

leads off recognition circuitry and an 
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automatic fast reinstate circuit that brings 

back the signal soon after leads are 

reconnected. The AD8232 comprises a 

specialized instrumentation amplifier that 

amplifies the ECG signal while refusing the 
electrode half-cell latent on the same stage. 

This indirect present feedback architecture 

is possible to achieve by reducing size and 

power compared with traditional 

implementations. The below Figure 4 

shows pin configuration of AD8232 sensor. 

 

Figure 4: Pin configuration of AD8232 sensor. 

B. Controller module: 

Based on the Microchip ATmega328P 

microcontroller Arduino UNO is an open-

source microcontroller board which is 

shown in Figure 5. This board have 14 

digital pin and 6 analog pin this controller 

is programed using Arduino software. This 

board operates at 5V and its capable of 7V-

20V Figure 6 shows the architecture view 

of arduino uno controller. The Atmel 
ATmega328 microcontroller is as shown in 

Figure 7 which is  8bit controller with 
32KB program flash memory and it 

provides 20MHz max clock frequency. The 

programmable code is written in c. 

  
Figure 5: Arduino Uno controller module. 

 

Figure 6: Pin configuration of controller 

 

 

Figure 7: ATmega328 microcontroller coniguration  

C. Bluetooth module: 

The Transparent serial wireless connection 

is performed by device HC-05. This 
module can be used as both master and 

slave configuration. It has 6 pins and 

operates at 3.3V. The slave baud rate is 

fixed to 9600. 

 

D. Android Mobile: 

The android code is added to mobile by 

changing the setting in developers. The run 

code creates an application. When the 

Bluetooth of mobile is paired with HC-05 

Bluetooth the real time data is sent from 
controller to mobile during on and display 

the ECG heart beat and its condition. 
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III. DESIGN OF MOBILE APPLICATION 

This project has two part in software where first 

part is to control the ECG signal extracted by sensor 

and second part is sending data to mobile. 

Intial the ECG signal obtained from AD8232 
sensor is convereted into digital data using  Ardunio 

board. The voltage converted serial data obtained via 

USB is recived and dispalyed on the monitor. The C 

program written to filter noise  without losing the 

important data of ECG waveform. The Serial plotter 

software used to  plot the ECG waveform on monitor 

as shown in Figure 8.  

Android application is developed using Java 

programming language which has built in libraries 

for Bluetooth connectivity. The filtered signal from 

Arduino is compared with the threshold value and  

the condition of the patient is displayed. Figure 9 
shows the application before connecting with the 

Bluetooth . Figure 10 shows the mobile application  

display window along with the patient result. 

 

Figure 8: Screenshots of ECG signal 

 

Figure 9: Application developed for android mobile 

 

Figure 10: Heartbeat and its condition displayed in 
android mobile 

      The working step to monitor ECG signal throgh 

App is as follow:  

Step 1: Placing electrode on the wrist and the anclet 

based on the color code.  

Step 2: Ecg signal acquired throgh electrode is read 

by sensor and furter processed by controller. 
Step 3: Establish connection between the mobile 

phone and HC-05.  

Step 4: Run the code to analyze the signal.  

Step 5: ECG signal is displayed with the help of 

arduino software. 

Step 6: Simultaniously the heart rate displayed  in 

mobile application. 

IV. CONCLUSION 

In this project, we designed and implemented 

medical related smart technology for remote area 

and home use which monitors the ECG signal and 

displays the heart beat in real time use. Three 
wearable monitoring electrode provides the 

satisfactory accuracy in real time. These data are 

filtered and sent to the mobile application. Further 

studies is on the obtaining the time between R-R 

interval and also improving the accuracy level of the 

signal to analyze the various cardiac problems using 

c code in Arduino software. The future scope of this 

project is to develop an efficient algorithm for long 

term analysis and Wifi technology can be used to 

enhance the data transmission of the signal. 
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Abstract-This paper illustrates a (100-120) GHz Low Noise 
Amplifier (LNA) designed for wideband imaging in millimeter 
(mm) - wave applications. The design has been made in 65 nm 
CMOS technology. The proposed amplifier model uses Common 
Source (CS) configuration in cascaded with cascode topology. The 
optimum transistor geometries are used to obtain large power gain 
(S21) and minimum Noise Figure (NFmin). The inductive peaking 
technique is utilized to achieve flat gain and bandwidth extension.  
The designed amplifier provides a 15 dB gain at 100 GHz and 20 
GHz 3 dB bandwidth with input and output matching less than -
10 dB and -7 dB respectively.  The NF of 4.6 dB at 100 GHz and 
less than 6 dB are inferred across the total band. The amplifier 
attains a 1 dB compression point (P1dB) at -12 dBm. The designed 
LNA achieves -5 dBm IIP3 with 10 mW of power consumption 
from a supply of 1.2 V. 

Index Terms— CMOS: LNA; Wideband-Imaging; Cascode; mm-
wave. 

I. INTRODUCTION 

Traditionally, the millimeter-wave (mm-wave) circuits 
were implemented using III/V technologies such as InP (Indium 
Phosphide) and GaAs (Gallium Arsenide). These technologies 
have superior execution characteristics such as good electron 
mobility, less threshold voltage and semiconductor material for 
substrate to implement mm-wave circuits [1-4]. As of late 
CMOS innovation is favored for its cost viability, and 
robustness. The transit frequency (ft) and maximum oscillation 
frequency (fmax) of CMOS is exceeding 200 GHz [5-8]. At mm-
wave frequencies there are some disadvantages lower break 
down voltage, lower available gain and noise performances [6]. 
The active and passive device modelling is complicated 
because of conductive substrate used in CMOS which adds 
parasitic losses. The metal layers of the CMOS are shrink and 
in close proximity of the conductive substrate [7].The matching 
elements, resonators and interconnects quality factor are lower 
than the insulating substrates.  

The capacitive coupling increases with substrate density 
which reduces the passive devices self-resonance frequency. 
The careful design needs incorporation of losses and parasitic 
capacitance effects in active devices and passive devices as the 
transistors are operating in the limited frequency range.  Section 
II discusses the literature review of newly published papers and 

section III focuses on the design methodology for circuit 
development. Section IV describes the circuit design and 
geometries of the LNA. The results and discussions are 
presented in section V. Section VI contains conclusion. 

II. RELATED WORK 

The various LNA designs in W-Band have been presented 
in recent days. Today, LNA front-ends are mainly implemented 
using InP MMIC [1], InP HEMT [2-4], SiGe [5], FDSOI 
CMOS [6] and CMOS [7-8] technology.  

R. Raja et al. [1] developed a three-stage single-ended LNA 
in 0.08 µm InP MMIC technology. The width of transistors in 
each stage is 30 µm. The LNA shows 24 dB of gain and less 
than 5.5 dB Noise Figure (NF) at 183 GHz. Alexis Zamora et 
al., [2] presented broad-band 170-280 GHz two-stage single 
ended LNA based on high frequency InP HEMT technology 
using coplanar wave guide-MMIC. The gain and NF of LNA 
are reported to be greater than 10 dB and lower than 7 dB 
respectively. The NF is reported to less than 6 dB and it covers 
(190-240) GHz frequency. Pekka Kangaslahti et al., [3] 
demonstrated a three stage LNA operating at 180 GHz in InP 
HEMT MMIC technology. The design consists of two-finger 
HEMT with gate width of 15 µm in each stage, total 30 µm gate 
periphery per device. The results of the simulated design, a flat 
gain of 15 dB from 60 GHz to 200 GHz and 2.5 dB of NF is 
reported in (100-180) GHz frequency range. The S11 is less than 
-5 dB and S22 less than -10 dB in (165-183) GHz. Zheng Wang 
et al., [6] presented a transceiver in 32 nm SOI CMOS process 
(210 GHz). The design is implemented with OOK modulation. 
The LNA comprises of seven stage Common Source (CS) 
differential topology.  The amplifier supports a peak gain of 18 
dB with 15 GHz of 3-dB bandwidth and S11 of -8 dB.  S. T 
Nicolson et al., [8] presented a 140 GHz CMOS receiver with 
antenna (on-die) in 65 nm. The receiver consumes 100 mW 
with a supply voltage of 1.2 V. The LNA consists of six stages 
with CS topology, exhibits 8 dB of gain at 140 GHz with 10 
GHz bandwidth and 63 mW of power consumption from a 
supply of 1.2 V. 

The popular topologies used in LNA design are CS and 
cascode [11]. However, when frequencies near to ft/fMAX, the 
coscode device gain decreases almost close to CS and Common 
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Gate (CG) devices noise contribution is marginally higher side 
compare to CS device (0.5 dB -1 dB higher). By considering 
the above discussions, in majority of LNA designs, an inductor 
(series or shunt) is placed [12] between the CG and the CS 
stages. This helps for matching and solves performance 
degradation issues with respect to gain and NF. 

III. LNA DESIGN METHODOLOGY 

The LNA design involves cascade of three distinct blocks 
such as the matching networks of input side, output side and 
gain stage as shown in Fig. 1. In this figure, the reflection 
coefficient is denoted by Γ. The output side of the Input 
Matching Network (IMN) quantity is denoted by index S and 
input side of the Output Matching network (OMN) is mentioned 
by subscript L. The gain stage input and output matching values 
are denoted by IN and OUT respectively. 

The reflection coefficients of the LNA are Γa and Γb. The 50 
Ω characteristic impedance is ZO. The behavior of the 
amplification stage is characterized by its scattering parameters 
[13]. 

 

Fig. 1. Basic Amplifier design block  

The major trade-offs in designing LNAs are gain, NF and 
linearity. The matching networks and gain performance are 
dependent on each other. The two port network theory is used 
for designing the LNA. To obtain optimum performance of the 
LNA, the matching networks are the crucial part of the circuit 
in the design. To improve the available power gain (GA), the 
IMN should be modelled.  
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and the minimize noise is 
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In (2), the optimum source reflection coefficient is denoted by 
ΓOPT and noise resistance is rn (rn= Rn/ZO) and NFmin 

respectively. These three parameters are the noise behavior 
characteristics of the linear two port network. Since the 
minimum noise is the main design criteria, ΓS must be equal to 
ΓOPT, and to enhance the GA, ΓS must be identical to the complex 
conjugate of the ΓIN (Γ*IN), where ΓIN is defined by equation 
(3).  
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���.���.��
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                                (3) 

 
The ΓOPT and Γ*IN are very distinct in nature, the 

performance of gain is improved and noise is worsened, and 
vice-versa. There is a trade-off for designing an IMN between 

noise and gain performance. The primary objective of the OMN 
is to boost the operating power gain (GP) 
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The ΓL must be equivalent to complex conjugate of the ΓOUT 

(Γ*OUT), being ΓOUT given by equation (5). 
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The matching networks play an important role to attenuate 
the noise and enhance the power gain of the LNA which ensure 
the circuit should be precisely stable. The stability factor (K) is 
defined in (6) 

K =  
��|∆|��|���|��|���|�

�|���||���|
> 1                           (6) 

 

∆ =  |���|. |���| − |���|. |���| < 1                              (7) 
 

The other two important performance parameters are input 
and output VSWRs and these parameters are relatively 
connected to the IMN and OMN. The IMN and OMN are 
lossless, the conditions to accomplish Γa= 0 and Γb= 0 are ΓS= 
Γ*IN and ΓL=Γ*OUT, respectively. These conditions help to 
maximize GA and GP. The ΓS=Γ*IN usually conflicts with the 
NFmin condition at the input side. If the gain stage could be 
viewed unilateral (S12 = 0) the structure of the IMN and OMN 
is rearranged since the two systems are autonomous of one 
another. The unilateral condition is practically difficult to 
accomplish at mm-wave frequencies. The challenging task is to 
design a matching network for mm-wave frequencies.  
 

The gain stage should be modelled in order to improve the 
gain and to limit the NF which is satisfying the supply 
conditions. Inductors are utilized to model IMN and OMN in 
CMOS process have moderate quality factors (10 to 25), the 
effect of NF could be exceptionally high. The gain stage should 
be the most unilateral, possible to achieve the device is 
unconditionally stable and to minimize the matching networks 
design complexity. 

 
IV. CIRCUIT DESIGN 

Fig. 2 shows the proposed LNA design for wideband 
support up to (100-120) GHz. The first stage (CS) of the 
amplifier is designed to minimize the noise level. In this stage, 
cascode topology will not prefer because of poor noise 
performance. There are a few choices to defeat this issue such 
as to minimize the junction capacitance [6], [10] and to use of 
single transistor design in the early stage to lower the noise 
produced by the cascade amplifier. The gate resistance (RG) of 
the transistor has a large impact on the noise performance. The 
100 Ω resistances were used in bias lines. The stability issue at 
first stage due to poor reverse isolation of a CS transistor is 
resolved by using a stabilizing resistor (RC) of 20 Ω between 
two stages. By placing this resistor the gain diminishes by 2 dB 
and its impact on overall NF performance is practically 
immaterial and increases the NF by the value from 0.3 dB to 0.5 
dB. The first stage of CS transistor (M1) m is set to 8 µm. The 
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cascode circuit is established by the M2 and M3 
NMOS transistors, both with a length of 65 nm. The widths of 
M2 and M3 are 8 µm respectively. These values were 
determined using an optimization process based on simulations 
that use Predictive Technology Models (PTM) [14]. The 
peaking inductors LD1 to LD4 are used to enhance the power 
gain. Both the common source transistors M1 and M3 are biased 
through LG1 and LG2 respectively with 0.7 V to attain high gain 
and low NF.  

At low frequencies, active devices perform unconditionally 
stable operation where capacitors acts as an open circuit and at 
mm-wave frequencies where the substrate losses and parasitic 
effects are on higher side. The CS transistor offers poor reverse 
isolation at high frequencies. The first stage of the design 
suffers stability problem, for avoiding this a resistor is placed 
between CS and cascode. By adding this resistor, the gain 
decrease slightly and its impacts on noise is negligible. 

 
 

Fig. 2 (100-120) GHz LNA schematic 
 

  Cascode is preferred to improve the gain and better reverse 
isolation in the second stage which is not as crucial for the 
overall NF. The simultaneous noise and input matching are 
accomplished by the first stage and the gain performance in a 
wide bandwidth is obtained by subsequent stages. Table I 
presents the passive component values of the mm-wave LNA. 

TABLE I. PASSIVE COMPONENT DESIGN GEOMETRIES 

Inductor LD1 LD2 LD3 LD4 LG1 
Inductance (pH) 450 150 600 200 59.5 
Inductor LG2 LP1 LP2 -- -- 
Inductance (pH) 85 85 85 90 -- 
Capacitor CIN COUT CP1- CP2 CP3 CC 
Capacitance  1pF 28 fF 1pF 20 fF 80 fF 
Resistor RG1 RG2 RC -- -- 
Resistance (Ω) 100 100 20 -- -- 

 
V. RESULTS AND DISCUSSIONS 

 
The LNA design and its performance evaluation were 

carried out through Advanced Design System (ADS) simulation 
using 65 nm CMOS from PTM. This section discusses 
performances of gain, noise, reflection coefficients, linearity 
and stability. The biasing voltage of the transistors is set to 0.7 
V. The W-band LNA gain and NF performance is represented 
in Fig. 3 and has a central operation frequency of (100-120) 
GHz. At this frequency the LNA gain is 15 dB and NF of 4.56 

dB. The gain is larger than 14 dB and NF is smaller than 6.3 dB 
from 92 GHz to 123 GHz. 

 

Fig 3. S21 and NF of the proposed W-Band LNA 

 

Fig 4. S11 and S22 simulation results 

The proposed LNA matching results are shown in Fig. 4. 
The input matching S-parameter (S11) is less the -10 dB over 
the band of interest (106-134) GHz. The minimum S11 is 
reported to -16 dB at 118 GHz. The S22 is smaller than -10 dB 
in the range of frequency (122-130) GHz. The 1dB compression 
point of the designed LNA is -12 dBm shown in Fig. 5. Fig. 6 
depicts the IIP3 and   the OIP3 which are-5 dBm and -4 dBm 
respectively. 

 

Fig. 5. P1dB simulation result 

 
 

Fig. 6. Simulation result of  IIP3 at 100 GHz 
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The circuit is unconditionally stable in the entire frequency 
band by taking out the possibility of instability due to noise, 
might be available in the circuit during power on condition. 
This is denoted by stability factor (K) and proposed design 
stability factor is shown in Fig. 7. 

 

Fig. 7. Stability Factor (K) of the LNA 

The performance summary with recently reported cascode 
mm-wave LNAs is presented in Table II. The presented LNA 
has good gain, noise and matching performance. The P1dB and 
IIP3 (linearity) is satisfactory for wireless imaging applications 
which is achieved with a supply voltage of 1.2 V. 

TABLE II. RECENTLY PUBLISHED MM-WAVE CMOS LNAS COMPARISON 

Specifications [7] [8] [10] This work 

Year 2016 2008 2015 2019 

Technology [nm] 65 65 65 65 

Stage 5 6 6 2 

Peak Gain 16.7 @104 
GHz 

9.0 @140 
GHz 

22.0 (78-
92) GHz 

15.0 
@100GHz 

Gain [dB] >13.7(88.5-
110) GHz 

8.0@ (135-
145) GHz 

-- 14.0 
(92-123) GHz 

NF [dB] 7.2-9.0 -- 6.8-10.4 6.3 

S11 [dB] < -10.0 -15.0@130 
GHz 

< -10.0 -16.0 @118 
GHz 

S22 [dB] < -10.0 -10.0 
@137GHz 

< -10.0 < -13.0 @126 
GHz 

P1dB [dBm] -- -12.0 -- -13.0 @126 
GHz 

IIP3 [dBm] -- -- -- -5.0 

PDC[mW] 48.6 63.0 21.0 10.0 

VI. CONCLUSION 

A W-Band two stage LNA has been designed and simulated 
using CS configuration in cascaded with cascode topology. The 
simultaneous noise and input matching are accomplished by the 
first stage. The high gain performance in a wide bandwidth is 
achieved by the subsequent stages. The CMOS LNA achieves 
a 15 dB of peak gain at 96 GHz along with 3-dB bandwidth of 
95-120 GHz. The NF is less than 6 dB reported in the entire W-
Band frequency. The IIP3 and P1dB are -5 dBm and -12 dBm 
respectively. The unconditional stability is achieved from 92 
GHz onwards. The proposed design has appreciable gain, NF 
and good matching performance. Hence the presented LNA is 
well suitable for 100-120 GHz W-Band imaging applications.  
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Abstract — Segmentation of myocardial contours 

serves a prerequisite for viability assessment of 

myocardium which is essential for patient’s diagnosis 

and treatment plan. However, segmenting the  

myocardial contours more precisely is quite a 

challenging task. This paper presents an automated 

segmentation technique for detec tion of myocardial  

contours in multiple cardiac MRI frames. Initially, a 

geometrical template is initialized on each MRI frame 

using the co-relation technique in order to locate the 

myocardium region. Later, curved multi-planar 

reconstruction (curved MPR) image is constructed to 

detect the epicardial and endocardial edge contours. 

The detected edges are smoothened using Savitzky 

Golay filter to obtain final segmentation result. 

Automated segmentation technique is tested on 12 

MRI frames and accuracy is validated on three frames 

with respect to manually traced endo-epicardial  

boundaries. 

Keywords – Segmentation, Viability assessment, Cardiac-MRI, 

Myocardial contours, Curved MPR. 

I. INTRODUCTION  

  

 Myocardium is a muscular tissue of the heart 

which consists of striated cardio-muscular fibers that 

allow heart  to contract spontaneously. It is enclosed by 

two layers with outer layer as epicardium, inner layer as 

endocardium and the blood is supplied through the 

coronary circulat ion. The main function of myocardium is 

stimulat ing the heart contractions which are responsible 

for producing heartbeat. Sample image of myocardium in  

cardiac MRI is as shown in Figure 1. 

 
 
 Figure 1: Sample Cardiac MR Image representing myocardium. 

 

In the recent years, there is increase in recognition of 

cardiac diseases, in particular, myocardial fibrosis. When 

Myocardial infarction (normally referred as heart attack) 

occur, there is decrease in blood flow to some portions of 

the heart that causes the cardiac cells to get damaged. As a 

result, the damaged cells are rep laced by the fibrotic scar 

or tissue (fibrosis). This remodels the surrounding 

myocardium and leads to cardiac dysfunctioning. This 

process is relat ively p rogress ive and results in narrowing 

of ventricular cavities.  

 

Endo-myocardial fibrosis is one such that occurs in inner 

lin ing of endocardium where the healthy tissues are 

replaced by inelastic, thick fibrosis tissues. If the fibrosis 

is pre-dominant in the left  ventricle, then blood flow is 

reduced from the right portion and causes regurgitation 

(back-flow) of blood. Also, it may result in left ventricu lar 

enlargement, cardiomyopathy, atrial fibrillation etc.  

 

Over various range of imaging modalities, cardio  vascular 

magnetic resonance also referred as Card iac MR Imaging 

is popularly used by radiologists for diagnosis rather than 

CT scans, PETs and u ltrasonography imaging. Cardiac 

MRI provides definite anatomical structure of the heart, 

detailed information about nature of cardiac d isease which 

helps the doctor to decide about the treatment plan. It’s 

also possible to visualize non-viab le, ischemic areas along 

with the normal tissues with h igh resolution, by using 

late-enhanced cardiac MR (LE-CMR) imaging. 

 

Segmentation of myocardium is essential for its viability 

assessment which is important in patient’s diagnosis and 

treatment planning. This ensures whether 

revascularizat ion process may benefit the patient. 

Segmenting myocardium a priory helps to quantify the 

amount of fibrosis present in it. Proposed segmented 

result can be used as a template and when superimposed 

on LE-CMR image, limited search of fibrosis can be done 

within  the template region. Therefore, a  prior knowledge 

of myocardium helps in localizat ion of fibrosis in s mall 

region, thereby, improving the accuracy significantly. 

 

In order to locate non-viable tissues in the myocardium, 

first delineation of endocardial and epicardial contours 
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should be done. However, segmenting epi-endocardial 

contours more precisely is quite a challenging task. 

Manual delineation of contours in the images is intensive 

procedure and also time-consuming. Therefore, automated 

or semi-automated algorithms are desired for the purpose. 

Several related approaches to segment the myocardial 

contours has been mentioned in  the subsequent literature 

survey.  

 

This paper is organized as follows – 

Related work is discussed in section II, automatic 

myocardium segmentation technique is explained in  

section III, segmented results are discussed in section IV 

and concluded in section V. 

 

II. RELATED WORK 

      

In [1], an automated technique is proposed to segment 

myocardium in LE- CMR images. In every slice of LE-

CMR volume, template is deformed such that it fits the 

myocardial contours. 3D mesh which represents the left 

ventricle and myocardium thickness is created by using 

cine MR sequence that provides prior informat ion about 

the left ventricle. Later it is registered onto the obtained 

contours to produce the final segmentation.  

 

In [2], an automated technique is proposed to segment left  

ventricle in 2D LGE-MRI. Circu lar Hough transforms 

method is used to detect left ventricle, blood pool reg ion 

is approximated using morphological active contours 

method. Later epicard ial and endocardial contours are 

refined using scar and edge information. 

 

In [3], an automated method is proposed to identify 

microvascular obstruction in LE-CMRI. Init ially, the epi-

endocardial contours along with  scar reg ion is t raced 

manually. Adaptive threshold value is chosen based on 

normal and scar tissues informat ion and MO regions are 

identified as the region of pixels with less signal intensity 

than threshold value. In [4], Fuzzy soft thresholding 

algorithm is used to identify fib rosis tissues in MR 

images. First, ROI is defined where the presence of 

fibrosis is suspected. Image resolution is increased using 

Interpolation technique. Two classes  as (foreground and 

background) are defined to segment the tissues, where 

foreground area corresponds to myocardial fibrosis and 

background represents other tissues. 

 

In [5], fibrosis in left ventricle is detected from delayed 

gadolinium enhanced images using kernel dict ionary 

learning based clustering. Initially, dictionary is created 

with two cluster samples i.e. (LGE and non-LGE). Sparse 

coefficients of input data are used to train K-NN classifier 

obtained from kernel-based DL approach. Fibrosis is 

detected in the region between epi-and- endo cardial 

contours. In [6], myocardial scar is ext racted from 3D 

whole-heart cardiac LE-MRI using max flow-based 

algorithm. In [7], a 3D v isualization tool is developed for 

detection of left  atrial fibrosis from DE-MR images and is 

compared with EAM. 

III.  PROPOSED METHODOLOGY 

 

Our proposed automated segmentation technique to detect 

myocardial contours is described in Figure 2. Init ially, 

Laplacian of Gaussian kernel is modeled as geometrical 

template and reg istered on the input MR image using the 

Co-relation technique. As a result, approximate region of 

myocardium reg ion is identified with points (xc, yc), 

where (xc, yc) are the center points of located myocardium 

region. Next, the curved mult i-planar reconstruction 

image is constructed using the myocardial center points in  

order to detect the endo-epicardial boundaries. An edge 

detector is applied to detect endocardial boundary points 

initially and later epicard ial boundary points are detected. 

Finally, endo-epi edges are optimized as a smooth curve 

using “Savitzky Golay Filter” to produce the final 

segmentation result. 

 

 
 

Figure 2: Segmentation Workflow 

 

A. TEMPLATE CREATION 

 

Myocardium is identified robustly as dark, circu lar 

annular shape. Hence, a radially symmetric Lap lacian of 

Gaussian kernel with diameter corresponding to the 

approximate d iameter of myocardium is modeled as dark 

ring. This kernel is correlated with the input MR image.  

 

Kernel’s radial profile is defined as follows  - 
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Depending upon the approximate size and thickness of 

myocardium, the values of ρ and σ are chosen: where ρ is 

the radius of the ring whose width corresponds to standard 

deviation σ and Δ is the Laplacian operator. 

 

 

 

Figure 3a: LoG Template of size ρ = 20 and σ = 4 

 

 

Figure 3b: Three dimensional (3-D) plot of LoG filter. 

 

B. TEMPLATE REGISTRATION 

 

Geometrical template is automatically registered on the 

input image using the co-relation technique. We compute 

the co-relation for various values of ρ because size of the 

myocardium may vary  with s mall value. The value of ρ is 

chosen as the best response wherever the maximum co-

relation match is found. Optimal center co-ordinates (xc, 

yc) of the myocardium is obtained. 

 

 

 
 

Figure 4: Template superimposed on myocardium region.  

C. CURVED MULTI-PLANAR RECONSTRUCTION IMAGE 

 

Myocardium region is constructed as the curved multi-

planar reconstruction image with reference of points (xc, yc) 

obtained in the previous step. In the curved MPR image, 

first the endocardial contour edges are detected and later 

epicardial contours are obtained. Curved MPR image of 

myocardium is as shown in figure 5a. 

 

To detect endocardial contours, an edge detector is 

applied vertically to detect strong edges with maximum 

intensity change. Average of these edges is considered to 

obtain the final boundary points. Endocardial contours can 

be seen as shown in figure 5b. 

 

Since epicardium appears above endocardium, 

endocardial boundary points and approximate thickness of 

myocardium is used for detecting the epicardial contours. 

Edge detector is applied starting from endocardial 

boundary points up to approximate thickness of 

myocardium to detect the edge. Ep icardial contours can be 

seen as shown in figure 5c. 

 

 

 
Figure 5a: Curved MPR Image of Myocardium.  

 

 
Figure 5b: Endocardial edge contours.  

 

 
Figure 5c: Epicardial edge contours.  

 

The contours obtained from the above step are drawn  on 

the curved MPR as shown in figure  6a, where b lue color 
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represent endocardial contours and orange color represent 

epicardial contours. These contours are then optimized as 

a smooth curve using the Savitzky-Golay filter [12] to 

produce the final segmentation result.   

 

 
Figure 6a: Initial Curved MPR without smoothening edges. 

 

 

 
Figure 6b: Smoothened edges using Savitzky-Golay filter. 

 

IV. RESULTS  AND ANALYSIS 

 

Figures 7 - 9 illustrates our automated contour detection 

of myocardium in multiple card iac MRI frames from 

different patients. The cardiac images that are used in our 

project is from the open source Sunnybrook Cardiac 

Dataset
1
. 

Sample frames are taken from d ifferent patients. For each 

frame, detected endocardial and epicard ial edges images  

are shown. Curved MPR image with and without 

smoothening edges is also shown for each image. In order 

to determine the accuracy of obtained myocardial 

contours, we have compared with manually traced endo-

epi boundaries on the myocardium. Hence, the accuracy 

of automatic contour detection is validated sufficiently  

considering manual tracing as gold standard. 

 

 

Sample MRI Frame 1 

                                                                 
1
 Sunnybrook Cardiac Data - 

http://www.cardiacatlas.org/studies/sunnybrook-cardiac-data/ 

 

 
 

    
 

Figure 7: (a) - Segmented Result (b) Manually Traced contours 

for Frame 1. 
 

Sample MRI Frame 2 
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Figure 8: (a) -Segmented Result (b) Manually Traced contours 

for Frame 2. 

 

Sample MRI Frame 3 

 

          
 

Figure 9: (a) - Segmented Result (b) Manually Traced contours 

for Frame 3. 

 

V. CONCLUSION  

This paper presented an approach for automatic detection 

of myocardial contours in mult iple card iac MR images . 

Current work focused on segmenting the myocardial 

contours in 12 sample MR images from d ifferent patients . 

Future work can be extended to use the proposed work as 

the template and to superimpose on the LE-CMR image, 

so that the search of fibrosis can be limited within the 

template reg ion. This helps to quantify the amount of 

fibrosis present in the myocardium more accurately.   
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Abstract – A research indicated that electricity is 
obliterating extra non-renewable sources for its 
production. In that, as per Centre for Policy 
Research (CPR), about 25% of the total production 
is diverted to meet the daily consumption in an 
Indian household. Not only this but also, waste 
management has become an important issue to deal 
with. According to Municipal Solid Waste (MSW) of 
India, waste generation in Indian urban 
communities extends between 200 - 870 grams per 
day, contingent on the localities’ standard of living 
and the area of the city. Therefore, in this paper we 
propose a concept that focuses on a sustainable 
solution using Artificial Intelligence and Machine 
Learning algorithms for waste and carbon footprint 
reduction in a home. This concept explains a solution 
availed with the help of a proposed model called 
Home Resource Management (HoReM) that is 
imbibed in a Smart home. 
 
Key words - Home Resource Management (HoReM), 
Artificial Intelligence, Machine Learning, Internet 
of Things, waste management, carbon footprint 
reduction, Smart home. 
 

I. INTRODUCTION 
To divert the load of electricity as a primary source 

of energy for home appliances, the solution proposed is 
a smart home that uses renewable source of energy 
which is Solar. Not just that, the smart home is greatly 
equipped with waste management quotient. A smart 
home, also known as domotics, is an advanced 
automated home system that constitutes of smart lights, 
smart appliances and smart door locks along with slide 
and motor sensors for every door and window. This 
system is heavily relied on Internet of Things that uses 
Internet in the form of Wi-Fi or Ethernet for 
connectivity [15]. With the need, waste management 
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has also become the key area of concentration. 
Beginning of that activity from a home in itself is an 
achievement. The added features of waste management 
to a home would constitute solar panels, waste water 
management system, smart thermostats, smart fridge, 
smart washing machine, smart AC and air purifier, bio-
gas connection, e-dustbin, leak detector. 

A green smart home would monitor how and when 
power is consumed and manage it based on data. 
Starting from the power to execute all the functions of 
the home, solar panels can be included for partly 
distributed power generation along with electricity 
from other renewable resources such as Hydroelectric 
plants. Using the sensors and the appliance 
consumption data, smart power storage system can be 
charged during the day from the panels and can be 
consumed at nights by the high-power consumers 
devices like AC, TV leading to less consumption of 
electricity generated from non-renewable sources. 
Also, the system can identify the presence and absence 
of people which can be further transmitted to 
disconnect the devices that consume standby power. 

Using that power, a typical smart heating/cooling 
sensor will monitor the external temperature through 
data from weather websites or from a sensor outside the 
house and tallies it with the body temperature from the 
data collected via wearable devices and creates an ideal 
temperature for the user and their family. 

For the regular water consumption in various 
activities such as washing clothes and utensils, taking 
a shower - a smart water recirculation system can be 
built which recycles the used water that will remove 
calcium and magnesium which are constituents of a 
hard water [13]. 

Another safeguarding complimentary solution for 
decreasing water consumption is leak detection sensors 
which will be attached to all the pipes at home that will 
send an alarm to the make motoring system when the 
tap is not in operation and cuts the supply for that 
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particular tap. However, integrating a leak detector into 
smart home network includes actuators that controls 
water and power sources leading to an alert to the user. 
And after a certain point of time, if the user fails to 
react, then it can automatically power off the sources 
for to control further flow of water [5]. 

II. LITERATURE REVIEW 
According to Bureau of Energy Efficiency (BEE), 

Indian households accounted represented about 22% of 
the complete 883 billion units5 of power (whose main 
source is natural perishable resources) consumption in 
the year 2014. 

As per National Sample Survey Office (NSSO) 
survey, over 90% of urban family units use power as 
their key source of lighting. Furthermore, the NSSO's 
data on families' monthly electricity utilization 
demonstrates that about 20% of the electrified Indian 
households expend under 30 units of power for every 
month while about 80% devour under 100 units for 
each month. In the urban regions, about 60% of the 
families expend under 100 units for every month, while 
90% of the rural families devour under 100 units 
depicting in Figure 1.1. 

 

Figure 1.1 - 100% stacked column chart demonstrating the 
electricity consumption of multiple household appliances from 
different studies 

However, electricity is not the only issue that is to 
be tackled for Indian households. Simultaneously, 
waste generation has become a major issue. The below 
mentioned is a waste audit conducted by Press 
Information Bureau [18], India across 500 households 
of Hyderabad. Hyderabad is a city with a population of 
6.8 million during the 2011 census. The residents were 
segmented by the income groups as low, middle and 
high. The incomes were gotten from the property 
classification they dwelled in. Here, the assumption 
was that incomes were directly proportional monthly 
rental costs of the property, real estate value, monthly 
maintenance costs, and square feet of each flat or villa. 
Middle (251 households) and High (249 households) 
income categories were selected as target segments for 
the waste audit. 

Waste was categorized into wet, recyclable and 
hazardous for variations in food consumption and other 
factors. Hence, the waste generation was collected 

across a span of seven days using a digital weighing 
scale. Each category was again audited in 
May(summer) and September(autumn) to account for 
seasonal variations in waste generation. 

The results indicated a marginal increase in waste 
generation amongst High- and Middle-income groups, 
as shown in Table 1.1. The “middle income” group 
produced a normal of 0.887 kg of organic waste and 
0.235 kg of recyclable waste per house every day. 
Whereas, the “high income” group produced 0.015 
grams higher organic waste and 0.143 grams higher 
recyclable waste every day. 

TABLE 1.1: PRIMARY RESEARCH RESULTS OF THE WASTE 
AUDIT CONDUCTED ACROSS 500 HOUSEHOLDS 

Average Waste Generated per Household 

per day (in kgs) 

 Wet Dry 
Hazard

ous 

Tot

al 

'High 

income' 

househo

lds 

0.90

2 

0.37

8 
0.216 

1.49

6 

'Middle 

income' 

househo

lds 

0.88

7 

0.23

5 
0.200 

1.32

2 

Final 

Average

s 

0.89

4 

0.30

6 
0.208 

1.40

9 

 

With rising education and financial gain, the per-
capita increment in recyclable waste generated turned 
as a severe issue for the nation, additional compounded 
by a population of over two billion. the very fact that 
nearly 60% of the typical household waste is organic 
renders options such as RDF and WTE ineffective, due 
to the low calorific value of organic waste [2]. 
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III. RESEARCH GAP 
Even before indulging inside the plans of a Smart 

home, the key source of entire functioning is possible 
with the energy in terms of electricity [11]. Also, the 
highest waste generated would be an e-waste which 
would contribute majorly in depletion of non-
renewable sources of power generation say coal. 
Therefore, Solar energy will be a dominant electricity 
source in near future according to Project Drawdown 
[9]. Currently, the top residential solar panels of 60 
individual panels produce an energy between 290 to 
360 watts. As per the Tennessee state, a typical 5,000-
watt solar electric array that is 80% ideal in terms of 
output generates about 4,800 kWh per year. 
Hence, solar energy prevents about 5,760 pounds 
of CO2 pollution annually. 

In the case of Smart lights inside the home, LED 
lightbulbs set-up cost is initially high however the 
energy consumption is less than incandescent or 
compact fluorescent bulbs and lasts longer. An LED 
bulb consumes up to 25-28 Watts per hour whereas the 
other mentioned consumes over 40 Watts of energy. 
Hence, the implementation of alike lighting in smart 
homes lead to an increase of efficiency by almost 40%. 

Installing smart thermostats can also offer major 
climate benefits. The EPA's Energy Star program 
confirms that homes with smart thermostats can set 
aside to $180 every year on warming and cooling. 

Recycling, using less water and switching to 
cleaner cement would all help slow climate change. But 
the chemicals used in our refrigerators and A/C units 
trap thousands of times more heat than CO2, so 
containing them is essential to stopping global 
warming. 

If we prevent refrigerants from leaking and switch 
to using cleaner chemicals, it would conserve nearly 90 
gigatons of C02 out of the atmosphere, according to 
Project Drawdown’s analysis [6]. In fact, the 
Department of Energy estimates the average household 
fritters away—and pays for—12,000 unnecessary 
gallons of water every year. With the implementation 
of a smart water recirculation system, about two-thirds 
of water is saved. 

IV. COMPONENTS OF PROPOSED MODEL 

A. Smart Pay 
It is an option enabled via a Smart phone. The 

Smart Pay will record each and every payment done via 
credit card, debit card, e-wallets and net-banking. This 
will keep a track of every transaction performed. These 
transactions analyzer will help keep a record of money 
circulation in the system and uploads the data to the 
cloud. 

B. Smart Energy Management 
Smart energy management is a combined system of 

smart grid that react to the local fluctuations. It consists 
of renewable energy sources. It will help to reduce the 
monthly expenditure spent on power consumption in 
the Smart home [4]. This will happen by honing 
renewable energy source i.e. Solar energy. That will 
transform the grid system rely less on non-renewable 
energy leading to reduction of carbon footprint. 

C. Smart water recirculation system 
The integration of rainwater harvesting system, 

smart taps, water meters and water flow sensors will 
help conserve and resend the water into the smart home 
system for lesser wastage. Additionally, this system 
will keep a track of the amount of water used, leaked, 
wasted and future demand as per the consumption 
pattern [14]. 

D. Smart appliances 
Smart appliances like Smart fridge, Smart lighting, 

Smart thermostat, Smart washing machine, Smart air 
conditioner and air purifier will use the smart grid 
technology to communicates with one another in the 
system [10]. It helps the user to track as well as work 
with one tap in the app installed in the smart phone. 

E. Smart dustbin(e-bin) 
Smart dustbin has a 360-degree camera, LCD 

interfacing, weight gauge and buzzer that will show the 
current situation of dustbin to track and segregate the 
waste. Every motion and regular functionalities are 
captured via the camera in the form of pictures. This 
will give the live status of the works being performed 
inside the smart home. Also, a weight gauge will 
measure the amount of waste dumped after the camera 
recognizes the type of waste. Dumping of the waste 
will intimate the user about the kind of waste being 
generated on a day-to-day basis for recording and 
analysis purposes.  

Figure 1.2 has two flow charts out of which the first 
one explains how vegetables/things enter inside the 
HoReM system. Later, it sends a notification to the user 
which is tracked from the consumption pattern or about 
the rotten and unconsumable waste. At last, this data is 
updated back to the HoReM system.  

In the second flow chart, the figure explains how 
contents inside the fridge is taken out either for cooking 
followed by consumption or thrown in an e-dustbin. In 
both ways, the data will get updated in the HoReM 
system regarding consumption quantity as well as 
quantity wasted.   

Overall, the figure depicts an inter-connection via 
Smart grid system of Smart pay, Smart refrigerator, 
Smart dustbin and cloud [16]. 
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V. WORKING PROCESS 
In the Smart home system, data is traced at the entry 

level itself. Figure 1.3 depicts the working model of the 
smart home. It starts from the minute a product i.e. 
appliance, groceries, clothes anything is introduced 
into the Home system. The very first level begins with 
the Smart Pay option via a Smart phone. The Smart Pay 
[19]. will record the payment done via credit card, debit 
card, e-wallets and net-banking which is connected 
with Home Network of the Smart home [1]. Once that 
is done, the entire data will perform spend analyzer 
through it. 

 

 

 

Fig1.2 – Flow chart depicting the process flow of  collecting data  

Secondly, the data collected will be moved on to the 
cloud for storage. The cloud here acts as a database for 
storage and retrieval of the data. Similarly, data is 
collected from smart lights, programmable 
thermostats, smart blinds, smart door locks along with 
slide and motor sensors for every door and window, 
smart appliances like fridge, washing machine, AC and 
air purifier. The same would be applicable for a smart 
Washing machine too. The Washing machine will 
calculate the amount of detergent stock management 
and water consumption levels for a particular round of 
process [12]. 

As far as the smart water recirculation system, the 
Water board states that on an average, a low-flow 
shower head in an Indian household uses about 35 liters 
of water for a 10-minute shower. Indeterminately, the 
meter sensors of a smart home shower will measure the 
amount of water used every single day. The data is run 
on a probabilistic algorithm say Naive Bayes Classifier 
and recommends the decrease/increase of flow in tally 
with the level of water in storage tank as well as on 
daily usage [8]. 

When it comes to appliances like Smart fridge, data 
is collected by sensing the products stored inside it. The 
bar code scanner would detect the shelf life of the 
products using the bar codes on the packaging. Later, it 
will process the time period of product stored inside 
without regular consumption and notifies about the 
expiry day that needs to be dumped to the dustbin 
(which are unfit for consumption).  In the same manner, 
the scanner would measure the products without a 
packaging like vegetables, fruits and predicts its 
spoilage period until when it is consumable [17]. 

Overall all the data is in a process management 
software called Home Resource Management 
(HoReM) that allows the smart home to use a system 
of integrated applications which will manage and 
automate many background functions related to 
technology and daily chores. 

In this entire process, e-bins would play a key role 
of detecting what all waste we are dumping out of the 
system. According to Drawdown’s analysis, the food 
waste accounts for around 8% of the global emissions. 
Using an ultrasonic sensor, the level of garbage filled 
in e-dustbin will be analyzed and the LCD interfacing 
will show the current situation of dustbin. Along with 
the sensors, the 360-degree camera will identify types 
of waste using pictures. The detailed analytics 
measured in kgs/tons will help system to track and 
segregate the waste based on the image recognition ML 
algorithm. The waste will be categorized into food 
wastage – dry and wet, plastic, hazardous and 
miscellaneous. This will help in order to dump the 
waste as per the categories. Dumping of the food waste 
will show the amount of food being wasted on a 
daily/monthly basis. This data can further reduce waste 
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generation by intimating the user about the kind of 
waste being generated on a day-to-day basis. 

It is further converted to dashboard using tools and 
move through Universal Home Gateway. Further, the 
data collected is sent into the cloud again for analyzing 
and receiving. After the processing of the data, the 
information generates a summary using Artificial 
Intelligence and Machine Learning algorithms. These 
algorithms will learn from the consumption and waste 
generation pattern that would result in waste reduction 
planning. Finally, the summary is shown in the app 
along with necessary point of changes for efficient 
saving. It will appear as a recommendation system of 
what all to consume first and what to dismantle into the 
garbage. 

The summary generated will throw a message to the 
user saying “The food could have served 200 humans 
or saved 15 plants” instead of statistical display of 
numbers. Analogous notification will trigger the user 
about the waste performed and make them conscious 
about their decisions.  This will lead to a conscious 
effort of saving and reusing the products in the system 
without adding it to future waste. Hence, the upliftment 
will help reduce the wastage, not exactly to zeroth level 
but to a considerate reduction of wastage. This 
awareness will bring the waste down leading to a green 
Smart home which will transform into a sustainable 
environment. 

The app will further assist to generate the upcoming 
shopping list. It would be rather a recommendation cart 
that will be created on the basis of consumption pattern 
of the user. Finally, it will help to manage the money 
i.e. economy, energy i.e. nature and family i.e. people 
better – the ultimatum of sustainability. 

VI. FUTURE WORK 
Overall, sustainability does not reside just in the Smart 
home as system or few appliances. Rather, the true 
meaning will be fulfilled with a combination of 
technology and nature. Currently, the most harmful 
threat to nature is caused due to lack of regeneration of 
oxygen and exponential accumulation of Green House 
gases in the atmosphere. Solution for this threat is 
planting more trees that will promote the greenery. 

In spite of being a grass, bamboo is likewise a 
genius at putting away carbon and blossoms on a 
degraded land. It will be equivalent to remove the 
carbon emissions produced by 50.6 million cars, 
making it a legitimate environmental change 
arrangement, according to Project Drawdown’s 
analysis. Hence, bamboo plants will be grown in 
hydroponic solution as an indoor garden to combat 
global warming. Also, it would reduce the carbon 
emissions in the system by circulating more oxygen. 
Further, the hard water generated out of the Smart 

water recirculation system can be transferred to 
hydroponic plants that are used for indoor gardens. The 
sunlight and soil moisture will be operated via the 
sensors as well as the actuators. 

 

 

Fig 1.3 – Block diagram of the Smart home integrated with 
HoReM 

VII.CONCLUSION 
The proposed Smart home is an apparatus for waste 

management, reduction of unwanted costs in a 
household and efficient energy administration. The 
entire system is built to aid the user for a better way of 
living. In the quest of an environmental sustainability, 
the user need not compromise on luxury rather should 
be mindful of the resources utilized. Hence, the 
outcome will overall promote sustainability from a 
very base level. Wherein the base level is home and 
change begin at home, spreads to the community. 
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Abstract—Imaging Infrared seeker(IIR) is a passive system
which works on the reflections from the ambience and tries to
deduce intelligible information regarding the targets of interest.
Passive systems have complex processing schemes because of
the unavailability of active reference signals to synchronize the
processing. All the information has to be derived from the raw
data obtained using thermal gradients. Manual intervention in
these systems is inevitable to provide the initial conditions for
the processing to start, unlike active systems where the system
automatically configures or maps the surrounding by transmit-
ting a signal. Centroid tracking and image correlation based
tracking have been used for IIR tracking extensively in literature.
Centroid tracking is highly sensitive to background data and
initial tracking window size selected whereas correlation tracking
requires a reference template for matching the target parameters
which is usually not available up front. Both the techniques have
high track loss rate if the background is cluttered. In this work
we have proposed a novel infrared tracking technique for IIR
seekers by fusing centroid processing with Interacting Multiple
Model(IMM) filtering to reduce track loss and improve tracking
efficiency.

Keywords: Centroid Estimation,Correlation tracking, In-
frared seeker, IMM filter, Field of view(FOV), Laser range
finder(LRF), Readout IC( ROIC), Focal plane array(FPA)

I. INTRODUCTION

An infrared system requires specialized optical framework
along with integrated ROIC to get the raw image for further
processing. Because of complexity and limited expertise, IIR
systems tend to be expensive which does not break even
for everyday commercial applications which has restricted
the technology mostly to military applications. In military
applications they are an indispensable tool for territory defence
and cross territory enemy intrusion alerts in the border areas
especially during dark hours. They form the only source of
surveillance available when our optical systems fail. IIR seek-
ers are special class of airborne systems developed for tracking
targets of interest, both stationary and mobile, and guide the
weapon system towards them culminating in payload delivery
for lethal impact. Being mounted on aerial vehicle, the system
is tightly constrained by area, processing time and power.
Adding to the complexity, IIR systems works on gray scale
images which gives very little scope for processing enhance-
ments. Most of the image tracking algorithms proposed in
the literature work with colored images [1][2][3][4]. Glasgow
and Bell [5] have summarized a brief account of IIR seeker

systems available presently and future trends in this field
for the interested reader. Traditionally, centroid tracking [4]
and correlation based tracking [6][7][11] have been used for
tracking the target. While centroid tracking is highly sensitive
to background data and initial tracking window size selected,
correlation tracking requires a template for matching the target
parameters which is usually not available up front. Wanjae
Lee et al. [7] proposed a variant of correlation algorithm by
estimating the target template every scan with the correlation
coefficient between multiple zoomed templates which again
requires a reference template for processing. [14][15] propose
kalman tracking using single model filters. Single model
filters are suitable for no or very little manoeuvring targets.
They fail if the target changes direction when passing behind
occlusions. In this paper we propose a hybrid approach to
fuse data from centroid tracking with IMM filter to handle
manoeuvring targets. [8][9][10] present details of IMM filter
modelling in detail. We have generated a target model based
on background data taken from the field over which we
superimposed simulated target data with varying trajectories
to closely mimic the real time scenario in the lab. With this
approach we improved tracking efficiency and reduced track
loss as evident in the simulation results presented. The rest
of the paper is organized as follows. Section II briefs on
target trajectory modelling. Section III details the proposed
methodology. Section IV validates our claim with simulation
results followed by conclusions in section V.

II. TARGET TRAJECTORY MODELLING

The input to the image processor in an IIR seeker is the
target image sampled at every ’t’ seconds. Typically ’t’ will
be in the order of 35ms which should cater for thermal
intensity conversion, Non Uniformity correction (NUC), ROIC
multiplexing, De-multiplexing and image formation followed
by tracking. With this order of sampling rate and pre- pro-
cessing operations the processing time for tracking is reduced
drastically thus, further complicating the problem at hand.
There are two methods to generate input video for validating
our algorithm.
(a) Generate the trajectory based on the target parameters
and map this data to image pixels considering the seeker
parameters mentioned in the Table 1.

In this method, at every sampling instant, the range, swath
area, pixels occupied by target at that range and range per
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Fig. 1. Seeker Optics

pixel will be calculated. This information is used to generate
the target position in the next frame using Equations 1-3 for
subsequent processing. This process is continued until the
last frame and finally we get a simulated video input to our
algorithm.

Table 1
Parameter value

Target Parameters
Range 7000 mtrs
Velocity 70 Kmph
No of Pixel at given range 4 x 4(approx.)
Target Heading 45 deg

IIR seeker Parameters
Field of view 2 deg (2 ∗ θ)
FPA resolution 256 x 256
Swath area(1D) 2*Range*tan(θ/2)
Range per pixel shift Swath‘area/resolution

v(n) = v(n− 1) + a ∗ t; (1)
s(n) = s(n− 1) + v(n) ∗ t; (2)

s(n) = s(n− 1) + v(n) ∗ t+ 0.5 ∗ a ∗ t2; (3)

where, ’s’ is the range of the target, ’v’ is the target velocity
,’a’ is the target acceleration and ’t’ is the sampling time.

(b) From our previous experience in the field, videos gath-
ered during evaluation trials, discussing with pilots and other
colleagues, we narrowed down few trajectory models which
we directly simulated at the image level at every frame. From
this trajectory, we mapped the target co-ordinates to range and
azimuth using parameters from Table 1 and created an input
state vector to the IMM filter.

We followed second approach for target generation for our
simulations. We considered four phases of target movement.
Each phase was coded with a different trajectory model and
combined to generate a random trajectory across the image.

III. PROPOSED ALGORITHM

A. Centroid processing

x =

∑i=m
i=1 i

∑j=n
j=1 I(i, j)∑j=m

j=1

∑j=n
j=1 I(i, j)

(4)

y =

∑i=m
i=1 i

∑j=n
j=1 I(i, j)∑j=m

j=1

∑j=n
j=1 I(i, j)

(5)

where, (x,y) are the centroid co-ordinates, (i, j) are pixel
co-ordinates in the received image I(i, j).

Centroid processing is the earliest algorithm used for IIR
tracking and still is the most preferred method in ideal
conditions. Once the IIR seeker is cooled and ready to view
the image, user scans the environment for potential threats
and locks on to the target. The initial window enclosing the
target and some background is selected and information is
passed on to the image processor, We obtain range information
using Laser Range Finder(LRF) present in the cockpit. In
other scenarios, ground based radar can be used to get initial
range information. This information is required to compute the
swath area and other parameters in every scan. After locking
the target, the feed is handed over to the tracking algorithm
which continuously computes the centroid in the given window
using equation 4-5 and moves the window keeping the updated
centroid in the center. The Problems with this method are

(a) window size is very critical in this method. The win-
dow should enclose the target completely with very little
background so that background does not dominate centroid
calculation.

(b) As the target range decreases the pixels used to represent
the target increase i.e, the target template size varies with
range. Accordingly, the tracking window has to be adjusted
to keep the ratio of ”target pixels/background pixels” almost
constant.

The main challenge here is to identify the change in target
size. Since we are updating the frames at a very high rate, the
change from frame to frame is low. The only reference we have
to understand this change are the centroid coordinates. They
are two possibilities for centroid to be constant in consecutive
frames. (a) The target has halted (b) Target size has increased
in the frame. Both the cases have to be handled separately so
that problem at hand now becomes to identify the condition.
The IMM filter precisely does this and solves our problem. It
tracks the target even after centroid input is constant and in
further frames reacquires the target preventing track loss.

B. IMM tracking

Interacting Multiple model(IMM) filter is primarily devel-
oped to use in active radar tracking [9]. It is a combination
of multiple state models which are combined according to
model probabilities calculated to give a filtered output as
shown in figure 5. It consists of state interaction, model
probability calculations and combining state estimates for
better tracking. We have considered 2 model IMM (CV-CA)
for our algorithm. Equations 6-7 represent state and output
equation and equations 8-12 represent the equations for state
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Fig. 2. [a,b,c]Target tracking with centroid processing. It can be observed that the tracking window is following the target correctly in subsequent frames

Fig. 3. [a,b,c,d]Target manoeuvre caused centroid jump which led to target window miss as shown in (d).

Fig. 4. IMM tracking for missing centroid data (a) Filtered centroid cartesian co-ordinates, (b) Model probability (c) Target trajectory

prediction,state and covariance update equations for kalman
filter.

Xk+1 = φkXk + wk (6)
yk = HkXk + vk (7)

X̃ = φX̂ (8)
P̃ = φP̂φT +Q (9)

K = P̃HT (HP̃HT +R)−1 (10)

X̂ = X̃ +K(yk −HX̃) (11)
P̂ = (I −KH)p̃ (12)

where,
X = State estimate

wk = process noise
vk = observation noise

P = Covariance matrix
˜ = Predicted values
ˆ = Filtered values
φ = State transition matrix
Q = Process noise matrix
K = Kalman gain
R = Measurement covariance matrix
I = identity matrix
yk = measurement
T = matrix transpose operation

The flow chart of the proposed method is shown in Figure
6. The input to the tracker are the centroid cartesian co-
ordinates from the input image which are representative of
the target movement across the image surface. Because of the
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Fig. 5. Block diagram of 2 model IMM processing

high sampling rate ( 33 fps) the centroid shift is limited to
a few pixels in consecutive frames. This helps in relaxing
the input rate to the IMM filter reducing the computations.
We have considered every fourth frame for IMM tracking and
still obtained good tracking performance. However, when the
target moves in and out any obstacle, depending on the area
covered by the occlusion we will miss some data frames where
the filter will coast or propagates the centroid measurement
for few scans. If the obstacle causes a loss in significant
number of frames, the target in the visible frame may change
in size which may lead to a centroid jump. This jump if in
the same direction of previous heading can be handled by
single model filter. But if the target changes it course, we
need to relock onto the target for tracking. In this case, we
can use multiple model IMM filter which can predict different
possible positions of the target with varying prediction window
sizes to reacquire the target. After acquiring the target from
the next measurement, the filter will recalibrate towards the
new heading, tracking the target till the hit. Without IMM we
cannot acquire targets which have changed heading after the
occlusion using only centroid processing. Single model filter
is suitable for benign targets where the manoeuvrability of
the target is minimum. But this is seldom the case in real
time scenario which necessitates the implementation of multi
model IMM.

IV. SIMULATION RESULTS

We have simulated multiple trajectories but due to space
constraints presented results for only one trajectory. As men-
tioned earlier, for our simulations, we have taken background
images from the field data and overlaid the simulated target
data onto the background image in every frame along with
Gaussian noise generating the input video. The video thus
generated was fed to the centroid processor with the given
initial conditions. The algorithm tracked the target updating
the centroid coordinates for the full video without any track
loss when there is no manoeuvre as shown in Figure 2. Figure
2 shows the image of the target at different ranges. The target

Fig. 6. Flow chart for proposed algorithm

size is divided with range per pixel value at every frame to
get the number of pixels to represent the target as seen in the
field. Figure 2(a) shows the initial bounding box enclosing
the target by the user which is the only input to the tracker.
Figure 2(b) and 2(c) show the target with the bounding box
tracking the target. Figure 3 shows the case of target miss
where the bounding box does not enclose the target due to
target manoeuvre. To mitigate this problem, we have used
parallel IMM filter channel. After 3 frames of centroid tracking
the centroid co-ordinates of the previous 2 frames were input
to the 2 model IMM filter in parallel tracking channel as initial
conditions. We have simulated the track loss conditions by
dropping the centroid co-ordinates in the input vector of IMM
filter and observed that tracker was coasting and reacquiring
the target in a few frames as seen from the plots in figure 4. It
can be observed that when there is loss of data, IMM filter is
trying to converge on a suitable model for tracking which is
causing the change in model probabilities shown figure 4(b).
Figure 4(c) shows the actual trajectory in blue and predicted
trajectory in green. As can be observed when there is data
loss or change in direction of target motion the predictions
go astray but the filter is assigning appropriate weights to the
models to get the filtered output(in magenta) which is in line
with the true trajectory.

V. CONCLUSION AND FUTURE SCOPE

In this work we have proposed a novel fusion method of
tracking the targets with infrared imaging systems. We have
explained the track loss in conventional centroid processing
and proposed our method to improve the same. We have
implemented parallel channel of target tracking and fused the
output to improve tracking efficiency which is apparent from
the simulations results. We have considered 2 model IMM
which can be further scaled to multiple models to get even bet-
ter tracking efficiency depending on the complexity of target
manoeuvrability and the available resources. We are currently
implementing supervised template matching algorithm in third
channel to improve resolution in multiple target scenario.
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Abstract: The process of information security entails 

securing the information by transferring it through the 
networks preventing the data from attacks. This way of 

securing the information is known as cryptography. The 

perspective of converting the plain-text into non-

understandable format is known as cryptography that 

could be possible using certain cryptography algorithms. 
The security could not be offered by the conventional 

cryptographic algorithms that lacks in their security for 

the huge amount of growing data, which could be easily 

broken by the intruders for their malicious activity. This 

gives rise to the new cryptographic algorithm known as 
DNA computing that could strengthen the information 

security, which does not provide any intruders to get 

authorized to confidential data. The proposed DNA 

symmetric cryptography enhances information security. 

The results reveal that encryption process carried out on 
plain-text is highly secured.   

Keywords: DNA cryptography, Information security, DNA 

computing. 

 

I. INTRODUCTION 

DNA computing was mainly emerged to solve the 

directed Hamiltonian Path Problem (HPP), which was 

proposed by Adleman. The concept of HPP is to obtain 

the shortest path that traverses along each and every 

node and then return to the last node in the bounded 

path. A DNA sequence could be formed by fixing the 

source node second half part to the destination node of 

the first half path. This DNA computing solved the 

problem of HPP and gave a new direction in the field of 

cryptography.    

   

 
Figure 1: Chromosomal Sequences from a Genetic 

Database 
The most prominent work in DNA cryptography was 

carried out by Gehani and they proposed an image 

encryption algorithm with a help of one-time-pads. 

Substitution method was also bought up that did the pair 

wise mapping among the plaintext message and 

ciphertext algorithm. The encryption and decryption 

were done by the DNA-chip based approach for the 2D 

images with one-time pads and observed an enhanced 

version of steganography by reducing the difference 

among the disorder strands and the plain text. This form 

of DNA computing was carried out by many 

researchers in various fields in order to provide a 

security for the huge amount of data as shown in figure 

1. Various cryptographic approaches were also bought 

to idea known as DNA-BASED cryptographic 

approaches. Certain attractive properties were also 

bought in work by DNA computing such as high 

storage capacity, maximum efficiency in energy, high 

parallelism that forms high advantage for the concept of 

data hiding. The application could be a solution for the 

signal processing, optimization problems, forecasting as 

well as clustering. One-gram DNA could contain 108 

TB of data. This is equal to 1021 DNA-bases.   

The objective of this paper is to provide the following: 

 To analyze various approached regarding the DNA 

cryptography. 

 To offer a robust ciphertext with the enhanced 

cryptographic algorithm. 

 To offer an advanced data hiding methods with the 

enhanced approach.  
 

A. DNA 

DNA (Deoxyribonucleic Acid) that is formed by the 

nucleotides is in the form of biological super molecule, 

which is the source plasma of all living beings. 

Deoxyribonucleotides is said to be known as the 

monomer unit of DNA. Four types of nucleotides bases 

are found in DNA namely,   

 Adenine (A),  

 Cytosine (C),  

 Thymine (T), and  

 Guanine (G)  

 

There are two nitrogen bases for the DNA: 1) Purines 2) 

Pyrimidines. A and G are said to be the double ring 

molecules and are termed as purines where the single 

ring molecules are called pyrimidines that has the base 

C and T. The capability of DNA could be found in the 

enormous industries that could serve the purpose of 

image and data encryption, data hiding, steganography, 

etc. Several parameters such as temperature, pressure, 

oxygen ratio etc., should be taken care while executing 

the DNA operations in various laboratories (identical 

conditions of several parameters should be maintained). 

Since the DNA is the sensitive module, this could 

provide several outputs in various environments. Hence, 

it could be said that the DNA computation totally 

depends on the environmental conditions  as shown in 

figure 2.  Binary form of converting the DNA sequence 

is known as the binary coding scheme. In this paper the 

DNA bases such as A, T, C, and G have been used for 

the binary scheme of 00, 11, 01, and 10. For instance, 

DNA sequence “AATCGGAT” has the binary sequence 

of 0000110110100011. RNA (Ribonucleic Acid) also 
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consist of the main bases as same as the DNA but here 

the Thymine (T) is replaced by Uracil (U).    

 

 
 

Figure 2: DNA Indexing Algorithm’s encryption 

process 

 

II RESEARCH MOTIVATION AND PROBLEM 

STATEMENT 

The concept behind cryptography is to convert the 

plaintext into ciphertext (non-understandable format) 

using several algorithms that falls under cryptography 

concepts. Cryptography algorithms such as DES, 

TDES, AES, and RSA that is the multifarious 

symmetric and asymmetric key algorithms that helps in 

conversion of plaintext into ciphertext. The security 

could not be offered by the conventional cryptographic 

algorithms that lacks in their security over the growing 

internet usage for the huge amount of growing data, 

which could be easily broken by the intruders for their 

malicious activity. DNA could be used in two major 

roles under the concept of DNA cryptography. DNA 

acts as a medium for the encryption keys since it has 

two fundamental properties . The fake DNA and the real 

DNA sequence have virtually no major sequence. The 

other point is that there are 163 million DNA sequence 

available all over the world. Several cryptographic 

algorithms have been proposed over the last decade. 

These algorithm ciphertext is more complex than the 

normal key ciphertext.   

 

III TECHNICAL BACKGROUND AND RELATED 

WORK 

Various algorithms have been created in the concept of 

DNA computing. Tedious cases such as SAT, DES has 

been solved with the help of DNA computing in the 

past two decades. NP complete SAT problem has been 

solved by Lipton [1] using DNA computing. He also 

formulated an encoding scheme with the DNA scheme 

and the author employed a minimum number of 

variables to solve the SAT problem. In order to crack 

the Data Encryption Standard (DES), Boneh et al [2] 

proposed an approach with the DNA computing. Any 

crypto-system could be cracked with the less key s ize of 

about 64-bits with their proposed algorithm. Moreover, 

their encryption circuit is also small with the cracking 

mechanism in 916 steps. Each individual step is equal 

to 32 extractions and it needs at least a day processing 

for every 10-extraction steps. Altogether, their proposed 

algorithm could take at least 4 months to crack DES. 

With the DNA operations hard problem could be solved 

with the DNA computing techniques that were proposed 

by Chen et al. [3]. They also solved DES with the DNA 

technology. Three various functions have been included 

in the Chen et al.’s anticipated algorithm: 1) Initial 

function for initialization of the key space with every 

possibility 2) Encryption process, and 3) Detecting right 

corresponding key. Enzymes, tubes and short memory 

strands are all included in the molecular sticker 

algorithm.   

 

Symmetric-key DNA cryptosystem had been introduced 

by MingXin et al. [4] that includes the DNA 

biotechnology imparted into the cryptography 

technologies. With the DNA probes the encryption and 

decryption has been formed in this algorithm and the 

ciphertext has been embedded into the DNA chip 

(microarray). The advancement of DNA chip leads to 

the security of the algorithm. For the efficient, reliable 

and secure transmission of data an algorithm has been 

proposed by Kar et al. [5]. This algorithm utilizes the 

DNA keys that utilized 3 keys: 2 keys for the 

encryption and the remaining one key for sharing the 

encryption key to the receiver. With the help of string to 

binary conversion process  the plaintext will be 

converted to binary sequence in this algorithm. Binary 

coding scheme converts the huge DNA pattern in the 

form of binary data as the encryption key. The 

ciphertext could be obtained by applying the XOR and 

addition operations in the 64-bits plaintext and 64-bits 

key. Several cryptographic approaches had been 

proposed by Shiu et al. [6]. The cryptographic 

approaches with the utilization of DNA approach are as 

follows: 1) Insertion method 2) Complementary pair 

method, 3) Substitution method. Finally, they also 

proved that the substitution method is more efficient 

than the other two approaches. Data hiding approach 

has been proposed by Liu et al. [7] with the encryption 

of ciphertext in a word file with the DNA sequence. 

Their algorithm utilizes the DNA coding that converts 

the plaintext into DNA sequence. Chebyshev maps 

produce two pseudorandom DNA sequence XXOR and 

YPrimer, and create one time key using preferred DNA 

sequence key. The output generated includes the 

YPrimer and the DNA message sequence includes the 

XXOR. By applying the shift operations in the 

previously generated output, they could be converted to 

ciphertext. The word file could be converted to PDF 

after the encryption of ciphertext into the word file. The 

receiver will receive the PDF generated. A strong 

ciphertext algorithm had been proposed by Mandge et 

al. [8] that include key generation technology with the 

manipulation of matrix inclusion in the cryptographic 

algorithm. Initially the plaintext will be converted to a 

mini-cipher with the several shifting and XOR 

operations. It is said that if the process is applied to the 

plaintext each time, we could obtain various mini-
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cipher for the similar plaintext since this process 

includes the secure key generation. After this mini-

cipher gets converted to a final ciphertext with several 

biotechnologies that includes of DNA primers. The 

substitution method with the single bit complementary 

rule of Shiu et al. had been enhanced with the table 

lookup substitution method (TLSM) proposed by Taur 

et al. [9]. They extended to the two bits complementary 

rule for the substitution method. The two-bit message is 

converted to their corresponding letter with the help of 

TLSM that utilizes the lookup tables [10][11]. On the 

other hand, Shiu et al.  rule could only translate one bit 

at a time. Moreover, compression of ciphertext is very 

effective in the TLSM procedure [12].    

 

Complex problem that are difficult to solve in the 

silicon-based computer could be solved by the DNA 

computing by the researchers in a polynomial time [13]. 

The better results could also be generated by the DNA 

computing that could be used in the field of image 

processing, clustering and optimization problems. A 

brief description regarding the problem could be 

provided by this research work and also helps in 

analyzing the loopholes from the existing research 

works[14].DNA operations like Hybridization, 

Indexing, and PCR have the capacity for a solution of 

the application in the fields as data hiding, image 

encryption, and steganography. Several fascinating 

characteristics have also been present in the DNA that 

includes vast parallelism, maximum storage capacity as 

well as maximum efficiency in energy. This forms as an 

advantage for the data hiding and provides high security 

for the security purpose for the fast-growing internet 

data. Hence this could form as a greatest boon to the 

future for protecting the data [15]. Annealing, 

Hybridization, Indexing and PCR (Polymerase Chain 

Reaction) are said to be the DNA operations that has the 

ability to offer a strong data encryption technique. The 

powerful cryptography algorithm could be created when 

the DNA keys and DNA operations are combined 

together [16]. Cryptographic techniques thus provide 

greater security for the on-line as well as the off-line 

private security data. This offers several researchers to 

find an optimum solution in their research areas. The 

problem includes the silicon-based computer in 

polynomial time. Moreover, DNA computing offers 

greater solution in less amount of time when compared 

to the silicon computer [17][18]. 

 

IV PROPOSED DNA CRYTOGRAPHIC 

ALGORITHM 

The enhanced proposed approaches have been 

explained in this section that accepts the message in the 

form of a plaintext and converts it as ciphertext in the 

form of protein. The receiver receives the protein 

through the public channel and the decryption process 

will be applied to receive the plaintext or the message 

[19]. The binary coding scheme will be shared by the 

sender and the key will be the codon table of RNA that 

utilizes the database name, which will be a shared 

symmetric key with the index number and send through 

the secure channel to the receiver end in this approach. 

From the DES algorithm, several substitution and 

permutation network will be developed through the 

enhanced algorithm. The functions of the encryption 

and decryption will be used in the receiver end[20]. 

Generally, plaintext will be converted into binary value 

in the encryption algorithm with the utilization of 

hexadecimal values. A long pattern of DNA sequence 

will be divided into 32-base pattern such as S1, S2 and 

S3 respectively. Similarly, k1, k2, k3 will be the 64-bits 

keys that has the converted 32-base DNA sequence with 

the binary coding scheme. The encryption block is 

selected from the 6-bits plaintext. The function of 

encryption runs from the parameters K1 (64-bits), 

encryption block, and 64-bits blank cipher block. The 

output of the encryption will be in the form of cipher 

block of 64-bits. In the same way, a decryption process 

will call the parameter k2 for their function with the 

previous cipher block as input, and 64-bits blank 

plaintext block. When this process has been executed, 

the next encryption function will be called with the 

previous encryption and decryption output with the key 

k3 as the input. This helps us in receiving 64-bits partial 

ciphertext block. The fake DNA sequence could be 

obtained by applying the reverse binary coding scheme 

inside the partial block. The final ciphertext could be 

obtained by applying the CDMB technique into the fake 

DNA sequence. By doing this process, the protein could 

be obtained which will be send to the receiver end.                   

The reverse CDMB technique will be applied in the 

decryption technique, which will be applied to the 

ciphertext block and it will be first decryption level 

thereby creating a fake DNA sequence. In order to 

receive the partial cipher level in the form of bits we 

tend to use the binary coding technique that tends to 

produce three 64-bits decryption keys K1, K2 and K3 

with the shared information from the sender in the 

receiving end. Parameter k1 could evoke the decryption 

function with the selection of 64-bits cipher block as 

well as the 64-bits plaintext block. Executing this could 

help in obtaining the plaintext of 64-bits. The 

encryption function could be evoked with the key k2 

with the input of previous output block and 64-bits 

blank cipher block. Then again, the decryption function 

should be called after receiving the output of 64-bits 

block from the previous step that acts as an input in this 

function with the key k3. This helps in receiving the 64-

bits plaintext block. Plaintext P could be obtained by 

applying the inverse hexadecimal coding. 

 

Algorithm: 

I. Procedure for Encrypt (Key K, Plaintext P, 

Ciphertext C): 

Input: Key K, Plaintext P.  

Output: Ciphertext C. 

Phase 1: Receive K' as 56-bit by applying permutation 

on K. 

Phase 2: Dividing the factor K’ as 28-bits X0 and Y0  
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Phase 3: Produce Xn and Yn, as 16 blocks such that 

1≤n≤16. The set of block Xn and Yn will be formed 

with the help of the previous block left shift key.  

Phase 4: Every concatenated pairs will generate 16 sub-

keys, 1≤n≤16. 

Phase 5: P that is of 64-bits will be applied with the 

initial permutation (IP). 

Phase 6: IP is divided as P0 and Q0, each consisting of 

32-bits.  

Phase 7: The pairs of Pn and Qn are obtained for 

1≤n≤16, with the help of the two equations: 

Pn= Qn-1 

Qn = Pn-1 ⊕ X (Qn-1, Kn) 

Where, X (Qn-1, Kn) = X (Qn-1) ⊕ Kn; and X (Qn-1) = 

Expansion function. 

Phase 8: The Q16 P16 blocks of 64 bits is obtained. 

Phase 9: The output C is generated by applying final 

permutation IP-1 to Q16 P16  

 

II Procedure for Decrypt: 

Phase 1: Receive K' as 56-bit by applying permutation 

on K. 

Phase 2: Dividing the factor K’ as 28-bits X0 and Y0 

each.  

Phase 3: Produce Xn and Yn, as 16 blocks such that 

1≤n≤16. The set of block Xn and Yn will be formed 

with the help of the previous block left shift key Xn-1 

and Yn-1.  

Phase 4: Every concatenated pairs Xn and Yn will 

generate 16 sub-keys, 1≤n≤16. 

Phase 5: P that is of 64-bits will be applied with the 

initial permutation (IP). 

Phase 6: IP is divided as P16 and Q16, each consisting 

of 32-bits.  

Phase 7: The pairs of Pn and Qn are obtained for 16≥ n 

≥ 1, with the help of the two equations: 

Qn-1 = Pn 

Pn-1 = Qn ⊕ X (Pn, Kn) 

Where, X (Pn, Kn) = X (Pn) ⊕ Kn; and Expansion 

function is X (Pn). 

Phase 8: The P0 Q0 blocks of 64 bits is obtained. 

Phase 9: The output P is generated by applying final 

permutation IP-1 to P0 Q0  

 

III Proposed Encryption Algorithm: 

Algorithm: Encryption (Plaintext P, Ciphertext C)  

Input: Plaintext P, A long DNA sequence > 96 DNA-

bases  

Output: Ciphertext C  

Phase 1: The plaintext or the message is converted in 

binary form with the help of Hexadecimal value.  

Phase 2: S1, S2, and S3 are the 3 DNA sequences 

chosen from a given 32 bases DNA sequences. 

Phase 3: S1, S2, and S3 are converted as K1, K2, and 

K3 in the form of bits with the binary coding scheme. 

K1 and K3 are chosen as the encryption key. On the 

other hand, K2 is made as the decryption. Each key are 

64 bits. 

Phase 4: Encrypt (K1, P, C’)   

Phase 5: Decrypt (K2, C’, C’’)   

Phase 6: Encrypt (K3, C’’, C’’’)   

Phase 7: C’’’ is said to be the partial cipher block that is 

applied with the reverse binary coding scheme and the 

fake DNA sequence is obtained. 

Phase 8: Apply CDMB to obtain the protein sequence 

from the fake DNA sequence. 

Phase 9: PROTEIN sequence is sent to the receiver in 

the form of encrypted message. 

 

III Proposed Decryption algorithm: 

Algorithm: Decryption (Plaintext P, Ciphertext C, Index 

X and Database D)  

Input: Ciphertext C, Key information shared (Index X 

and Database D)  

Output: Plaintext P 

Phase 1: Implement reverse CDMB to obtain the fake 

DNA sequence from the Ciphertext C. 

Phase 2: Get the partial ciphertext with the binary 

coding scheme in the form of bits.  

Phase 3: S1, S2, and S3 are the 3 DNA sequences 

chosen from the shared information by the sender from 

the DNA databases. 

Phase 4: S1, S2, and S3 are converted as K1, K2, and 

K3 in the form of bits with the binary coding scheme. 

K1, and K3 are chosen as the decryption key. On the 

other hand, K2 is made as the encryption key. Each key 

are 64 bits. 

Phase 5: Decrypt (K1, C, P’)   

Phase 6: Encrypt (K2, P’, P’’)   

Phase 7: Decrypt (K3, C’’, M’)   

Phase 8: Apply the reverse hexadecimal coding to 

receive the original plaintext P from M. 

 

Conversion of DNA sequence is possible with the 

proposed scheme that utilizes the DNA encoding table 

that is shown below. Here the plaintext is been used and 

each character indicates a DNA pattern with the 

combination of 3 bases. Several complementary rules 

has been followed by the proposed algorithm that boost 

a ciphertext due to perfect  complementary  rule that 

follows  property  like  V(W)   V(V(W)) V(V(V(W)))   

V(V(V(V(W)))), where ‘W’ is any string or alphabet. 

The complementary rules that have been used in this 

approach are as follows: (AT) (CA) (GC) (TG), Means 

V (A) = T.   

 

Table 1: DNA Encoding [6] 

A=CGA H=CGC O=GGC V=CCT 2=TAG ... 9=GCG 

B=CCA I=ATG P=GGA W=CCG 3=GCA … =ATA 

C=GTT J=AGT Q=AAC X=CTA 4=GAG … ,=TCG 

D=TTG K=AAG R=TCA Y=AAA 5=AGA … .=GAT 

E=GGT L=TGC S=ACG Z=AAT 6=GGG … :GCT 

F=ACT M=TCC T=TTC 0=TTA 7=ACA … ;=ATT 

G=TTT N=TCT U=CTG 1=ACC 8=AGG … _=ATC 

 

Receiver knows DNA encoding table, complementary 

rules, binary coding scheme and RNA codon table using 

a secure channel made by the sender. Exploitation of 

substitution method for the algorithm is obtained from 

Shiu et al.   
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V EVALUATION 

Complexity analysis for the proposed algorithm was 

carried out since it exposes the security level of the 

algorithm for real-time applications.In this work the 

computational time of the algorithm was analyzed 

employing complexity theory methods. The input 

consists of alphabets; special character and 

alphanumeric.The obtained conclusions were tested to 

be true through the implementation results.   

 

Table 2: Measurement of Key-Table Computation Run-

Time 
 

Nucleotides (key length) 
 

Runtime (ms) 

3000 66 

4000 300 

6000 436 

8000 566 

9000 636 

10000 866 

 

 

Table 3: Measurement of Encryption Runtime  

 
Size of Plain-Text Run-time (ns) 

86 KB 6 

100 KB 13 
300KB 36 

1000KB 66 

13000KB 76 

 

Table 4: Measurement of Decryption Runtime 

 

Cipher-text Size  
(KB) 

Run-time (ns) 

86 KB 16 

100 KB 33 

300KB 46 

1000KB 53 

13000KB 66 

 

The sum of all the operations represents the execution 

time of the proposed algorithm. The number of 

operations contains variable as well as constant based 

on input parameters. Based on the approximations from 

complexity theory, the smallest possible class of 

functions is  employed  to  represent  the growing  rate  

of  the  algorithm’s  runtime, for instance, the number of 

operations for 1 + 2n would be O(n) in-terms of 

complexity; if the number of operations is 4 + n + n3, 

then the complexity would be O(n3). The experimental 

results have proved the correctness of the estimated 

complexity. In order to see the progression of the 

runtime, the program was executed at different, 

progressively increasing values of n and m. Figure 3 

depicts graphics of the runtime growing rate for the key 

table computation, encryption and decryption processes. 

The execution time measurements are presented in 

Tables 2 - 4. 

 

 
 

Figure 3: Results of DNA Encryption and DNA 

Decryption 

 

VI CONCLUSION AND FUTURE WORK 

 

Cryptography based security services could be s een in 

many sectors that includes several areas that includes 

digital certificate, banking sectors, image and message 

encryption etc. Certain algorithms such as DES, TDES, 

AES, and RSA are multifarious symmetric and 

asymmetric key cryptography algorithms that exists 

metamorphosis of plaintext into ciphertext. As the next 

level of evaluating the efficiency of the proposed 

algorithms, the following methods will be conferred as 

future work: 

 

 Statistical measurements  

 Key space analysis  
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Abstract—In the present letter, we are designing a co-planar 

waveguide rectangular patch antenna with an area of (Lp×Wp) 

mm2 .This is exciting by using a feed line having the dimensions 

of (Lf×Wf) mm2. An FR-4 substrate occupying the volume of 

(L×W×H) mm3 is used. A ground plane having an area of  

(Lg×Wg) mm2 is designed on the top of the substrate and an 

aperture of (Ls×Ws) mm2 is cut on the ground to improve the 

bandwidth characteristics. The s designing and simulation was 

done by using microwave studio computer simulation technology 

(MS-CST). From the results, it is observed the proposed 

structure is operating at 3.4 GHz (i.e., IEEE 802.16-WiMAX-

worldwide interoperability for microwave access), 5.15 GHz (i.e., 

IEEE 802.11a-WLAN-wireless local area network), 3.1-10.6 GHz 

(UWB-ultra-wideband), and 8-12 GHz (X-band) applications. 

And it is also observed that the proposed antenna exhibits nearly 

Omni directional radiation patterns, return loss (S11) <-10 dB 

and VSWR (voltage standing wave ratio) <2 and gain≤5 dB 

except at the resonant frequency, 6.75 GHz within the UWB 

range. 

Keywords—rectangular patch; microstrip feed line; WiMAX; 

WLAN; UWB; return loss; gain  

I.  INTRODUCTION 

Compared to conventional microwave antennas, patch 

antennas have many merits such as light weight, less cost, 

linear & circular polarization is possible, dual polarization and 

dual frequency antennas will be made possible, compatible 

with MMIC (Microwave Monolithic Integrated Circuits), 

designs, etc. However the serious disadvantages of microstrip 

patch antennas (MPAs) are lower bandwidth (BW) and 

efficiency [1]. These drawbacks can be overcome by 

introducing ultra wideband (UWB) technology. The Federal 

communications Commission (FCC) had assigned an 

unlicensed band of 3.1 to 10.6 GHz for ultra wideband 

communications in Feb. 2002 [2]. The UWB antennas have 

several merits compared to conventional patch antennas such 

as large bandwidth (7.5 GHz), low power consumption (nW), 

high data rate (> 100Mbps), low complexity, low cost, good 

time domain resolution etc. [3]. In [4], an elliptical patch with 

defected ground having step slots was presented to produce 

UWB characteristics. In [5], an L strip antenna having 

inverted shape with coplanar waveguide feed and defective 

ground for UWB applications was proposed. In [6], a 

triangular patch was designed for providing ultra wideband 

communication. In [7], a novel antenna having CPW feed for 

UWB applications was designed. This antenna provides 

constant return loss and low group delay throughout the 

frequency band. In [8], a rectangular monopole with truncated 

ground plane was introduced to operate over a wideband of 

3.1 GHz – 11 GHz frequency range. An elliptical patch 

antenna with co-planar waveguide feed was implemented in 

[9] to provide UWB characterization. In [10],  a monopole 

elliptical antenna which gives minimum ringing and 

dispersion of the pulses in time domain were designed. In 

[11], a UWB octagonal patch with defected ground structure 

was presented. This antenna produces good impedance 

matching characteristics by substituting a matching 

transformer between patch and feed line. In [12], a square 

patch with parasitic structure and pairs of slots wich are 

rotated L shape was presented to enhance the bandwidth 

which includes UWB. In [13], a rectangular antenna which 

produces triple band like WLAN, WiMAX, and UWB 

applications were presented. In [14], a patch which has two 

parallel slots and the antenna became E shaped to produce 

wideband characteristics for wireless communications. In [15], 

a U shaped stub is excited by a feed and rectangular slot in the 

ground was presenting UWB characterization. This paper 

presents a rectangular slot antenna in which a rectangular 

patch is excited by CPW feed line to operate at WiMAX, 

WLAN, UWB and X-band applications. The organization of 

this paper contains introduction, geometrical structure of 
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antenna, results and discussion, Far-field gain patterns, surface 

current distribution and conclusion.     
. 

II. GEOMETRICAL STRUCTURE OF ANTENNA 

The Schematic representation of proposed antenna is 

depicted in Fig.1. This occupies the volume of (Lp×Wp×Tp) 

mm
3
. A ground plane of size Lg×Wg mm

2
 is fabricated on 

FR-4 material having the dimensions of 50×50×1.6 mm
3
.an 

aperture size of 27.1×40.1 mm
2 

is etched on the ground to 

obtain the wider BW. The parametric values of the proposed 

structure are represented in table. I. This antenna is operating 

at various wireless communications that is shown in return 

loss plot.   

 

 
 

Fig. 1. Desired structure of antenna 

TABLE I.  ANTENNA PARAMETRIC DIMENSIONS 

Parametric 

symbol 

Parametric 

Value (mm) 

Parametric 

symbol 

Parametric 

Value (mm) 

L 50 Wf 2.1 

W 50 Tf 0.1 

H 1.6 Lg 50 

Lp 9.4 Wg 50 

Wp 8.2 Tg 0.1 

Tp 0.1 Ws 40.1 

Lf 4.5 Ls 27.1 

 

III. DISCUSSION OF RESULTS 

In our work antenna design software (CST) is used to 

design and simulating antenna. By optimizing the antenna 

parameter values, the required return loss (S11<-10 dB) and 

VSWR (<2) are obtained. Here the S-parameter, S11 

represents the square of the ratio of incident wave to reflected 

wave at the input terminals of antenna. VSWR represents how 

well the load is impedance matched to the source. The 

required MPA is operating in the frequency band of 1.48-

12.34 GHz, in which it operates at 3.4 GHz (WiMAX), 5.15 

GHz (WLAN), 3.1-10.6 GHz (UWB) and 8-12 GHz(X-band) 

frequencies. These resonating frequencies are shown in S-

parameter plot. The antenna provides an absolute bandwidth 

of 10.86 GHz and fractional bandwidth of 157.16%. The 

simulated return loss, VSWR and radiation gain pattern at 

resonant frequency are depicted in Fig. 2.The best value of 

return loss and VSWR occurred at 1.75 GHz are -27.7 dB 

and1.08.The far field gain at resonant frequency 6.75 GHz is 

6.2 dB. 

 

 
(a) 

 

 

(b) 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1008



 

(c) 

Fig. 2. (a) Return Loss parameter (b) VSWR parameter (c) Radiation pattern 

at 6.75GHz 

 

IV. FARFIELD GAIN PATTERNS 

The antenna far-field gain patterns in 3-dimensional (3D) 

and 2-dimensional (2D) H & E plane patterns are represented 

in below fig. 3 at 3.1, 3.4, 4, 5.7 and 10.6 GHz frequencies 

from (a) to (o). From these patterns, we concluded that the 

antenna produces nearly Omni-directional patterns and gain is 

almost less than or equal to 5 dB except at the resonant 

frequency, 6.75 GHz. The far field gain values at different 

frequencies are tabulated in Table II. 

 

 

(a) 

 

(b) 

 

(c) 3.1  

 

(d) 

 

(e) 
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(f) 3.4  

 

(g) 

 

(h) 

 

(i) 4  

 

(j) 

 

 
(k) 

 

(l) 5.7  

 

(m) 
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(n) 

 

(o) 10.6  

Fig. 3. 3D, H-plane and E-plane gain patterns at 3.1,3.4,4,5.7,and 10.6 GHz 

frequencies respectively. 

TABLE II.  TABLE STYLES 

Frequency(GHz) Gain(dB) 

3.1 4.06 

3.4 4.63 

4 4.79 

5.7 5.2 

10.6 4.32 

 

V. SURFACE CURRENT DISTRIBUTION 

The surface current distribution at 3.1, 4, 5.7 and 10.6 GHz 

frequencies are shown in Fig. 4. From these figures the 

distribution of current is maximum at the centre of the patch. 

 

 
(a) 

 

 
(b) 

 

 

(c) 
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(d) 

Fig. 4. Distribution of current at various frequencies (a)3.1 GHz (b)4 GHz 

(c) 5.7 GHz and (d) 10.6 GHz. 

VI. CONCLUSION 

A CPW fed ground slotted rectangular patch antenna was 

designed and simulated by CST. The antenna produces wider 

bandwidth of 1.48-12.34 GHz, which includes WiMAX, 

WLAN, UWB and X-band. This antenna also provides S11=-

27.7 dB, VSWR=1.08 and almost gain≤5 dB except at the 

design frequency, 6.75 GHz. The antenna also exhibits nearly 

omni-directional patterns and also observed the surface current 

distribution at various frequencies. This antenna is meant for 

short range and low gain. The transmit power will be 

increased to increase the range and gain will be increased by 

antenna array. This antenna is suitable for various wireless 

communications. 
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Abstract—Data fusion is the process in which integration of 

multiple data sources produce more consistent, efficient, and 

useful information than that provided by any of the individual 

data source.  The fusion methods can be broadly classified with 

the help of class information. The fusion methods such as serial 

feature fusion, parallel feature fusion and canonical correlation 
analysis (CCA) does not contain any class information. That is, 

they are unsupervised fusion methods. The methods such as 

cluster CCA, Generalized Multiview Analysis, Linear 

Discriminant Analysis, Multiview Discriminant Analysis, 

Discriminative Multiple CCA, Locality Preserving CCA 
(LPCCA), BGLPCCA, MGLPCCA contain class information.  

Applications of each fusion methods are also taken into 

consideration. 

Keywords—Fusion; CCA; Supervised; Locality Preserving; 

Discriminant Analysis. 

I.  INTRODUCTION  

Real world comprises of huge amount of information. 

Information can be a text, image, video, audio and so on[1]. 

This information is obtained from multiple sources and 

through various acquisition techniques. It is also known as 

multi modal information. The importance of this type of 

information is growing expeditiously. Thus, information 

fusion is becoming significant research topics in pattern 

recognition, deep learning [2], biometric authentication, real 

time human action recognition [3][4], behavior recognition [5] 

etc. 

 

The data obtained from single source can undergo various 

issues such as noise, unacceptable error rates, occlusions, 

variations in light conditions and so on. Several attempts were 

made to improve the performance of systems which capture 

data from only single source, but they were not so effective 

due to the problems listed above. Here comes the idea of 

information fusion, fusing data from different sources and 

improve the quality of extracted knowledge. The interpretation 

and integration of two or more information are very important 

for the effective usage of data in various applications. 

Information fusion is mainly used in three concepts [6]:  

 

i. Preprocessing: Quality of the raw data is increased 

before data mining tasks are applied using 

information fusion in this step. This is referred to as 

data cleaning. 

ii. Model Building: Information fusion is applied to data 

for building model. It is used in two ways either to 

define a model or to combine several data models. 

iii. Information Extraction: To build summaries or 

conclusions from the original raw data, to reduce 

number and dimensionality of records. 

 

Information fusion is considered as the natural integration of 

multiple sources, features extracted, and the decision thus 

formed.  Information fusion is widely applicable in human 

action recognition too. Since, it is inefficient or insufficient to 

characterize various motions of a person. This invariance [7] 

is due to the variability of same actions by same or different 

person, and due to the variability of different actions by same 

or different person. Information fusion thus combines different 

feature vectors to provide efficient results [8]. 

 

In multimodal information fusion we are using data collected 

from different and variety of sources, these are helpful to 

improve the classification or recognition accuracy. This 

multimodal information has the capability to provide complete 

and effective description of specific pattern with intrinsic 

characteristics.  Fig.1. shows the fusion process. 

 

 

 
 

Fig. 1. Fusion Process 

The major challenging task in this type of information fusion 

is the finding of effective method for the task. This method 

should provide high performance and efficient results. This 
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survey focuses and discusses on different fusion techniques 

and their applications in real life. 

 

The rest of this paper is organized as follows. Section 2 briefly 

provides an overview of the fusion techniques which also 

explains different supervised and unsupervised fusion 

techniques. Section 3 compares different fusion techniques. 

Section 4 concludes the paper with future scopes. 

II. FUSION TECHNIQUES 

Information fusion is comprised of discriminative feature 

selection, identification of redundant features and their 

elimination, preserve information and computational 

complexity. Information fusion techniques can be broadly 

classified into supervised and unsupervised fusion techniques. 

Information collected from multiple sources are then given to 

the efficient fusion techniques which are capable of making 

effective use of those information and brings upon more 

accurate results. A faulty or poorly designed multimodal 

system could degrade the whole performance of the system 

and bring upon negative impact. 

 
Fig. 2. Overview of Fusion Techniques 

Fig. 2. shows how fusion techniques are divided based on their 
prior knowledge and all. Fusion techniques can be broadly 

classified into supervised and unsupervised fusion techniques 
based on the predefined class information. Supervised fusion 

techniques are those techniques in which predefined class 
labels are given and training is done on behalf of that. The 

supervised fusion techniques are then classified into GMA, 

Cluster CCA, DA, and GLPCCA. While unsupervised 
techniques are those techniques which do not have any 

predefined training set and these techniques are classified into 
Serial fusion, Parallel fusion and CCA. 

A. Unsupervised Fusion Techniques 

This section discusses about various unsupervised fusion 

techniques and how it is useful for producing efficient results 

and their applications in real world. Unsupervised fusion 

techniques produce results without making use of any training 

sets. 

Serial Fusion [9] is considered as a type of incremental fusion, 

since it is a method of combining observations from one 

source to the other sources. In other words, serial fusion can 

be considered as an information fusion model between two 

sources. This kind of fusion combines two or more sets of 

features into a union vector. There exists two feature sets 

namely, X and Y. Feature set X has m dimensions and Y has n 

dimensions. Serial fusion will provide a (m+n) - dimensional 

feature vector. 

 

In Parallel Fusion, we use a fixed set of sources where all 

observations from sources are drawn to a central fusion center. 

It is generally used in reliable information from multiple 

sources, but their type should be the same or the data should 

be of equal status. And the solution to this problem is zero 

padding the lower dimensionality to have same size Parallel 

fusion model produces better results than the serial fusion 

model [9]. It produces a complex vector rather than a union 

vector after combining feature sets. 

 

Canonical Correlation Analysis (CCA)  [10], is a type of 

technique which is used to find a common shared space 

between two sets. This common shared space maximizes the 

correlation between the feature samples from two sets. CCA is 

considered as a version of PCA with multiview.  Two views 

with additive noise related to a hidden class is given, CCA 

possess a subspace where covariance of noise is directly 

proportional to the signal covariance. CCA is a multivariate 

technique which is one of the least frequently used. But is a 

useful strategy when there are continuous variables for 

estimating the strength of relationship between two or more 

dependent and independent variables. 

TABLE I.  UNSUPERVISED TECHNIQUES 

Technique  Application Description 
 
 
Serial Fusion 

Collaborative Signal Detection Uses sequential probability ratio test (SPRT) 
Personal identity verification  Fusion between fingerprint and face matchers  

Arrhythmia Classification Fusion of SVM and logistic regressions 

Iris Recognition  Incremental approach which optimizes the time complexity  

Liver diseases classification  Uses a two-level serial feature fusion procedure 

 
 

 
 
Parallel Fusion 

Collaborative Signal Detection Uses tree-based aggregation scheme  

Channel aware decision fusion in wireless sensor 
networks 

Incorporates fading channel layer  

3D shape-based face recognition Use combination rules such as consensus voting, rank-sum, nonlinear 

rank-sum and highest-rank majority rule. 

 Membrane Protein Subcellular Localization Represents the protein sample in complex space. 
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Prediction 

Fusion in distributed sensors  Uses a multiple level parallel decision fusion model 

Kalman Filter Two-layer fusion structure 
 

 
 
 

 
  CCA 

Intelligence and Executive Functioning  Used to found out that the executive functioning measures maintain 

unique variance with the intelligence. 

Remove Muscle High performance than a low-pass filter. 

Artifacts from the Electroencephalogram  MANOVA procedure utilized for canonical analysis 

Tourism Industry  n use a steady-state visual evoked potential 
Brain-Computer Interface  (SSVEP) in brain-computer interface (BCI) systems. 

Climate Prediction  By highlighting the spatial patterns of predictor or predictand.  

Fast Active Appearance Model Search Efficient in modelling the dependency between model parameters and 

texture residuals. 

 

B. Supervised Fusion Techniques 

This section discusses about various supervised fusion 

techniques and how it is useful for producing efficient results 

and their applications in real world. Supervised fusion 

techniques are those techniques which have predefined class 

information for predicting future labels or for further 

processing. 

 

Generalized Multiview Analysis (GMA)  is a fusion technique 

which helps in cross modal or cross view classification and 

retrieval. It can be generalized to further unseen classes and 

bears an efficient solution which is based on Eigen value. It is 

also applicable in multiple domains. It is an extension of CCA 

[11]. Kernel GMA maps to a non-linear space then carries out 

GMA which helps in obtaining projection directions vi for the 

i
th

 view. This is considered as the first step towards multiview 

feature extraction and a superior alternative for CCA. It leads 

to a discriminant common subspace. It only considers intra-

view discriminant information but not inter-view discriminant 

information. And also, an extension of Fisher Discriminant 

Analysis when it is applied to cross-view matching.  

 

Cluster Canonical Correlation Analysis (Cluster CCA)  is used 

in two sets of data points for joint dimensionality reduction 

[12]. It also helps to find discriminant low dimensional 

representations that could maximize the correlation between 

two sets. Meanwhile, it segregates the data sets into different 

classes. Kernel cluster CCA is an extension of cluster CCA 

which takes into account the nonlinear relationships between 

the data sets. 

 

Discriminant Analysis (DA)  is used in classifying objects into 

two or more mutually exclusive and exhaustive categories 

[13]. Discriminant analysis can be broadly classified into 

Linear Discriminant Analysis (LDA) and Multiview 

Discriminant Analysis (MvDA). LDA is a supervised data 

dimensionality reduction fusion technique [14]. It considers 

the relationships between the various training images and their 

relationship to the training set as a whole; not plainly use the 

training set to find the basis vector. The very first stage of the 

LDA is the labelling of the training data set, which in turn 

specifies that all images of a single specimen is in the same 

class and images of different specimen are in the different 

classes of the training set. The next stage is the cluster 

separation analysis which uses separation matrix. LDA 

method makes it easier to distinguish the classes into various 

clusters by minimizing within-class correlation and 

maximizing between-class separation.  

 

Discriminative Multiple Canonical Correlation Analysis 

(DMCCA) is used for information analysis for multimodal and 

fusion [15]. And is responsible for the extraction of high 

discriminant characteristics of multimodal information 

representations. It also finds feature set that could maximize 

within-class correlation and minimize between-class 

correlation which in turn can bring upon better utilization of 

the multimodal information. To bring discriminability, 

DMCCA uses all features; to bring cross -view correlation, 

uses all observations from different feature sets; It uses 

smaller set of parameters. It helps in revealing the 

complementary representations and the intrinsic structure from 

different modalities to improvise the recognition task. 

Different patterns are represented among identified multiple 

feature subsets by minimizing the Frobenius norm [16]. 

 

 Globality Locality Preserving CCA (GLPCCA)  is a fusion 

technique which preserves both local and global structures 

during establishing the correspondences. It improves the 

discriminative power of the features. Locality Preserving 

CCA(LPCCA) is used to capture the local structure of given 

data samples but not the global structure and preserves the 

local structure in the new found out learned space. GLPCCA 

is a modifies version of CCA to include both local and global 

structure details [17]. The GLPCCA technique can be 

classified into Biset GLPCCA (BGLPCCA) and Multiset 

GLPCCA (MGLPCCA). BGLPCCA is fusion technique 

which deals with learning the common feature subspace 

between two sets. MGLPCCA deals with three or more sets 

for fusing [18].   

 

TABLE II.  SUPERVISED TECHNIQUES 

  
Technique  Application Description 

 Face Recognition multiple posture images of person are used to 
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                     GMA 

learn pairs of pose-specific projection 
directions. 

Text-Image Retrieval Semantic Correlation Matching (SCM) with a 
linear kernel is used. 

Facial Expression Recognition Uses a Discriminative Shared Gaussian Process 

 
Cluster CCA 

Cross-Modal retrieval Brings high correlation between text and image 

Energy Calculation reproduces high accuracy configuration-
interaction correlation energies 

 

 
DMCCA 

Handwritten Digit Recognition Applicable for postal mail sorting, bank check 

processing, form data entry etc. 

Audio-based Emotion Recognition By fusing prosodic features, MFCC features, 
formant frequency features. 

Visual-based Emotion Recognition  Gabor wavelet features are used to represent 
visual information 

LDA Analysis of facial images Allows objective evaluation of the significance 
of visual information in different parts of the 

face for identifying 
the human subject. 

MvDA Face recognition across pose Performance improvement by employing more 
discriminant information in both inter-view and 
intra-view variations. 

GLPCCA Human action recognition Fuse depth and RGB modalities 

 

III. COMPARISON 

TABLE III.  COMPARISON TABLE OF FUSION TECHNIQUES 

 
Techniques Advantages Disadvantages 

Serial Fusion Fusion model between two sources Used for fusing from two sources only 

Parallel Fusion Applicable to reliability information from different 
sources while the type same 

 Data needed have been obtained or data of equal 
status 

CCA Multiple dependent and independent variables. 

 

Lacks class information 

LDA  Supervised data dimensionality reduction  Homogeneity of variance 

GMA Helpful in cross view application & retrieval Impossible to compute within-class variations with 
single sample per class. 

cluster CCA non-linear relationships between two sets correlation between same classes 

MvDA  Even applied to classes not presented in training 
set  

Cannot be used when there is insufficient data to 
define sample means 

DMCCA Cross-view correlation is obtained from all 
observations from different feature sets 

Can be used only with a much smaller set of 
parameters 

GLPCCA Improves the discriminative power of features Difficult to form the projection matrices 

 

Table III is a summary of the performance of fusion 

techniques discussed so far. The table describes about the 

advantages and disadvantages of each fusion techniques. 

 

IV. CONCLUSION 

In this survey, we have surveyed about different fusion 

techniques which could bring more efficient results. We have 

analyzed different fusion techniques and classified them into 

two dimensions: supervised fusion techniques and 

unsupervised fusion techniques. The fusion techniques are 

used to reduce the size of feature set to be given for further 

processing. Supervised fusion techniques are used nowadays 

since it increases the chances for better results. The most 

recent supervised fusion technique is the Biset or Multiset 

Globality Locality Preserving Canonical Correlation Analysis 

(BGLPCCA or MGLPCCA) which preserves both the local 

and global information of the data samples. Even though, they 

are very much useful for wide sector of fields they have 

drawback too. they got a complex problem in forming the 

projection matrices. Future works of fusion techniques could 

be aimed at optimizing this problem of forming projection 

matrices. 
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Abstract- The aim of this project is to make a low cost, multi-modal 

control and an easy to operate a smart wheelchair. To meet the user-

specific needs we have implemented a prototype for a smart wheelchair 

having two major features: (1) Android based application which 

includes touch-enabled buttons, gesture recognition, voice recognition, 

and (2) Remote OS installation mechanism. The proposed system is 

capable of obstacle detection with object detection using Ultrasonic 

Sensor with real-time object distance, and slope detection using three-

axis accelerometer. The accuracy of our system is 91.58% for slope 

detection as calculated by the 3-axis accelerometer on a variety of 

slopes and 85.85% for obstacle detection for a variety of obstacles as 

detected by the ultrasonic sensor. Also, it can send an SOS message 

which is a notable feature of this project. All these features are 

controlled wirelessly using Bluetooth on an Android-based application.  

Keywords: Smart Wheelchair, Low-cost, Android 

Application, Wireless controlled, Remote Firmware Update, 

Slope detection, Obstacle Detection. 

I. INTRODUCTION 

According to Census 2011, the disabled population by type of 

disability in India is found to be significant in the case of 

movement or locomotive disability. Going by the numbers the 

movement type disabled population is found to be the highest 

with 5,436,604 people out of a total 26,810,557 disabled in all, 

which is approximately around 20.  

Although the ongoing improvements in science and technology 

have changed the way a typical individual carries on with his 

life, there are a certain group of individuals who have not yet 

been able to gain an advantage from this advancement. 

Specifically, impaired individuals that have restricted versatility 

are not able to do things which a fully functional human 

(physically) can do. A smart wheelchair aims to help those 

incapacitated and physically disabled people by empowering 

them with portability which would incredibly encourage them to 

do various things and flourish in life. We have aimed to solve 

this problem based on the Census 2011’s report which suggests 

that the highest number of disabled populations by type is 

“Locomotive Disabled.” 

There are no sources in the current document. 

Specific mention of the following was made in the definition for 

Census 2011: 

Paralytic persons 

- Those who crawl 

- Those who can walk with the help of an aid 

- Have acute and permanent problems of joints/muscles 

- Have difficulty in balancing and coordinating body 

movement 

- Have loss of sensation in the body due to paralysis, 

Leprosy, etc. 

 
Table I. Disabled Population by Type of Disability in India (2011) 

 

Thus, significant research has been carried out so far for the 

development of a smart wheelchair, which ultimately aimed at 

packing maximum features on their proposed model, but not 

many could achieve this and finally restricted their scope. We 

aim not to eliminate this trade-off but to minimize it in the 

maximum possible way. This means packing maximum features 

at a low cost is the aim of this project.  

II. SYSTEM OVERVIEW 

The smart wheelchair is capable of obstacle detection with the 

Ultrasonic sensor. Also, slope detection using three-axis 

accelerometer, along with this facility of sending an SOS 

message is a notable feature of this project. All these features are 

controlled wirelessly using Bluetooth on an Android-based app 

and aim at providing these features at an affordable price. 

Following Fig. 1 shows the overall system architecture.  

 

Fig. 1 System Overview Diagram 

As per the above diagram, the system is powered by Atmega 

32A microcontroller which is controlled through an android 

application (Swheel). The two important sensors viz. Ultrasonic 

Sensor for Object Detection and Three-axis Accelerometer for 

slope detection are also connected to the microcontroller. For the 

physical locomotion two motors, each of 150rpm is connected 

through its respective motor driver to the microcontroller. The 

input power requirement for the motors to operate is 12V which 

is further stepped down to 5V to power the microcontroller. 
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There is also a provision to connect a USB programmer which 

meets the Remote Firmware Installation feature. 

III. FUNCTIONAL OVERVIEW 

A. Multimodal Input: It refers to the provision of multiple modes 

to operate the wheelchair through an android application viz. 

Touch-enabled buttons, Gesture recognition using an 

accelerometer and, Voice recognition.  

B. Obstacle Detection: Obstacle detection is done using the 

Ultrasonic Sensor where the motion will be suspended for some 

time until the pathway is clear. This feature has a high priority 

because it accounts for the user’s safety. 

C. Slope Detection: Slope detection is done using the 3-axis 

accelerometer. If any slope detected which is more than the 

defined threshold then the motion of the wheelchair will be 

stopped and an SOS message along with the user’s location will 

be sent to the emergency contacts. This feature has a medium-

to-high priority because of the threshold calculation. 

D. SOS Message Support: SOS message support is provided 

using the android app. The user can send an emergency message 

along with the current location to the emergency contacts. This 

feature has medium priority owing to circumstances which 

“may” occur. Its usage will be limited. 

E. Remote Firmware Update: Firmware updates of the 

wheelchair will be provided using a web app where the user can 

download the latest burnable firmware file. This file must be 

burnt using an executable burner software called “Swheel 

Burner” to transfer the latest released code to the wheelchair. 

IV. OPERATIONAL DETAILS 

We have used Atmel Studio for programming of the 

ATmega32A and Android Studio for the mobile application. The 

PCB and circuit diagram are designed using EasyEDA and 

Proteus. The Gerber format specification file created is then used 

to print the PCB which is mounted atop of the chassis. The 

circuit diagram given below represents the interconnections 

between all the circuit components required for the wheelchair. 

This is the primary circuit of our hardware unit which justifies 

all the necessary components and connections required.   

 

Fig 2. PCB Design 

 

Fig 3. Circuit Diagram 

A. Bluetooth Connectivity:  The Bluetooth adaptor for the 

Android phone is checked. If found, the client class makes a 

socket with the Mac address of the device. the data transfer is 

done using the send receive class where a buffer is used to store 

the sent MPC as shown in Table II. We are using the USART 

module for Bluetooth connectivity. USART is used for 

communication between ATmega32A and HC-05 which is in 

turn connected to Android phone. We are enabling receiving and 

transmitting module in USART. Also, interrupt receiving is 

enabled. 

Table II. Message Passing Codes 

 

B. Manual Input:  Five buttons are given for manual input as 

follows- Left, Right, Forward, Backward and Stop. After 

selecting one button the related MPC as shown in Table II will 

be sent from Android to HC-05. HC-05 will transfer these codes 

to microcontroller ATmega32A using use USART module 

interrupt receiving. At the receiving end, the microcontroller will 

take those codes and according to the specified functionality, the 

movement of the chair will be deciphered. 

C. Gesture Input:  The readings from the inbuilt accelerometer 

are used to decide the gesture which is given by the user. It 

depends on the x, y, and z-axis at which the mobile is held. For 

example, IF (x less than equal to -4 and x less than equal to 4) 

and (y greater than equal to -9 and y less than equal to -2) and (z 
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greater than equal to and z less than equal to 10) is satisfied then 

FORWARD motion is enabled. The related MPC as shown in 

Table II will be sent from Android to HC-05. HC-05 will transfer 

these codes to microcontroller ATmega32A using use USART 

module interrupt receiving. At the receiving end, the 

microcontroller will take those codes and according to the 

specified functionality, the movement of the chair will be 

deciphered. 

D. Voice Input:  Using the Android TexttoSpeech and 

RecognizerIntent libraries the voice control module is 

implemented. The TexttoSpeech object the default language 

which the user is using on his/her phone. The input will be given 

in the same language itself. However, we have targeted only the 

Indian disabled community so English, Hindi, and Marathi will 

be preferable. After the input is given using the Google text to 

speech window, the result is displayed on the user’s screen. The 

RecognizerIntent object is used to read out the input command 

from the screen. The related MPC as shown in Table II will be 

sent from Android to HC-05. HC-05 will transfer these codes to 

microcontroller ATmega32A using USART module interrupt 

receiving. At the receiving end, the microcontroller will take 

those codes and according to the specified functionality, the 

movement of the chair will be deciphered. 

E. Obstacle Detection: Ultrasonic sensor is being used for 

obstacle detection. The trigger in the ultrasonic sensor is used for 

transmitting ultrasonic sound is activated for 15µs. After that, 

the microcontroller will wait for the Echo of that sound. Based 

on the time required for receiving the echo we will estimate the 

distance of the nearest object. If the obstacle is not within a safe 

distance to the user, then the MPC as shown in Table II for 

obstacle detection will be sent to the Android phone. 

F. Slope Detection: ATmega32A is connected to ADXL345 for 

slope detection. ADXL345 uses TWO WIRE INTERFACE for 

communication with ATmega32A. Three-axis values will be 

determined by the accelerometer module. These values will be 

used for slope calculation for the wheelchair. If the slope is safe, 

then the corresponding MPC as shown in Table II will be sent to 

the Android phone. If not, the motion of the wheelchair will be 

halted, and the call and SOS message feature will be activated.  

G. SOS Message and Call:  The telephony library in Android is 

used for SOS call and message. First, the SMSmanager object is 

created and then the permission for allowing the application to 

make call and SMS for allowing the application to make calls 

and SMS is checked. If allowed, the default SMS is sent to the 

entered phone number. Similarly, to make a call, action call 

intent is called. 

H. Remote Firmware update: Using this functionality 

developers can release firmware updates for the wheelchair. 

Following are the steps to be followed: 

Step 1: As shown in Fig. 4 user need to open our web app. 

Step 2: Click on Download Update Button. 

Step 3: Connect the wheelchair to the PC using a USB cable 

provided along with the kit. 

 

 

 

Fig 4. Web app for downloading the latest firmware. 

 

Step 4: As shown in Fig 5. Open the Swheel Burner Application 

provided along with the kit and select the downloaded file from 

the file picker. 

 

Fig 5. Swheel Burner for burning the firmware. 

 

Step 4: Click Verify and then Burn. 

In this way, new firmware can be installed on the wheelchair. 

 

V. COST 

It would cost ₹2,500 for developing the system (Kit). In addition 

to it, wheelchair cost would vary as per the user requirement. 

Following table describes the cost of the components required in 

building up this system. 

Table III.  Cost 

 

VI. RESULTS AND DISCUSSIONS 

The following Fig 6 shows the snapshot of our Android 

application along with the snapshot of the prototype. 
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Fig 6. Application and Prototype snapshots 

The system was tested for Slope Detection and Obstacle 

Detection for over 100+ values. The following Table IV 

illustrates the observed versus the calculated readings obtained 

by the accelerometer for slope detection. 

Table IV. Accelerometer data values 

 

The above Table IV illustrates the value returned by the 3-Axis 

Accelerometer, which is used to calculate the angle of the chair 

with the surface on which it is rested i.e. the slope. This is 

calculated using the following formula: 

𝜽 =  𝐭𝐚𝐧−𝟏 (
𝑿

√𝒀𝟐 + 𝒁𝟐
) 

For example, if the Accelerometer returns the X, Y and Z co-

ordinates as say, X = 392, Y = 44, Z = -828 then,  

𝜃 =  tan−1 (
392

√442 + (−828)2
) 

=  tan−1 (
392

√1936 +  685584
) 

=  tan−1 (
392

√687520
) 

=  tan−1 (
392

829.168
) 

=  tan−1(0.4728) 

𝜃 = 25.30° 

Thus, the calculated values of the angle are verified with the 

observed value. The observed values of the slope are calculated 

using Plum Bob method. Thus, testing the prototype for over 

more than 50 test cases on a variety of surfaces, we have 

achieved an accuracy of 91.58 %. 

 

 

Fig 7. Calculated Values against the Observed value of the angle of Slope 

The following Table V illustrates the observed versus the 

calculated readings obtained by the Ultrasonic Sensor for 

obstacle detection. 

Table V. Ultrasonic sensor data values 

 

The above Table V illustrates the value returned by the 

Ultrasonic Sensor, which is used to calculate the distance of an 

object in front of its line of action. This is calculated as follows: 

Speed of sound = 340 m/sec 
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1

𝑆𝑝𝑒𝑒𝑑 𝑜𝑓 𝑠𝑜𝑢𝑛𝑑
=

29.412𝜇𝑠

𝑐𝑚
 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  (
𝑇𝑖𝑚𝑒 × 𝑆𝑝𝑒𝑒𝑑 𝑜𝑓 𝑠𝑜𝑢𝑛𝑑

2
) 

… The denominator is 2 because sound travels back and forth. 

∴   

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  (
𝑇𝑖𝑚𝑒 

2 × 29.412
) 

𝐶𝑒𝑛𝑡𝑖𝑚𝑒𝑡𝑒𝑟𝑠 =  
(𝑚𝑖𝑐𝑟𝑜𝑠𝑒𝑐𝑜𝑛𝑑 2⁄ )

29
 

𝐶𝑒𝑛𝑡𝑖𝑚𝑒𝑡𝑒𝑟𝑠 =  
(𝑚𝑖𝑐𝑟𝑜𝑠𝑒𝑐𝑜𝑛𝑑)

58
 

Thus, Time is returned by the sensor as output, 

𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆 =  
𝒑𝒖𝒍𝒔𝒆

𝟓𝟖
 

The distance obtained is rounded off to the nearest lowest 

integer. 

For example, if the ultrasonic sensor returns a pulse value say 

274 then, 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  
274

58
= 4.724 ≈ 4𝑐𝑚𝑠 

Thus, the calculated values of the distance are verified with the 

observed value. The observed values of the distance are 

calculated manually using a metric scale. Thus, testing the 

prototype for over more than 50 test cases on a variety of objects, 

we have achieved an accuracy of 85.85 %. 

 

Fig 8. Calculated Values against the Observed value of the distance of the 
obstacle. 

With all these results, the responses on the slope are observed 

carefully by testing on different slope angles. The Overall 

accuracy of this system is also compared with the accuracy 

calculated in the referred base paper titled” Low-cost Smart 

Electric Wheelchair with Destination Mapping and Intelligent 

Control Features [1]. The accuracy achieved in this publication 

is 76% for a 20-degree slope and 96% for the horizontal surface. 

Whereas our system has achieved an accuracy of 91.58% for a 

variety of slopes and horizontal surfaces ranging from as low as 

20 degrees to as high as 86 degrees. 

Table VI. Results 

 

 

VII. CONCLUSION 

In this paper, we have constructed a model of a smart wheelchair 

which is controlled using an Android phone offering touch, 

voice control, and gesture-based input modes. Different types of 

safety measures such as slope detection, real-time distance-

based obstacle detection, SOS message, and call are successfully 

assimilated. Also, a feature for remote OS installation/update is 

also provided. Everything aforesaid is done in consideration to 

attain a low cost of the wheelchair. 

The accuracy of our system is 91.58% for slope detection as 

calculated by the 3-axis accelerometer on a variety of slopes and 

85.85% for obstacle detection for a variety of obstacles as 

detected by the ultrasonic sensor. The accuracy of slope 

detection may decrease on a bumpy surface. Overall, the 

accuracy can be increased by doing 3D surrounding mapping 

and by GPS outdoor navigation which is a part of the future 

work. 

We have therefore successfully targeted disabled population 

which accounts for up to 20 percent of the total disabled 

population in India. Finally, the developed prototype ensures to 

provide a low-cost, smart and wireless alternative to help the 

physically challenged, which has a tremendous impact on 

society. 

Greater improvement and feature increments can be made to 

upgrade client experience and reliability, for instance, by 

incorporating with EEG signal or EOG signal, finger gesture, 3D 

surrounding mapping, and so on. GPS module can also be 

included for tracking and outdoor path navigation. The range for 

obstacle detection can be improved by incorporating the 

SONAR sensor. 
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Abstract: Home automation is a very important part of “The 
Internet of Things” popularly called as IoT. IoT provides a 
solution for seamless control over all the appliances at home. 
Home automation exists since many decades for controlling 
basic equipments of home like the lights and simple appliances. 
Present Technology expects the world to be interconnected 
with a touch of fingerprints or simple voice commands. The 
aim of it is to design and construct a home automation system 
which will switch on or off any household devices that are 
connected to it, using microcontroller, mobile or Alexa with the 
help of Wi-Fi. It is socially relevant and its implementation is 
cost effective. In our project controlling of appliances or 
equipment is through Alexa or mobile. We have also included 
an important aspect that is home security by making 
provisions for door (open and close), movement, fire and gas 
leak detection. The controllers used here are Node MCU and 
Arduino mini for automation and security respectively. We are 
using solar panels as the source of power for the equipments. It 
has a charging unit and a smart power management unit. 

 

Keywords: Microcontroller, Alexa, Arduino mini, Node MCU, 
Solar panels 

 

I.   INTRODUCTION 

In the 21st Century of Computer age, many tasks 
are automated. Automation makes every task easier, safer, 
faster, and cost effective covering a variety of technological 
capabilities which can be easily installed in our home. It 
includes controlling the home remotely through a computer 
or phone by programming the gadgets so that they respond 
to the variable conditions. All the appliances at home can be 
centralized too.  This new features of home automation not 
only makes it efficient and easier to operate, but also help in 
maintaining well. Device can be activity monitored which 
gives us live updates about the action to be taken. For 
example, a monitoring furnace reminds us about the 
cleaning to be done, AC reporting about changing the filters. 
A lot of countries around the world are using fossil fuels to 
generate electricity. They are depleting resources and also 
cause a lot of pollution to the environment. Although it is 
cheap to use fossil fuels to now, it will eventually cost a lot 
when the world’s fossil fuel starts depleting. That is why 
more studies and researches have to be done on renewable 
energy such as solar energy, wind energy, and more as they 
will be the best source of energy when fossil fuel are 
depleted. 

We in our project are introducing a smart power 
management system; the solar energy is harvested and used 
to supply power to carry out the automation and security of 
the home. We are calling it smart power system because it 
can switch between solar power and main power based on 
the availability of the harvested power. The paper 
demonstrates the complete home automation which is IoT 
based. Section 2 discusses the overview of the home 
automation system, section 3 discusses the complete 
description of the system used to have a home automation 
system with security. Section 4 and 5 discusses the BLYNK 
and ALEXA app and their usage in IoT communication and 
voice controlling respectively. Section 6 discusses the 
validation of the complete system.  

 

II.   OVERVIEW OF THE SYSTEM 

In this home automation system, the commands are 
given through either Alexa or mobile to the Node MCU 
controller. It is processed in the controller and relayed thus 
the appliances are controlled. If the person who wants to 
operate is inside the house then he can use Alexa to give 
commands, if the person is somewhere else he can control 
the appliances through mobile phone using the Alexa app. 

The home security is taken care with the help of 
various sensors like door sensor, PIR sensor, gas sensor, fire 
sensor and glass break sensor (vibration sensor) to detect 
open/close of the door, movement, gas leak, fire and glass 
break respectively [1]. The sensed data is given to the 
Arduino and a signaling message is sent to the mobile 
through the GSM module. To provide power to all these 
devices we are implementing a smart power management 
system. The power from the solar panel is given to the 
charging unit which consists of a regulator to regulate the 
voltage level and an indicator which indicates the battery 
level. The status of the battery level, duration of the battery 
and the consumption of power will be given to the user. If 
the battery level that is the stored solar power is getting 
exhausted then the devices will be powered by the main 
power. Thus switching between the main power and the 
solar power will take place.  

III.   BLOCK DIAGRAM OF THE ENTIRE SYSTEM 

The controller receives command from the Alexa 
or mobile and relays it to the respective device and thus 
operates it [2,3]. Also the sensors collect data and send it to 
the controller which is sent to the mobile as an alert 
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message. The power supply to perform automation and 
security is given by the harvested solar power. It is a smart 
power system which switches between solar power and 
main power based on the availability of the solar power [4]. 

 

 
Fig.1: Block diagram of home automation and security system 

 

The solar panel used here gives an output of 
21v,30w since the battery used here is of 12v we cannot 
directly use the 21v output therefore the output is given to 
the solar charge controller to step down the voltage and 
making it suitable to use [5]. 

 

 
 

Fig.2: Block diagram of solar power harvesting 

 

The voltage sensor and the battery is parallelly 
connected to the inverter.The voltage and current are read 
by the arduino through the voltage sensor and current sensor 
as they are connected to the respective pins in the arduino. 
The readings are displayed in the BYLNK app to the user. 
This solar panel provides a back up power for 6 hours. 

 
 

Fig.3: Block diagram of home automation system 

 

 
 

Fig.4: Block diagram of home security system 

 

IV.   BYLNK APP 

The Blynk app is designed for the IoT. This app can control 
hardware components remotely, it can also display the 
sensor data, store it and visualize it. Here the components 
will communicate with each other to build a fully 
functional IoT application that can be controlled from 
anywhere through a preconfigured connectivity type. 
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Fig.5: Preview of Blynk App 

 

We can control our hardware from the Blynk app 
running on our mobile device through the Blynk Cloud or 
Blynk's personal server. It will work the same in the 
opposite direction by sending rows of processed data from 
hardware to your Blynk app. This app has a send on release 
option, that is, when you move joystick widget, commands 
are streamed to the hardware, and during a single joystick 
move you can send dozens of commands. There are use-
cases where it’s needed, however creating such a load may 
lead to hardware overload and reset. Send On Release is a 
recommended setting for majority of applications. 

 

There are different types of widgets that control the 
app. Widgets are interface modules. Each of them performs 
a specific input/ output function when communicating with 
the hardware. 

The types of Widgets are: 

•   Controllers - used to send commands that control your 
hardware 

•   Displays - used for data visualization from sensors and 
other sources 

•   Notifications - send messages and notifications; 

•   Interface - widgets to perform certain GUI functions 

 

V.   ALEXA APP 

In this proposed work on home automation, 
ALEXA palys a major role by giving commands through 
alexa to control the devices when the user is at home. 
When the user is not at home then with the help of alexa 
app he can give commands to control the devices. Smart 
speakers are like gateway devices helping in easy 
controlling of the smart home.  

 

 
Fig.6: Preview of Alexa App 

 

 It gets easier to set up single command groups 
which can help in controlling multiple lights, plugs and 
many other devices. Hence, a single command is sufficient 
to control everything at a time. We can add different devices 
and rename the devices accordingly. 

 

VI.   RESULTS AND DISCUSSIONS 

The main aim of the project is to design a system in such 
a way that by using solar energy we had to control all the 
devices and we could successfully harvest power from the 
solar panels which gives us a backup power up to 6 hours as 
shown in Fig.7 and Fig.8.  

 
Fig.7: Complete Set-Up of the Project 

 
Fig.8: Set-Up of Power Harvesting 

 

We could control the devices at home through 
alexa and through alexa app and thus we could implement 
home automation successfully. Refer to Fig.9. 
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Fig.9: Set-Up of Home Automation 

 

As shown in the Fig.10, the last part of our project 
is home security where we have deployed all the necessary 
sensors for various purposes like smoke and flame detection, 
unusual movement detection, and door and glass break 
detection. And if there any senses of violation we were 
successfully able to get messages through GSM module to 
the mobile phone through an app called BLYNK. 

 

 
Fig.8: Set-Up of Home Security 

VII.   CONCLUSION AND FUTURE WORK 

Future homes will be capable of offering almost all 
required services, for example, communication, energy, 
medical, utility and entertainment. The dream is future in 
where the data will be communicated between humans and 
devices without depending on a manual input of individual 
bytes. Computers can automatically mine data from the 
database that use the commanded data in changing aspects 
of home environment.  

 In future the healthcare service providers will 
definitely consider automation for effective way to provide 
remote healthcare services; mainly helping elderly and 
disabled. As technologies continue to advance, home 
automation will be a trending technology.  
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ABSTRACT: A low profile antenna for 

wearable applications is presented. Due to the 

miniature and low profile compact and 

flexible property of the antenna, it is well 

suited for Wearable applications. Moreover, 

.the antenna is completely embedded in a. jean 

material which is used as a substrate. The 

substrate chosen gives a good robust against 

external disturbances and also a good 

flexibility. .A circular antenna with 

symmetrical slots has been built in HFSS and 

characterized. It is seen .that introducing. slots 

in the circular patch. antenna enhances the 

gain. In .this paper, the antenna is analyzed 

for parameters like, bandwidth, VSWR, 

return loss, gain, impedance matching. The 

gain of the wearable antenna is 5.8101. The 

return loss and VSWR are -21dB and 1.1809 

respectively. 

 

Keywords: Symmetric slots, wearable antenna, HFSS, 

low profile. 

 

I. INTRODUCTION 

Microstrip antenna in circular shape are 

highly recommended antennas for wideband and 

it is becoming popular with portable devices. It is 

very easy to manufacture, low cost, low volume. 

These reasons make the antenna very feasible to 

be used in wearable applications. Wearable 

systems are used to monitor the health of people 

by sensing, processing, actuating and 

communicating. A wearable antenna acts is the 

integrated element between cloth and the 

communication systems, making electronic 

device less obtrusive.  

 

 In this paper, a circular patch antenna is 

designed at 2.4GHz. The substrate chosen is a 

textile material; Jeans with a dielectric constant 

of 1.4 and height of 1.6mm. The antenna is 

designed on Ansys HFSS v19, which works on 

the principle of Finite Element Method (FEM). 

This technique uses a triangular shaped meshes 

for surface meshing, tetrahedron shape for 

volumetric meshing. These structures are chosen 

for two dimensional and three dimensional 

analyzing structures respectively. 

 

II. DESIGN .OF THE SLOTTED 

CIRCULAR ANTENNA 

 

Since only one parameter of the circular 

patch antenna is needed ie., the radius of the 

circular patch, it is very easy to design the 

antenna. This makes the antenna having only one 

degree of freedom. The structure of the antenna 

is as shown in fig 1. The design considerations 

include knowing the dielectric constant (εr) of the 

antenna, the operating frequency (fr)  and the 

height of the substrate (h). The radius of the 

antenna can be calculated by the following 

equation 1 [1];  

 

𝑎 =
𝐹

 1+ 
2

𝑟𝐹
 ln 

𝜋𝐹

2
 +1.7726   

1
2 
           (1) 

 

  

Where, 𝐹 =
8.791∗ 109

𝑓𝑟 𝑟
 

 

For the wearable application, we have 

chosen substrate as “Jeans” of dimensions 

38mm*25mm with thickness of 1.6mm which 

satisfies robustness and flexible functionality. 

The antenna is designed based on frequency 

which is taken as 3.9GHz. The circular antenna 

is as shown in fig 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Circular patch antenna 

 Jeans Substrate 
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 Table 1 shows the dimensions 

of circular patch antenna with symmetrical slots. 

The first rectangular slot is chosen to be of 

dimension 1*19 mm. Further, three iterations are 

made to the rectangular slot with their 

dimensions to be 1/3
rd

 the first rectangular slot. 

Hence the second slot has the dimension of 

1*4mm, third rectangular slot has 1*1.3mm and 

the last slot is of dimension 1*0.4mm. Therefore, 

for the circular patch antenna, 4 Koch iterations 

are made so as to enhance the gain of the 

antenna. Adding slots to the antenna induces 

capacitance or inductance value which tends to 

increase the gain of the antenna.  

Table 1: Proposed antenna parameters 

Parameters Dimension 

Substrate thickness (h) 1 

Relative Permittivity (𝑟 ) 1.4 

Ground dimension (mm) 38*25 

Patch Radius (mm) 10 

First rectangular slot dimension (mm) 1 * 19 

Second rectangular slot dimension (mm) 1* 4 

Third rectangular slot dimension (mm) 1* 1.3 

Fourth rectangular slot dimension (mm) 1*0.4 

 

III. RESULTS AND DISCUSSION 

 According to the frequency of 

operation, the designed antenna is calculated at a 

frequency of 2.9GHz. The antenna was analysed 

for various parameters like VSWR, S-

parameters, Gain, Current distribution. Following 

figures validates the antenna performance. Fig 2 

shows the Symmetric Slotted circular patch 

antenna with its radiation boundary which tells 

the near field and far field zone give by the 

following equation 2.  

𝑅 =
2∗𝑎2


                                      (2) 

 

Fig 2: Symmetric Slotted circular patch antenna 

Fig 3 shows the lumped port initialized and the 

patch antenna. The 50 ohm feed line is optimized 

so as to get a proper impedance matching. The 

dimensions of the antenna is also chosen such 

that the design is optimized for the designed 

frequency. 

 

Fig 3: Lumped port initialized and the patch antenna 

  

 Fig 4 shows the current 

distribution in the antenna. Since it is in circular 

shape, the current distribution tells about the 

polarization. The antenna is circular polarized 

which can be used for applications which needs 

right hand and left hand circular polarized 

antennas. 
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Fig 4: Current distribution in the antenna 

The antenna is simulated using the 

software HFSS and the results were validated. 

The following fig shows the parameters of 

interest to be validated the use of antenna. Fig 5 

shows return loss of -21dB at 3.9GHz with slots 

and -15db without slots covering a wideband 

from 3.5GHz to 5GHz.  Fig 6 shows VSWR of 

antenna with and without slots are less than 2 

over a wideband. Though VSWR is same for 

both with and without slots, we obtain better 

impedance matching with slots.  

 

Fig 5: Return loss of -21dB at 3.9GHz with slots and -15dB 

without slots 

 

Fig 6: VSWR of antenna with and without slots 1.1809 at 

3.9GHz 

The bandwidth thus obtained is from 

3.5GHz to 5GHz with a centre frequency of 

3.9GHz. Thus the percentage bandwidth is given 

by, 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒  𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡 =  
𝐹𝐻−𝐹𝑙

𝐹𝐶
                (3) 

Where,       𝐹𝐶 = 𝐶𝑒𝑛𝑡𝑟𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 

𝐹𝐻 = 𝐻𝑖𝑔𝑒𝑠𝑡 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 

𝐹𝐿 = 𝐿𝑜𝑤𝑒𝑠𝑡 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 

On substituting the values, we get the 

bandwidth of 38.46% which validates the use of 

antenna as UWB. 

Fig 7 shows Smith chart value: 

1.080+i0.165. This implies that the antennas is 

matched perfectly for impedance at 3.9GHz.    

Fig 8 gives the 3D Radiation pattern of the 

antenna with a 5dB gain. 

 

Fig 7: Smith chart value: 1.080+i0.165 at 3.9 GHz 

 

Fig 8: 3D Radiation pattern 

 Further, few more parameters were 

checked for the slotted circular patch antenna. 

Table 2 and 3 shows the parameters and their 

values at 3.9GHz. The radiation efficiency of the 

antenna is 86.5%. This implies that the incident 

power on the antenna is efficiently used since 

there is a good impedance matching between the 

feedline and the antenna. 
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Table 2: Antenna Parameters validated results 

Quantity Value 

Max Radiation Intensity 0.201497(W/sr) 

Max Directivity 5.56141 

Max Gain 5.8101 

Radiated Power 0.455307(W) 

Accepted Power 2.53215 

Incident Power 2.1902 

Radiation Efficiency 0.865 

 

Table 3: Radiation parameters 

rE Field Value (Theta, Phi) 

Total    12.3259 (0.872665, 6.10865) 

X    8.68542 (0.698132, 3.14159) 

Y 9.70529 (0.523599, 1.91986) 

Z 9.35585 (1.0472, 6.10865) 

Phi 7.63586 (0.523599, 2.26893) 

Theta 12.0985 (0.872665, 3.14159) 

LHCP 10.896 (0.872665, 5.93412) 

RHCP   8.68715 (0.523599, 2.0944) 

 

  This circular patch wearable 

antenna designed on a jean substrate can be used 

in medical purpose for monitoring, alerting and 

demanding attention whenever hospital 

emergency is needed. Also in location based 

service in supplying the information that is 

currently needed to the user. 

IV. CONCLUSION 

 The paper presents the design, 

simulation and validation of circular microstrip 

antenna at S band. The antenna operates with a 

good impedance matching. The return loss 

validates the result for the impedance matching 

between the antenna and the feeding network. 

The gain and directivity of the antenna are 

5.81dB and 5.56dB respectively. The percentage 

bandwidth achieved is 38.46%. The radiation 

efficielcy of the antenna is 38.46% making it use 

for a wide band application.  

 In future, the antenna can be integrated 

with transceivers, microcontroller and sensors for 

human body monitoring. With the advancement 

in wearable technology, these devices can be 

worn on human body and can operate 

seamlessly.  
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     Abstract-With the world moving so fast 
around us and technology evolving faster than 
ever, how many of us stop and take a break to 
cook a healthy meal or even a normal balanced 
diet meal? We end up going for the easy solution 
and stop for a burger. Our Smart Kitchen is a 
way to improvise this situation where the devices 
in the kitchen, such as, Microwave Oven, Stove, 
Mixer Grinder and Ingredient Dispenser are all 
connected by the Smart Refrigerator through a 
home network which makes the cooking easier as 
all the devices are communicating to each other 
controlled by the Smart Refrigerator such as 
temperature, timing, flavour etc., It also suggests 
recipes based on the available ingredients. In this 
paper, we are proposing the concept of Smart 
Kitchen which is content aware and focuses on 
personalization for each of its users which in the 
long term will help in time and waste 
management, restaurant type cooking and 
balanced diet. It is an AI driven solution aiming 
at resolving the problems faced by the current 
generation and aims at achieving a healthy 
lifestyle by providing restaurant type cooking in 
the easiest way possible using AI and ML.  

 

I. INTRODUCTION 
      The preparation of food plays a central role in 
human life. Rapid improvements every day in 
Artificial Intelligence and Machine Learning 
powered by Cloud computing has changed the way 
every household works from a Refrigerator greeting 
you in the morning to an Induction that reduces the 
work of every cook, there is a touch of AI and its 
improvements in every appliance we use at home.[1] 
The more the people realise the advantages of the 
integration of technology in their everyday lives, the 
more the demand for such products. The customers 
are ready and willing to explore more of it. The 
consumers are becoming more tech-savvy and want 
the next big thing in the market at their homes. A 
Smart Kitchen, where a smart refrigerator is 
connected to all the other appliances in the kitchen  
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Institute of management  

Christ (Deemed to be University) 
Bengaluru, India 

shreesivakumar96@gmail.com 
 

is both personalization and sustainability driven.[2] 
It has its own unique selling points and is a next-
level improvement to today’s existing kitchen. The 
traditional understanding of a refrigerator which was 
used to store fruits and vegetables or to keep a food 
cold has changed. These days, smart refrigerator is a 
device that is connected to the internet and cloud 
through a network giving it capabilities to develop 
data and applications focusing on making things 
easier in the kitchen, optimum and efficient 
utilization of all the items available and a healthier 
lifestyle. 

     In this proposal, we aim at developing a smart 
kitchen for home where the devices are connected to 
the Smart Refrigerator where most of the ingredients 
are stored. The devices are connected and 
communicating to each other making the routine 
cooking process easier with minimal supervision. 
The smart refrigerator also suggests recipes from the 
cloud database and stores the recipes tried by the 
user. [3]. The suggestions are personalized based on 
the customer’s taste and requirements for future use. 
This smart kitchen is restaurant like cooking, 
personalization and sustainability driven. 

      Smart Kitchen when achieved will be a 
revolution to every kitchen making things easier and 
more comfortable to every user. Using these 
intelligent devices to bring a range of products and 
devices reducing the problems faced by 
homemakers. The smart refrigerator has an idea 
about all the items stored in it, different ways it can 
be used in a recipe and its expiration date based on 
which it suggests recipes to the users. Our smart 
kitchen proposal takes the smart refrigerator 
capabilities to the next level where its connected to 
other appliances. Smart Kitchen, when used to its 
full extent, will change the eating patterns of every 
individual leading to a lifestyle change[4].The main 
reason why people have adopted an unhealthy living 
is because of lack of time and unawareness about the 
importance of healthy eating and exercise, laziness 
and the fast-moving world which disregards the 
lifestyle of a person. Our smart kitchen will reduce 
all these problems to a greater extent where cooking 
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is made easier, the recipes are handed out which is 
all health oriented and the ability of the devices to 
communicate with each other about the recipe 
makes the process easier and the suggested recipe is 
based on the ingredients available which also avoids 
the problem of not having an ingredient while 
cooking. [5] 

II. PRESENT SCENARIO  
      The idea of a smart kitchen environment at 
homes is not new, there are many ideas which have 
contributed to the concept of smart kitchen such a 
user interface robotic arm, sensor enabled kitchen 
that gives cooking suggestions or instructions 
through videos and audios, implementing a human 
behaviour recognition system which stores the 
actions of humans in the kitchen and suggests new 
ideas based on the past data etc.,[6] Although these 
smart kitchen ideas are implemented there are 
disadvantages to these ideas that are not yet 
addressed such as: 

• The recipes suggested are not linked to the 
refrigerator which contains the ingredients. 
Therefore, the recipe suggested might not 
consider the availability of the ingredients in the 
kitchen which decreases the convenience of 
cooking.[7] 

• In a smart kitchen, all the appliances such as 
oven, refrigerator, stove etc are at its best use 
individually but they are not connected to each 
other which is again a lot of work for the person 
cooking and does not make the work easier as 
much as expected. [8] 

• Implementing a healthy lifestyle is an 
unavoidable component in today’s world, these 
smart kitchens do not consider it as an important 
feature. They are just focused on making things 
easier and not healthier. [9] 

• There is no automated way to check the 
progress of the food being prepared like a 
camera or an alert to notify the progress. Which 
increases the need of humans to be around all 
the time when that is the main thing a smart 
kitchen is trying to avoid to an extent.[10] 
 

A. Problem Statement 
        To develop a smart kitchen where all the 
devices such as microwave oven, mixer grinder, 
stove and ingredient dispenser is controlled by the 
smart refrigerator through a home network for 
restaurant like cooking at home which is monitored 
through a 360-degree camera. This makes the 
cooking easier and tries to maintain a healthy 
balanced diet. 

 

 

B. Objectives 
         This paper is intended to adapt AI and ML into 
the devices used in a kitchen connected by the smart 
refrigerator which assists the other devices in 
cooking a dish completely.[11] Based on the chosen 
recipe, the devices adapt and works around the 
recipe from one device to the other. Even if the user 
decides to cook their own recipe, the devices are 
adaptable and stores the information for future 
cooking of the same recipe. [12] 

C. USP of the model 
         The USP of our model is the network that is 
developed between the appliances and the 
refrigerator and its ability to maintain each stage of 
cooking with minimal human supervision. By 
integrating AI and ML we are able to better 
understand the tastes and preferences. This AI 
features in the smart refrigerator not just understands 
the items in the refrigerator but how efficiently it can 
be used in a dish, it also has the ability to control 
other appliances which renders smooth cooking 
process. Its ability to adapt and register the new 
recipes tried by the users is a special feature and 
keeps the nutrients in check as per the need of the 
users.  

III. PROPOSED MODEL 

A. Smart refrigerator 
         The refrigerator is the centroid which connects 
all other kitchen appliances through a home network 
and manages the flow while cooking a recipe. [13] It 
controls the appliances such as temperature, timing 
etc. It is also connected to a cloud database of recipes 
and gives customized suggestions based on the 
ingredients available and the number of people to be 
served. [14] It also keeps in check the expiration of 
the product and makes suggestions based on that. 
The following devices can be connected to the smart 
refrigerator network. 

1. Microwave oven 

        The microwave oven is connected to the smart 
refrigerator. It communicates about the recipe 
selected and the oven adjusts the temperature and the 
time as per the requirements. 

2. Stove 

        The stove which is connected to the smart 
refrigerator also has an automatically controlled 
valve. Once the recipe is selected, the valve is set as 
per requirements at different levels and timings are 
controlled by the refrigerator and the cooking is 
taken forward from there. 

3. Mixer grinder 

       The mixer grinder is connected to the smart 
refrigerator. Once the recipe is selected, the 
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ingredients which needs to be grinded is moved to 
the mixer and the speed and consistency is selected 
and controlled based on the recipe or needs of the 
user through the home network.[15] 

4. Ingredient dispenser 

      The ingredient dispenser is connected to the 
smart refrigerator. Although this is not a commonly 
used device is every home, this device when 
connected to the AI based algorithm in cloud can be 
very efficient in a smart kitchen. The dispenser has 
various sections which stores different ingredients 
such as spices. If the recipe is directly received from 
the cloud database, the dispenser which has an 
electronic valve understands the ingredient gives the 
accurate amount as mentioned in the recipe. The 
sensors attached to the dispenser is used to check the 
amount of ingredients to be added.  

5. 360 degree - high resolution camera  

      The smart refrigerator is also connected to a 360-
degree high resolution camera which scans and 
monitors the entire working process in the kitchen. 
This camera checks the dish at each stage and keeps 
in check its cooked properly and notifies the user if 
something goes wrong.  

B. Working process 
      Fig 1.1 explains the working block diagram. The 
process starts with the smart refrigerator analysing 
the ingredients in the refrigerator and suggests few 
recipes based on it and the user can choose one of 
the recipes as per the interest and feed the quantity 
needed to serve the number of people in the house. 
As per the recipe, the ingredients in the refrigerator 
are taken out and moved to the next step. Based on 
the recipe, the next needed device is shown by the 
smart refrigerator according to which the user can 
move the cooking step by step. [16] The 360-degree 
camera scans and monitors every step using AI and 
ML to check the quality, density, colour, mixture 
and makes sure the dish doesn’t get overcooked. It 
notifies the user to make the necessary changes. 

C. Example 
      In order to comprehend the application of this 
smart refrigerator, we were given a problem along 
with how we would tackle this issue.  

      Problem - Figure 1.2, Martin is a 35-year-old 
male, he decided to make a brownie for himself for 
the first time on a Sunday afternoon after absolutely 
enjoying the brownie he had last night in a 
restaurant. Initially he tried to bake the brownie just 
by following the internet recipe and doing it on his 
own. But he faced various problems like lack of 
ingredients for which he ran to go out to the store 
multiple times, the ingredients mix was improper, 
the cake was burnt due to wrong temperature and the 
butter and chocolate melt was inconsistent  

 

Fig 1.1 Block Diagram 
 

         Using the proposed model, he tried to bake the 
same with the help of a smart kitchen and the process 
thus went by as follows. First step, he selected the 
recipe from the cloud database, as per the 
recommendation by the smart refrigerator. The list 
of ingredients that was not available was suggested 
by the refrigerator altogether and the user can buy it 
in one trip to the store. After the recipe is selected 
and the ingredients are purchased, the next step is 
getting the butter and dark chocolate from the 
refrigerator and melting it. The stove controlled by 
the smart refrigerator receives the flame level to be 
maintained and time requirements that these items 
needs to be melted and adjusts its flame accordingly. 
Once the mix is ready, the user sets it for cooling. 
The 360-degree compares the progress of the food 
with its step-by-step database and alerts if something 
goes wrong. The next step will be to collect the other 
ingredients like sugar, flour and cocoa from the 
ingredient dispenser. The ratio of these items is 
received from the smart refrigerator and the 
dispenser dispenses the accurate amount of these 
items needed. Then the mixer grinder is used to 
prepare the egg and sugar mix as per the required 
consistency received from the smart refrigerator. 
Once all the ingredients are ready with the accurate 
amount and consistency, it is added to the brownie 
tin by the user and the tin is placed in the microwave 
oven. The timing for baking the cake is set up 
automatically by the smart refrigerator and the cake 
is ready to be served with no defects as there is a 
360-degree camera monitoring the process from step 
one to the last and notify if something goes wrong.        
At the end, if the user forgets any step like adding 
toppings or serving it with ice-cream, the 360-degree 
camera understands it by comparing it with the 
database and alerts the user for best results and best 
tasting food. The use of smart kitchen for baking a 
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brownie is so much easier and more efficient than 
baking it manually without the help of the smart 
kitchen. 

 

Fig 1.2 Process 

D. FUTURE WORK 
        The future plan for our proposed model is to 
develop this smart kitchen into a human free kitchen 
set up where the need for human interaction is 
minimal to zero. This can be achieved by 
introducing a robotic arm in the kitchen which is 
again connected and controlled by the smart 
refrigerator. Once the recipe that needs to be cooked 
and the number of people is decided, the smart 
refrigerator connected to other appliances and the 
robotic arm takes over from there. And the 360-
degree camera keeps in check and notifies if 
something goes wrong. When this is achieved, 
cooking becomes very easy and since the kitchen 
also provides restaurant like cooking, the need to go 
out and consume unhealthy food is reduced and the 
complete eating patterns are changed. Since our 
smart kitchen also provides healthy balanced diet, it 
is also health focused. However, people might still 
be interested in cooking their own food, in that case, 

they can temporarily deactivate the robotic arm and 
go on with the cooking themselves and use the 
robotic arm when needed. This smart kitchen makes 
home-made restaurant like cooking and maintaining 
a balanced diet very easy which is driven towards 
making our lives easier. 

V.       CONCLUSION 
          This concept of Smart Kitchen which is both 
AI and ML driven has a great advantage and 
desirable by the users and is bound to branch out into 
various other dimensions and appliances that can 
make the smart kitchen more presentable and 
automated. The smart kitchen could help the users in 
making the whole cooking process easy and the 
benefits of our smart kitchen proposal is double fold. 
One – Since it cooks restaurant like food, fast food 
consumption is controlled, packaged food which 
uses a lot of preservatives is reduced, dependency on 
the restaurant food is condensed and extra expenses 
are regulated which in-turn makes their lifestyle 
better. Two – Smart kitchen is driven towards 
maintaining healthy balanced diet for its users which 
is again a feature to attract the users as maintaining 
good health is a must for everyone. Our smart 
kitchen idea will open new opportunities and take 
smart kitchen appliances to a new revolutionary 
level.  
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Abstract— In this paper, an approach to transfer data 

securely is proposed. First, from the sender side, the data is 

encrypted using Rivest-Shamir-Adleman (RSA) algorithm and 

then this encrypted data is hidden using Least Significant Bit 

image steganography concept in a image of the web page and its 

url is sent to the receiver. Then, at the receiving end, the 

encrypted data is obtained that is hidden in the image of the web 

page whose url is sent. This encrypted data is decrypted using 

the same RSA algorithm . When the sender sends the data to the 

receiver and incase this data is obtained by the third person or 

an intruder he will see a URL being sent. Then he will open the 

URL and he will find a webpage, and he would not find any data 

being hidden. Then he will try to view the source code of the 

webpage, and then also he would not find any data being hidden. 

Thus, the intruder will be assured that no data is been hidden in 

this and chances are more that he would not go to decode it 

further. Hence, the chances of doubt an intruder can get that 

some confidential or private data is hidden in the data being sent 

is reduced. And hence, the data sent by the sender to the receiver 

is secured.  

Keywords—RSA, Cryptography, Steganography, LSB 

I. INTRODUCTION 

Data security is the major issue that people face. Since, we 
want to make data unreadable by the third person and hide the 
fact from the third person that data is been sent, we are going 
to discuss about cryptography and steganography concept.  
Cryptography consists of the concept of transforming the data 
into a form that cannot be read by the unwanted users. In 
cryptography, data is converted to a form that is known only 
to the sender and the receiver. But it wont hide the fact that 
some data is being sent.  In symmetric key encryption process 
where same keys are used for encrypting and decrypting the 
information. In this symmetric system only one key is used to 
encrypt and decrypt the data. That is, same single key is used 
for both encryption and decryption and this key will be known 
to both sender and the receiver and hence it is kept private. 
Since the key used here is of shorter length, data manipulation 
is easy here.  [16] In asymmetric encryption which is also 
known as public key cryptography. In asymmetric encryption 
two keys are used, one for encryption and one for decryption. 
These two keys are known as the private key and the public 
key. Data is encrypted using public key of the receiver that can 
be known to everyone and decrypted using the private key of 
the receiver that is known only to the receiver. Hence, in this 
kind of systems security is more. In steganography, the fact 
that the data is being sent is hidden by hiding the data behind 
the data. The data that needs to be hidden can be anything like 
text, video, audio, image, web etc. And also the data that hides 
the data can be anything like text, video, audio, image, web 
etc. 

The RSA algorithm uses 2 keys one public and the other 
private. The way in which this algorithm works is as listed in 
table 1. After following steps we will get public key which is 
e and n and private key which is d and m. We use this to 
encrypt and decrypt as follows. If data to be transmitted is 
called message, then encrypted message we get from Equation 
1. And for decryption we use equation 2, LSB steganography 
concept uses replacement of least significant bits of pixels of 
the image by the data to be hidden. An example of which is 
given in table 2. 

                              TABLE 1. RSA STEPS 

STEPS DESCRIPTION 

1. Choose two big prime numbers called p and q 
which are not equal. 

2. Find their product and call it n=p.q 

3. Let m=Totient(n)=(p-1)(q-1) 

4. Choose a small number e , co-prime to m,with 
GCD(m,e)=1 where 1<e<Totient(n) 

5 Find d such that d mod Totient(n)=1 

 

𝑐𝑖𝑝ℎ𝑒𝑟 = 𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑒𝑚𝑜𝑑 𝑛 … … … … … . . (1) 

        M𝑒𝑠𝑠𝑎𝑔𝑒 =  𝑐𝑖𝑝ℎ𝑒𝑟𝑑  𝑚𝑜𝑑 𝑛 … … … … . . (2) 

                      TABLE 2. LSB CONCEPT 

STEPS DATA EMBEDDING USING LSB 
METHOD 

1. Get the pixels of the image in web page 

              2. Get the data to be hidden 

              3. Replace LSB of each block by a bit of the 
data to be hidden 

              4. Send the image called stego image 

STEPS DATA EXTRACTION 

              1. Extract LSB of each block of pixels and 
combine it to determine data. 

 

The proceeding sections of paper discusses related work, 
methodology, results and conclusion respectively. 
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II. LITERUTURE REVIEW 

A method was proposed [1] using LSB method of 

Steganography and RSA method of cryptography. Firstly the 

text that needs to be embedded in the image is converted into 

binary form. Now, the image in which the text should be 

embedded is also converted into binary form. Now, binary 

form of text is embedded in binary form of image using LSB 

image Steganography method. Now, stego image equivalent 

to binary form is obtained. Now, this stego image is encrypted 

into text form using RSA encryption algorithm. However, the 

chances of doubt an intruder can get that some data is being 

hidden is not reduced. 

 

 An alternate method was proposed [2] using LSB method of 

Steganography and blowfish method of cryptography. First 

the image in the suitable format i.e BMP format is used here 

is encrypted using the blowfish encryption algorithm. Now, 

this encrypted data is embedded in video by using LSB video 

Steganography method. The disadvantages of Blowfish 

algorithm is that it cannot assure authentication and non-

repudiation as two people have same key. However, the 

chances of doubt an intruder can get that some data is being 

hidden is not reduced. 

 

Another alternate paper[3] introduced a method where data is 

encrypted using RSA encryption algorithm and then this 

encrypted data is hidden in an image. The disadvantages of 

this paper is that it cannot hide large data and itt does assure 

integrity of the data. However, the chances of doubt an 

intruder can get that some data is being hidden is not reduced. 

 

Another paper[4] proposed a method using LSB method of 

Steganography and blowfish method of cryptography. First 

the text is encrypted using the blowfish encryption algorithm. 

Now, this encrypted data is embedded in image by using LSB 

image Steganography method. The disadvantages of 

Blowfish algorithm is that it cannot assure authentication and 

non-repudiation as two people have same key. However, the 

chances of doubt an intruder can get that some data is being 

hidden is not reduced. 

 The paper[5] proposed a method using discrete wavelet 

transforms (DWT) method of Steganography and filter bank 

cipher method of cryptography. First the text is encrypted 

using the filter bank cipher encryption algorithm. Now, this 

encrypted data is embedded in image by using discrete 

wavelet transforms (DWT) method. The drawbacks of DWT 

are it becomes it becomes computationaly intensive, it is less 

efficient and it take some energy to invest in wavelets to 

become able to choose the proper ones for a specific purpose, 

and to implement it correcly. However, the chances of doubt 

an intruder can get that some data is being hidden is not 

reduced. 

  

 

The paper [6] proposed a method in which first data is 

encrypted using RC4 encryption algorithm and this encrypted 

data is embedded in 3 different images using 3 different 

Steganography methods. And finally comparison of theses 3 

methods is done. The images used here are of BMP format. 

The disadvantage of this approach is RC4 is not a secure 

algorithm because keys used here may be weak. However, the 

chances of doubt an intruder can get that some data is being 

hidden is not reduced. 

 

 The paper [7] proposed a method in which image is 

encrypted first and then converted into text form. Now, this 

text data embedded into one more image. Now, the stego 

image is obtained. However, the chances of doubt an intruder 

can get that some data is being hidden is not reduced. 

 

 The paper [8] proposed a method using cryptography and 

text steganography. For cryptography, symmetric key 

algorithm, DES is used. Once the text message is encrypted 

using DES encryption algorithm, it is hidden behind another 

text. The text that is used to hide the secret message was 

created dynamically and it did not reveal the presence of any 

secret message. Experts have found a weakness in the design 

of the cipher in DES algorithm. In DES, S box creates same 

output with two chosen input. In DES the initial and final 

permutation is not exactly clear and seems confusing. 

However, the chances of doubt an intruder can get that some 

data is being hidden is not reduced. 

 

The paper  [9] proposed a method in which text is taken as 

the input data and it is hidden behind the video. The methods 

used are DCT and DWT, where, frequency domain 

coefficient of frames were used. The drawbacks of DCT, 

when the image is compressed there is a chance of data loss. 

So, if u need the original image for some other purpose the 

you have to save the original image as a backup before the 

DCT method is applied. The drawbacks of DWT are it 

becomes it becomes computationaly intensive, it is less 

efficient and it take some energy to invest in wavelets to 

become able to choose the proper ones for a specific purpose, 

and to implement it correcly. However, the chances of doubt 

an intruder can get that some data is being hidden is not 

reduced. 

 

The paper [10] proposed a method where, cipher method is 

used for cryptography and image steganography method is 

used for data hiding. First, the text data is encrypted using 

cipher method and then this encrypted text data is hidden 

behind an image using LSB steganography method. The 

disadvantage of this approach is that block ciphers work on 

large amount of data and hence they need more memory. 

Stream ciphers do not provide integrity protection or 

authentication and also it is difficult to implement. However, 

the chances of doubt an intruder can get that some data is 

being hidden is not reduced. 

 

The paper  [11] proposed a method where, RSA algorithm is 

used for cryptography and LSB audio steganography method 

is used for data hiding. First, the message is encrypted using 

RSA algorithm and then this encrypted message is hidden in 

an audio using LSB audio steganography method. However, 

the chances of doubt an intruder can get that some data is 

being hidden is not reduced. 

 

The paper [12] introduced a method message is compressed 

using wavelet transform technique and then this compressed 

data is hidden behind an image using LSB image 

steganography method. The drawbacks of DWT are it 

becomes it becomes computationaly intensive, it is less 
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efficient and it take some energy to invest in wavelets to 

become able to choose the proper ones for a specific purpose, 

and to implement it correcly. However, the chances of doubt 

an intruder can get that some data is being hidden is not 

reduced. 

  

 

The paper [13] proposed a method in which first the message 

is encrypted using AES algorithm of cryptography using a 

key. Now, this key is hashed using SHA-1 hashing algorithm. 

Now, the encrypted data can be hidden in image or audio or 

video using LSB method of Steganography. The drawbacks 

of this approach is that both AES and SHA1 algorithm are 

difficult to implement in the approached way. However, the 

chances of doubt an intruder can get that some data is being 

hidden is not reduced. 

 

The paper [14] proposed a method in which the original 

message is encrypted using encryption algorithm using key k. 

And the encrypted message is converted into ASCII code. 

After that this ASCII code is converted into binary i.e. in 0’s 

and 1’s form. A web page is taken in which data is to be 

hidden. Then, 4 random methods of hiding data are selected 

and converted binary data is hidden in a webpage. However, 

the chances of doubt an intruder can get that some data is 

being hidden is not reduced. 

 

The paper [15] Proposed a method in which the message is 

encrypted through Data Encryption Standard algorithm and 

the message is concealed by applying LSB encoding 

technique in a spiral manner. Experts have found a weakness 

in the design of the cipher in DES algorithm. In DES, S box 

creates same output with two chosen input. In DES the initial 

and final permutation is not exactly clear and seems 

confusing. However, the chances of doubt an intruder can get 

that some data is being hidden is not reduced. 

 

From the research we can conclude that, the cryptography and 

the steganography concept used above is very useful but the 

chances of doubt an intruder can get that some confidential or 

private data is hidden in the data being sent is more. In this 

project, the main purpose here is to fool the intruder and 

reduce the chances of doubt an intruder can get that some 

confidential or private data is hidden in the data being sent, 

by encrypting the data and hiding this encrypted data in the 

image that is used in the created webpage. Hence, to secure 

the data sent by the sender to the receiver. RSA algorithm of 

cryptography used in this approach is safe and secure for its 

users through the use of complex mathematics. RSA 

algorithm is hard to crack since it involves factorization of 

prime numbers which are difficult to factorize. Moreover, 

RSA algorithm uses the public key to encrypt data and the 

key is known to everyone, therefore, it is easy to share the 

public key. LSB method of steganography used in this 

approach is known for its simplicity. It embeds the bits of the 

message directly into the LSB plane of cover-image and 

many applications use this method. 

 

III. METHODOLOGY 

The data to be sent is read via GUI (Graphical User 
Interface) on the sender side. The data is encrypted using RSA 

technique and encrypted data is hidden behind the image and 
generates a html page with this image as content and its 
URL(Uniform Resource Locator) is sent to the receiver. The 
receiver downloads the image in the web page whose url is 
sent and decrypts the data hidden behind the image. If an 
intruder gets url he opens the web page or html source of the 
web page also he will not be able to guess there is hidden data. 
Figure 1, shows the sendor side process block diagram. 

M   C 

 

 

                                                               S 

 

 

 

 

                                                      URL 

                             Figure 1. Sendor Side Process 

Let M be the message to be sent it is fed to encryption 
algorithm RSA to result in cipher C. This cipher is then hidden 
using LSB in a image resulting into S as stego image. The 
resulting image is put into a web page and its url is sent to the 
receiver.  

URL     I 

 

 

                                                                              C 

 

                                M 

 

 

Figure 2. Receiver side process 

From web page whose URL is  received , the image is 
extracted and LSB extraction is applied to get encrypted 
cipher C. Then RSA decryption is applied to get the message 
which is original. 

IV. RESULTS AND DISCUSSION 

Figure 3. shows the graphical user interface for accepting 
message to be transmitted. 

 

 

 

 

 

. 

 

                    Figure 3. GUI to read data to be sent 
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Figure 4. shows encrypted message output after 
encryption using RSA. 

 

 

 

 

Figure 4. Sender side encrypted  data 

Figure 5.Shows original and embedded message image. 

 

 

 

 

 

 

 

 

 

Figure 5. original and stego image 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Decoding Process output 

 

 

 

 

 

 

 

 

Figure 7. Decryption process output 

Figure 6 shows output of decoding process and figure 7 
shows decryption step. Figure 8 is the web page containing 
stego image whose url is sent to the receiver. 

 

 

 

 

 

 

 

 

 

              Figure 8. Web page. 

When the sender sends the data to the receiver and incase this 

data is obtained by the third person or an intruder he will see 

a url being sent as shown in the Fig. 9. Then he will open the 

url and he will find a webpage as shown in Fig. 8, and he won’t 

find any data being hidden. Then he will try to view the source 

code of the webpage, then also he won’t find any data being 

hidden. Thus, the intruder will be assured that no data is been 

hidden in this and chances are more that he won’t go to decode 

it further. 

 

 

 

 

 

 

 

 

 

 

Figure 9. Keys and URL. 

V. CONCLUSION AND FUTURE SCOPE 

 
This project gives a unique way of hiding the data apart 

from all other existing methods of data hiding. Hence, the 
chances of doubt an intruder can get that some confidential or 
private data is hidden in the data being sent is less when 
compared to the previous existing methods, since, we have 
encrypted and hidden the data in the image that is used in the 
created webpage. When the sender sends the data to the 
receiver and incase this data is obtained by the third person or 
an intruder he will see a url being sent. Then he will open the 
url and he will find a webpage, and he would not find any data 
being hidden. Then he will try to view the source code of the 
webpage, and then also he would not find any data being 
hidden. Thus, the intruder will be assured that no data is been 
hidden in this and chances are more that he wont go to decode 
it further. The chances of doubt an intruder can get that some 
confidential or private data is hidden in the data being sent is 
reduced. And hence, the data sent by the sender to the receiver 
is secured. 

As an future enhancement some other idea can be 
proposed using webpage with RSA algorithm and LSB 
Steganography method to reduce the percentage of doubt an 
intruder can get that some data is being sent .Also, some work 
can be done using webpage with RSA algorithm and different 
Steganography methods and comparing the results. Also, 
some work can be done using webpage with different 
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cryptography algorithms and LSB Steganography method and 
comparing the results. 
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Abstract— Anxiety distress are excessive or continual panic 

of everyday circumstances causing behavioral and emotional 

consequences, eventually leading to diseases like heart attack, 

epilepsy and dyspnea. Anxiety disorders are common for people 

with developmental disorders like autism spectrum disorder, 

cerebral palsy, down syndrome. Patients suffering from these 

diseases have difficulties in communication and emotional 

recognition eventually leading to narrow interests and repetitive 

behavior. Sometimes their ways of communicating any symptoms 

may not be recognizable by the caretakers, hence building up a 

need of a non-invasive, continuous, real-time detection and 

tracking of their ECG signals for prediction of these diseases 

providing possible medications. Here a system framework based 

on unscented Kalman filter (UKF) is  developed to continuously 

detect and track the R-R interval for anxiety prediction to make 

these unpredictable diseases predictable and reducing death tolls 

with timely treatment. 

 

Keywords—Electrocardiography(ECG);Electroencephalogram 

(EEG); Unscented Kalman filter (UKF); ECG derived respiration 

(EDR); Hilbert—Huang transform (HHT); Intrinsic Mode 

functions (IMF); Respiratory Rate(RR); Heart Rate(HR), Autism 

Spectrum Disorder(ASD). 

I. INTRODUCTION 
 

Heart attack is a major medical emergency usually due 
to blood clot or thrombosis hence blocking blood flow to 
the heart leading to cell death. Panic attack as a cause of 
anxiety disorder is a major symptom of heart attack. 
Chronic anxiety can lead to changes in body's stress 
response. Anxiety causing an increase in heart rate can 
easily be diagnosed through electrocardiography (ECG) 
diagnosis where normal heart rate is 60-100 beats per 
minutes [20]. Major symptoms includes pain or stiffness in 
chest, back, arms etc. But in case of ASD the tracking 
system is very important as they face issues in feeling and 
communicating their sense of pain [17]. Apart from ECG 
the methods used for anxiety prediction mechanism are to 
study the pupil movement of eyes. People tend to have 
blurred vision with dilated pupil due to severe stress and 
anxiety since there is high adrenaline level causing pressure 
on eye [2] . Skin temperature can reveal the stress intensity 
having a rapid, short-time temperature drop in 
homeotherms. Stress sweat is released by the apocrine 
gland of our body due to our stress or anxiety 

 
response [1].Epilepsy being a neurological disease, nerve 
cell activities of brain is disturbed causing seizures, hence 
disturbing the normal brain cell communication. Seizures 
are abrupt electrical exertion in brain cells depending on the 
epileptic discharge location. They are mainly of two types, 
unilateral and bilateral. The discharge effects the brain 
cortex without losing consciousness and secondly effecting 
both hemispheres to lose consciousness respectively. 
Electroencephalogram (EEG) is the age old technique for 
detection, But for the early prediction mechanism, the 
frequency response of the EEG signal can be combined 
with the R-R interval for better solutions as the epileptic 
seizures always brings in a change in heart rate(RR). 

 
Respiratory measurements is an important parameter 

for clinical diagnosis of anxiety. The normal respiratory 
rate is 12-20 breaths per minute [10][12]. Dyspnea is 
indicated as short breath or increased breath rate. Increased 
anxiety lead to increase in breath rate due to panic attack or 
increase in heart rate. The heart rate variability method is 
best used for the prediction mechanism to predict changes 
in the respiratory rate(RR). To have a non-invasive 
technique to predict dyspnea, an ECG signal and ECG 
predicted respiratory signal (EDR) analysis is done. 

 
Electrocardiography (ECG) is the technique of 

recording the hearts electrical activity called heart rhythms 
over a time period for its functional information and hence 
diagnosis of complex cardiac diseases. Normal heart rate is 
60-100 beats per minute. The wave characterization 
involves peaks and valleys with R as the main spike as 
shown in Fig.1. R-R intervals are taken into account to 
determine arrhythmia’s like:1) Tachycardia referring to 
increase in heart rate, more than 100 beats at rest, hence a 
decrease in R-R interval, 2) Bradycardia referring to slow 
heart rate, less than 60 beats at rest hence increasing the R- 
R interval. Anxiety leads to an increase in heart rate, [6] 
shorter R-R interval, increase in breath rate hence a 
predictable method for detection of heart attack and 
dyspnea[23].The variations in R-R interval can also be used 
to predict epilepsy as it varies at the onset of the same. 
73percentage of seizure can change up to 15 to 20 
percentage of heart rate, 55 percentage changes to 20 beats 
per minute. This ECG is recorded using a non-invasive 
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external electrodes called skin electrodes. They record the 
heart muscles electrical activities generated as pulsating 
electric waves towards the skin surface. These electrodes 
are wet sensors and they use a conductive gel to increase 
conductivity between the skin and the wet electrodes. 

 

 
Fig 1. ECG signal with R-R interval 

 

 
 

Electroencephalogram (EEG) is the test to detect brains 
abnormal electric activity, for the procedure small metal 
discs and wires are pasted on the scalp to detect the electrical 
charges. Mainly used to detect head injuries, brain tumors, 
epilepsy etc. 

 
A non-invasive technique for tracking of ECG signal using 
unscented Kalman filter (UKF) technique is developed and 
predictions from this continual tracking are further used to 
predict diseases [21]. Extended Kalman filter (EKF) had a 
very strong disadvantage of linearizing all non-linear 
models and hence using the linear Kalman filtering 
equations thus leads to production of highly unstable filter 
assumption of local linearity [21]. The tracking system is 
very important as the advantage of a real-time tracking is 
much more than being subjected to test at the time of 
seizure or dyspnea. Prediction of such criticality is very 
important for ASD as they lack communication skills and 
to sense pain as well. 

 
In Hilbert-Huang transform any non-stationary, non- 

linear signal is decomposed into intrinsic mode functions 
(IMF) to obtain instantaneous frequency. This is the 
algorithm applied to any input signal than being a 
theoretical tool. They are mainly divided into two parts, one 
being empirical mode decomposition (EMD) where the 
main signal is broken into various finite, small and 
decomposed components and the second being Hilbert 
spectral analysis (HAS) which examines the instantaneous 
frequency of above formed IMF as a time function. The  
section II of the paper contains system overview explaining 
different techniques, section III having the proposed 
methodology, section IV with the results and discussions 
and section V with the conclusions derived. 

II. SYSTEM OVERVIEW 
 

A. Unscented Kalman Filter 

Kalman filter is the basic framework algorithm using a 
series of measurements with time along with statistical 
noise with inaccuracies. This algorithm produces estimates 
of the unknown variable being more accurate than the input 
signal measurements done by a joint probability 
distribution of a variable for a given time frame. The major 
advantages include perfect tracking of linear problem 
having the disadvantage being no real problems are linear. 
Any non-linear signals can be divided into smaller linear 
signals so that the linear algorithm itself can be applicable 
to the non-linear signal as well, hence giving rise to 
extended Kalman filter [15]. In this case if the initial 
estimate is not proper this leads to quick filter divergence 
hence owing to linearization proving EKF not to be an 
optimal estimator. The filter tend to have more noise 
content leading to a reasonable system but not a perfect 
system. The system is perfect only if the noise content is 
small. Improvements in EKF leads to unscented Kalman 
filter for non-linear signal analysis where probability 
density is approximated by deterministic sampling 
techniques using unscented transform, setting a set of 
minimal sample points called sigma points around any 
given mean. Periodically these points propagate through 
the non-linear signal function having a new mean and 
covariance [5]. UKF is the extensively used technique for 
tracking and evaluation because of its simplicity, 
robustness, less time and increased accuracy[24]. 

 

B. Hilbert-Huang Transform 

A non-stationary, non-linear input data signal like EEG are 

divided into various finit, small number of components called 

intrinsic mode function (IMF) and hence obtain instantaneous 

frequency of the input signal. Other than Fourier transform, 

Hilbert-Huang transform algorithm can be applied to a real 

dataset than a theoretical tool having the advantage of having 

both frequency and amplitude information with respect to time. 

The algorithm has mainly two parts empirical mode 

decomposition (EMD) and Hilbert spectral analysis (HSA). In 

the EMD part the whole input dataset is divided into extremas 

i.e. maxima and minima collection over the entire domain 

range or given domain. There are mainly two conditions to be 

followed: 

1. The zero-crossing must either be equal or 
different at most by1. 

2. Mean value of envelop of local maxima and 
local minima is equal to 0. 

To find the IMF the following procedure is called shifting: 

1. Identification of local extrema of the test 
data 

 

2. Connect all local maxima by interpolation to 

form upper envelop, repeat the same for lower 
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The upper and lower envelopes covers all data points 
between them measuring its mean as m1, having the 
difference between m1 and first input component of  the range 
h1 as in (1). 

X(t) m1 h1 

(1) 

This equation must be symmetric with all maxima positive 
and minima negative having the IMF definition satisfied. In 

the upcoming shifting h1 is considered to be the new data 

hence the shifting equation changes to (2). Then after repeated 

shifting of  k times .h1becomes the IMF and h1k as the first IMF 
components gives (3). 

 

h1 m1 h11 

(2) 

h1(k 1) m1k h1k 

(3) 

��= sum of [h k-1(t)-h k(t)]
2/ h2

 

(4) 

Stoppage criteria of the shifting process: The main type 
used in this work is standard deviation method (4) and 
threshold methods. Where the shifting process stops when the 
deviation is less than an assumed value and in the later method 

where two values are set with small fluctuations [22]. Once 

the stoppage criteria are selected, first IMF, c1 is obtained 
being the finest scale as the shortest signal component. Follow 
the above steps finally with residue forming in (5) with residue 
rn being the monotonic function hence no IMF repetition [22]. 
To find the instantaneous frequency, Hilbert transform is done 
on each IMF with u(t) as a real variable with a convolution 
function of (6). Having the end convolution formulae as(7): 

with curve curvature y=f(x). Spline has the major 
advantage to minimize the bending of both y’ and y” being 
in the knots above. Hence, only polynomials of degree 
three or above is the classical approach. Where the ideal 
case is (9): 

Y qi(x) 

(8) 

1  i n 1 

(9) 
Qi(xi) = q i+1 xi and qi(xi)=qxi+1 

(10) 

III. METHODOLOGY 

ECG obtained from physionet are filtered and processed 
to remove artifacts like movement artifacts, baseline 
wandering, muscle noise etc[19]. A low-pass and high-pass 
filter is cascaded to get a band pass filtering so that low 
frequency interference and high frequency artifacts are 
removed [4] [19]. From these signals R-peak detection and 
R-R interval detection are done using the conventional Pan 
Tompkins detection algorithm [4]. Algorithm consists of 
the following major steps as in Fig.2: low-pass filter, high-
pass filter, differentiators, squaring operators, adaptive 
thresholding, moving window integrator and R-peak 
detection. 

 

A the low pass and high pass filters are cascaded forming 
a band pass filter (5Hz-11Hz) having lower or high 
frequency interference removed for noise rejection function 
having a sampling rate of 200 samples/sec [11] [20].For 
determining the slope, derivative or differentiator block is 
used. In the prescribed system a 5 point derivative is used. 
Smoothening is done to determine the height of the wave and 
avoid higher peak distortion. Squaring function is to obtain 
the positive output and amplifies non-linearity with 

X(t)= sum of (Cj+ rn j) 

 
fn(1  (t)) 

 

H(u)(t)12
(u(t)(Tt))dT 

 
 

(5) 

 
(6) 

 
(7) 

point-to-point squaring technique. Feature information of 
peaks is obtained by moving window integrator with its 
width N approximately equals to widest possible QRS 
complex [13]. The Pan Tompkins works with altering 
thresholds to find R-peak and other parameters periodically 
to adapt to changes hence reduction in false peak detection 
to get accurate heart rate [3]. They mainly make use of slope, 
amplitude and width of the ECG waves for R-R interval 
prediction [16][18]. 

C. Cubic-Spline Interpolation 

Spline interpolation is one among the type of 
interpolations, where an interpolate behaves as a type of 
special piece-wise polynomial called the spline. This has 
the advantage of having multiple sub-functions at particular 
period of intervals within the function domain. The errors 
present are very small even though it gives accurate answer 
for low degree polynomials of spline. In the prescribed 
system Cubic-spline interpolation algorithm are used to 
derive ECG-Derived respiratory signal from the ECG heart 
rate variability mismatch to obtain a respiratory signal 
similar to the input ECG. (xi,yi):i=0,1,n is the function to 
interpolate between all the points (xi-1,yi-1)and (xi,yi) with 
the polynomial equation (8), Where i=1,2,..n. 

 

As shown in the Fig.3 after the R-peak detection the 
major part of the project is the continuous R-R interval 
tracking of the system. The early existed system only traced 
the existence of anxiety but this is the continuous tracking 
system, using unscented Kalman filter (UKF) framework. 
These continuous tracking are used for continuous 
monitoring of the ECG signal for various disease prediction. 
UKF provides an extended range of accuracy when 
compared to Kalman filter at the same range of complexity. 
This technique has unscented transform (UT) as its 
fundamental component by using a set of assumed weighted 
points to define the mean and covariance of probability 
distribution. 
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In equation (13)(14) where Xk is an ideal slow varying R-R 
wave with time k and wk, vk being the Gaussian noise. 

 

x̂(k1/k)x̂(k/k) 

P(k+1/k)  p(k/ k )  Qk 

k y kx̂(k1/k) 

 
Gk P(k 1/k ) 

(15) 

 
(16) 

 
(17) 

 
 

(18) 

Fig 2. Pan Tompkins block diagram Equations (15) (16) are the prediction and (17) (18) are 

updating steps respectively. The final outlook of the state space 

equation is given by (19) (20) 

x̂(k1/k1) x̂(k1/k)Gkk 

P(k 1/ k 1) P(k 1/ k ) Gk P(k 1/ k ) 

(19) 

 
(20) 

 

The system works in real time as it require only the present 
state and just past state uncertainty matrix information rather 
than the past information. UKF has a deterministic sampling 
technique called unscented transform (UT) towards picking 
minimum set of points around the mean called the sigma points 
to propagate through non-linear function with new mean and 
covariance estimate. To obtain the weight to be applied we use 
equations having WS0,WC0,WS1 AND WC1 being the 
weights to be updated as in (21)(22)(23) and α, K being the 
control sigma points, β – the distribution as in equation (24). 

 

 
Fig 3.Block diagram 

 

The transformation consists of certain steps: Predict new 
state and the covariance along with noise content [5]. 

 
x̂(k1/k) 

(11) 

(21) 

 

 

 

(22) 

P(k1/k) 
 
 

(12) 

 
 

(23) 

The system contains state-space equation model with 
(13) (14) governed by prediction step having the estimate of 
current state variable and uncertainties and updating step 
being updated by a weighted average having higher weight 
to higher uncertainties [5]. Mathematically the system 
equations can be denoted as: 

 

xkxk1wk 

(13) 

ykxkvk 

(14) 

 

 
 

(24) 
 

Here 2n+1 sigma points are considered for n 
dimensions. After R-R interval tracking, anxiety is 
predicted whenever there is decrease in R-R interval, 
normal R-R interval being 0.6 to 1.2sec hence increase in 
heart rate [6]. Further beyond anxiety prediction the system 
leads to the prediction of three main diseases which is heart 
attack, epilepsy and dyspnea[25]. 
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From the available ECG, ECG-Derived respiratory 
signal (EDR) is obtained [7]. Whenever there is a variation 
in the R-R interval of the ECG there is an amplitude or heart 
rate variability mismatch in the signal. Hence EDR can be 
obtained from either of the methods. After R wave 
detection and RR interval calculation, Heart Rate (HR) can 
be calculated as (25). cubic spline interpolation and moving 
average operation over the particular HR value can bring 
about EDR. 

 

HR =60 ÷ R-R INTERVAL 

(25) 
 

To estimate the respiratory rate (RR), EDR is combined 
with to a reference respiratory signal as (26) 

RR  (t n1t n ) 60 
(26) 

 
Where tn+1 is the time of occurrence of (n+1)th R-peak and 
tn is the time for the occurrence of nth R-peak. Normal 
being 12- 20 breath causing any abnormality to dyspnea. 

Heart rate can be a bio-marker for seizure prediction as 
there is a change in the trend of R-R interval of the ECG 
wave whenever onset of seizures occur [8]. For the 
prediction purpose we combine the variation in R-R interval 
along with the instantaneous frequency of the EEG signal of 
the same patient through Hilbert Huang transform having 
two major steps for EEG decomposition mainly empirical 
mode decomposition (EMD) and Hilbert transform for 
instantaneous frequency [26]. The EEG signal obtained is 
decomposed into subsequent sub components called intrinsic 
mode function (IMF). To find IMF the steps are as follows: 

Each IMF contains various input oscillation patterns, 1st 
IMF having the most and last IMF having the lowest 
oscillations or residues [14]. This series of IMF are then used 
to find the frequency using Hilbert transform algorithm 
[8].Where its amplitude, phase etc. are also obtained. This 
tool is chosen because of its versatility and its ability to 
extract a non-linear, non-stationary signal 's frequency 
component. 

 
IV. RESULTS AND DISCUSSIONS 

In the work done Pan-Tompkins algorithm is used for R- 

peak and R-R interval detection. The Fig.4 depicts the input 

ECG signal and QRS positions detection. Output are low or 

high frequency interference removed for noise rejection 

function using a band pass filter, differentiated, squared and 

integrated data after complete pre-processing to obtain the 

slope, feature information and amplitude of the input ECG 

signal. Threshold-array for filtered data i.e. threshold for each 

QRS-complex of integrated data are obtained to find the R- 

peak. The R-R interval obtained from the pan Tompkins 

algorithm is recorded in the table giving the normal and 

abnormal variations, where normal R-R interval being 0.6 to 

0.8 second heart rate being 60 to100 beats per minute. 

 

1. Identify the local extremas (maxima and 
minima), mathematically second derivative test. 
So that all the intermediate data or points are 
covered within. 

 

2. Connect all maxima’s forming upper and all 
minima’s forming lower envelope respectively 

 

3. Find the mean m1 of this data 
 

4. Difference between the input x(t) and m1 is the 

first component of the IMF, h1 i.e.: x(t)-m1=h1 

being it has to be symmetric, maxima positive 
and minima negative respectively. 

 

5. On next subsequent shifting h1-m11=h11 being 
the next IMF component. After repeated 
shifting to K times the equation forms (27): 

 

h1(k-1) -m1k=h1k 

(27) 

 

 

 
 

Fig 4. R-peak detection 

 

This is the vital sign for a wide spectrum of healthcare 
strategies. If R-R interval goes beyond this limit it is an 
evident case of anxiety as shown in Fig.5 and proved by 
table1. A random signal tracking is done initially giving the 
results as shown in Fig.6. The figure proves that the 
algorithm exactly copies the input signal rather than Kalman 
filter for just linear tracking. The algorithm is suitable for real 
life tracking of any non- linear signal. For the parallel 
tracking of ECG-signals an unscented Kalman filter 
algorithm is used as shown in Fig.7. If variation in R-R 
interval is evident the system goes for prediction of three 
diseases. The cases of heart attack like Tachycardia referring 
to increase in heart rate, more than 100 beats at rest hence a 
rapid decrease in R-R interval and Bradycardia referring to 
slow heart rate, less than 60 beats at rest hence increasing the 
R-R interval. This R-R interval variation can lead to dyspnea 
prediction, normal being 12-20 breath where any R-R 
abnormality leads variation since anxiety can be a 
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major cause of breathlessness. The variations in R-R interval 
can also be used to predict epilepsy as it varies at the onset 
of the same. 73 percentage of seizure can change up to 15 to 
20 percentage of heart rate, 55 percentage changes to 20 
beats per minute. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 5 . R-peak for detection for anxiety 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 6. Tracking of random signal 

 

UKF is used for tracking of abnormal ECG signals in Fig.7 as 

this have an advantage of tracking nonlinear signals over 

Kalman filter. They use deterministic technique using 

unscented transform setting a set of minimal sample points 

called sigma points around any given mean of input signal. As 

indicated the red line indicating sigma points ideally traced the 

input ECG signal. If an abnormal R-R interval is obtained. there 

is either heart rate or amplitude miss match as shown in table 

Heart rate estimation. Heart rate can be calculated from R-R 

interval as in table2 which is in turn cubic spline interpolated to 

have EDR in Fig.8. The EDR signal is compared to the 

respiratory signal for corresponding R-R 

interval as in table respiratory rate estimation of a subject for 

respiratory rate estimation hence dyspnea prediction. 
 

Fig 7. Tracking of ECG signal 

 

 
Fig 8. ECG derived respiratory signal 

 

 
Fig 9. Hilbert Spectrum analysis- IMF formation 
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The table depicts the variation in heart rate and respiratory rate 

on abnormality For epilepsy prediction along with increase in 

R-R interval, a decrease in instantaneous frequency of EEG is 

also considered. In order to obtain the same Hilbert transform 

as in Fig.10 on input EEG signals are done where the input 

frequency is divided into smaller IMF and processed for 

instantaneous frequency by Hilbert spectrum in Fig.9. If the 

variation is proper this goes intact for epileptic seizure. The 

variation of instantaneous frequency and R-R interval is 

evidently plotted in Fig 11 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 10 . Stages of Hilbert spectrum analysis 

 
Fig11.Comparison of R-R interval and Instantaneous frequency 

 

 

 

 

 

 

 
 

TABLE 1. R-R INTERVAL VARIATION 

 

 
S 

no 

Normal ECG Abnormal ECG 

First 
peak 

(sec) 

Second 

peak (sec) 

R-R 

interval(sec) 
First 
peak 

(sec) 

Second 

peak 

(sec) 

R-R 

interval 

1 1,0658 5.9964 0.61 6.04 4.2074 0.845 

2 5.09964 5.6968 0.644 4.5488 5.5541 0.8055 

3 5.3968 5.9173 0.702 4.207 
5.2543 0.8053 

4 6.4007 6.347 0.688 5.739 
6.1484 0.7855 

5 6.1222 6.4007 0.704 6.083 
5.5541 0.8055 
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TABLE2.HEART RATEESTIMATION 

 
Sno: R-R interval Heart 

rate 

1 0.61 98.3 

2 0.644 93.16 

3 0.702 85.47 

4 0.688 87.209 

5 0.704 85.22 

 
 

TABLE3.RESPIRATORY RATE  ESTIMATION 
 

Sno: R-R interval Respiratoryrate 

1 0.61 1.2438720e+01 

2 0.644 2.1238720e+01 

3 0.702 2.2838720e+01 

4 0.688 1.5638720e+01 

5 0.704 1.3238720e+01 

 
V.  CONCLUSION 

The major proposal of the work is to develop an non- 
invasive self administered technique for anxiety related 
disease prediction in children with ASD. These anxiety is 
especially due to their growth pattern and characteristics. In 
such a concern, ECG signal was considered due to its bio 
marking capability in both cardiorespiratory for dyspnea 
detection and epileptic seizure detection along with heart 
attack. The variation in ECG during all the three case leads 
to a new system of parallel tracking the R-R interval and 
hence the heart rate variability for disease prediction. 
Already existed system had a Kalman filtering framework to 
graph the existence of anxiety. It just predicted, if anxiety 
existed or not, but when it comes to disease prediction the 
earlier existed system does not find accurate results as 
continuous, real-time tracking of R-R interval is absent 
hence there is no continuous tracking of anxiety. The newly 
proposed system is advancement by using UKF algorithm 
for real-time tracking. The prescribed system is a true 
application on Unscented Kalman filter framework for 
tracking a non-linear system. The system makes use of the 
deviation in ECG, while tracking to find the R-R interval 
variations for disease prediction. For epileptic seizure 
prediction the system combines the instantaneous frequency 
response of EEG with the variation in the R-R interval and 
in case of dyspnea prediction EDR is derived from ECG 
combines with respiratory signal to find breath rate. Hence 

this system provides an overall noninvasive technique, also 
proved in terms of its accuracy and stability to get rid of false 
alarm. Tachycardia referring to increase in heart rate, more 
than 100 beats at rest, hence a decrease in R-R interval. 
Bradycardia referring to slow heart rate, less than 60 beats at 
rest, increasing the R-R interval is noted .In case of epileptic 
seizure if the instantaneous frequency of EEG signal 
decreases and RR interval of ECG signals increases it marks 
its onset. Then R-R interval has a direct impact respiratory 
rate, as heart rate increases respiratory rate also increases 
leading to dyspnea. In future the system can be improved 
incorporating sweat sensors and image processing 
techniques for eye images and movements for anxiety 
analysis to increase the sensitivity of the system. 
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Abstract- A low cost, low voltage faucet which is context-
aware with a scope of water conservation. The concept 
propsed is capable of identifying the object in front of it and 
based on that it will regulate the water flow and is vital for 
saving water. The faucet uses an in-built sensor like Infra-
red camera to identify the object in front of it using 
machine learning and the micro-controller will recognize 
the size of the object and on the bases of this it would adjust 
the position of the nozzle. The pressure of the faucet is 
determined by this and accordingly, the pressure washer 
pump would be turned on when the IR sensors recgonises 
presence of hands under the faucet the water would be 
sprinkled . This system is useful in large scale kitchens like 
restaurants, hospitals, households etc. The amount of water 
conserved would be vast and if implemented in homes then 
in the long term would be able to make a colossal impact on 
water conservation.  
 

Keywords- Micro Controller; Infra-Red camera; Motor 
Controlled sprinkler; Pressure water pump;Machine 
Learning. 

I.INTRODUCTION 
     With a population of over 7 billion the resources have 
become scarce and water is one of the vital sources of 
survival for all of mankind. Various campaigns have been 
carried out for bring about awareness regarding water 
conservation however the impact has been comparatively 
less with respect to the pace in which the freshwater table 
is depleting. [1]The proposed faucet is aimed at providing 
a solution to this problem to an extent by regulating the 
water flow which if implemented would help to reduce 
water usage and also make washing and cleaning process 
more convenient.  
 
    The faucet may calculate the water flow required for a 
shower, bath or for an open faucet activity. This way an 
entire households water consumption can be reduced 
immensely and when this is view at from a larger scale 
i.e. a community the overall water conserved would be 
sufficient to stabilize the water table.[2] By identifying 
the content in front of the faucet it would be able to 
calculate the level of water that should be dispensed and 
based on the width and density of the object it would 
adjust the flow of water and would cover more area.[3]  
  
   Most of the faucets at present only serve the purpose of 
dispensing water the flow of water is not regulated and 
the faucets which have in-built sensors are unable to 
detect the content present in front of it and as a result, 
dispense water in at a fixed rate and quantity. [4]The aim  
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of this project is to be able todetect the surface of the 
object on the bases of which the faucet would change the 
rate of flow of water and control the volume being 
dispensed.  
   Developed countries to an extent have rules and 
regulations to monitor and regulate water supply to 
households however most of the developing and third 
world countries with twice the population of developed 
countries it is high time that a solution is implemented to 
cut down on the water wastage. By setting up these 
faucets in every household would be the perfect market to 
target in order to tackle this issue.  
    It is often assumed that software and applications are 
restricted only to computers and mobile phones. 
However, the scope for integrating them to daily objects 
would make smart living a touch away. Implementing 
software to develop hardware which would help in the 
day to day functioning of an individual would change the 
game. [5] 
   Smart homes are becoming extremely popular and 
having a smart faucet is an addition to it making the 
living easy.[6] With the current generation heavily 
relying on technology, smart faucets would be a gadget 
that would automatically make its way into their homes. 
   A combination of an infra-red camera which brings in 
the advantage of using static overhead camera above the 
work area, a micro-controller with the ability to interpret 
the measurements of the object, a pressure pump 
providing water in the required volume would altogether 
make the washing process easier.  

II.PRESENT SCENARIO AND RESEARCH GAP 
   The current scenario is taps and faucets are just viewed 
as a device to dispense water the hidden potential in this 
is yet to be explored. With motion sensitive and infra-red 
cameras becoming more common combining these with 
faucets would help to create smart faucets which can not 
only control the flow of water but also has the 
environmental benefit angle as well.[7] 
Technology has become extremely affordable when 
compared to the earlier days. Almost half the world 
population has a smartphone which was not the case a 
decade ago. [8]Countries are becoming tech-savvy and 
the next big thing in the market is smart living. Smart 
faucets are an untapped market with a lot of scopes.[9] 
The faucets available in the market now are mostly the 
normal faucets which dispense water or are the motion 
sensitive ones which dispense water on command.[10] 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1050



    The proposed model in this paper is a novel idea which 
aims at bringing together different forms of technology to 
a faucet enabling it to be smart. Bringing home this 
technology would be a time saver and every 
homemaker’s dream solution to the problem of getting 
the dishes done on time.[11] It can also be expanded to 
the bathing segment by using it in showers. Washing our 
hands and body properly is one of the most effective ways 
to avoid infection and a faucet which is able to exactly 
identify the measurements and provide according to it 
would help to implement this effectively.[12]  
   Faucets nowadays are equipped with in-built sensors 
like temperature gauges which help to control the water 
temperatures. The faucet proposed by us is a combination 
of hands-free and digital with sensors that would control 
the flow of water. 

III.PROPOSED MODEL 

A. Motor controlled sprinkler 
   The faucet has a 2-way motor controller nozzle which 
sprinkles the water. A two 2-way motor-controlled 
sprinkler operates on x and y-axis motion. The nozzle 
widens and shrinks in accordance with the object in front 
of it. Once the microcontroller detects the measurements 
of the object with the help of the infra-red camera the 
nozzle will adjust accordingly in order to supply water in 
the required quantity. For instance, if a small plastic cup 
was brought in front of the nozzle it would detect the 
width and only open the nozzles center holes for the water 
to flow. On the other hand, if it was a big bowl all the 
nozzles would be open in order to cover more area. 
 

B. Infra-Red camera 
   The infra-red camera is motion sensitive and real time. 
It would detect motion or hand gesture and turn the faucet 
on. It is capable of measuring 3D surface and the 
measurements would then be sent to the microcontroller. 
This helps the smart faucet to be context-aware giving it 
the ability to identify what is in front of it and get its 
dimensions. Once a vessel comes into the washing area it 
would try to figure out its dimensions. And with the 
microcontroller, the water flow would be regulated. 
   The IR camera would be positioned in a manner that it 
would be still so that it can detect the object properly 
using ML[13]. Even if the faucet is being moved around 
the camera would be still near the tail of the faucet so that 
it can get the measurements easily.[14] 
 

C. Micro Controller 
   The micro-controller plays a key role in the entire 
process as it is the deciding body which regulates the flow 
of the water. Once the measurements are obtained from 
the infra-red camera the micro-controller determines if 
the water flow required is high or low. Depending on the 
width and size of the object the water flow will be 
decided. If the object is big and requires high pressure 
then the pressure washer pump will be turned on. This is 

extremely useful for large scale kitchens which have huge 
utilizes. It would make the cleaning process a lot easier. 

D. Pressure washer pump 
    The pressure washer pump is meant for heavy cleaning 
targeting large vessels or while showering or cleaning a 
car. Mainly when the water requirement is more and the 
surface area to be covered is large. The pump would get 
a signal from the microcontroller after which the nozzle 
would switch to this mode and the water flow would be 
wider covering the majority of the region in one go rather 
than having to adjust the object in accordance to the water 
flow. It's pretty common for people to adjust in the 
shower in the direction that the water comes in. this faucet 
would automatically adjust and cover the whole area. 

 
 

Fig 1.1 Block Diagram 

E. Working Process 
   The models working process starts from the object 
coming into the washing area. Once it comes in front of 
the nozzle a hand gesture would indicate that the water 
should flow out. (Fig 1.1)This would be detected by the 
infra-red camera which would also check for the 
measurements and dimensions of the object. These 
readings would then be sent to the microcontroller which 
would decide whether to activate the pressure washer 
pump or not. The pressure washer pump is a high-
pressure water dispensing unit which is extremely helpful 
to wash objects which have a huge surface. The washer 
would help to pump out water in large quantities so that 
the object can be washed in one go rather than having to 
keep the faucet on for a long period of time wasting most 
of the water. once this decision is made by the 
microcontroller the next step is for the 2-way motor-
controlled sprinkler to adjust the nozzle in either x-axis or 
y-axis and let the water flow accordingly in order to cover 
the maximum surface in lowest possible time. This would 
reduce the amount of time spent on cleaning, the amount 
spent on electricity bill and most of all the water wastage. 
 
• Example 
   Derek who runs a famous restaurant in the city is 
experiencing several issues due to the water shortage in 
the area and is forced to import water. He wants a long-
term solution for the problem and wants to contribute to 
the water conservation front rather than continue wasting 
water. With the help of the face, he found out that the 
Infra-red camera sensed the object in front of it and the 
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Microcontroller uses this image to calculate the area of 
the object. (Fig 1.2) The 3D measurements obtained helps 
the micro-controller to combine both this information and 
decide what position of the nozzle would be able to cover 
maximum area and what should be the pressure of the 
water. If pressure calculated is a yes then the water is 
sprinkled on the object however if it requires more water 
and the answer is no then pressure washer pump is turned 
on and the water rushes in. 
 

 

Fig 1.2  Process Flowchart 

IV.FUTURE WORK 
   The future scope of this proposal would be to 
implement this on a much larger scale and not limit it to  
just washing utensils. But also in factory’s, car washes, 
hospitals, restaurant and most of all in every household. 
By widening the scope of this faucet, it would be possible 
to achieve water conservation and stop having to import 
water in areas. The long-term aim of this project is to 
ensure sustainability. By having these faucets in every 
kitchen, bathroom possible the scope of this idea would 
increase immensely and the conveince as well. 

V.CONCLUSION 
   It is high time that solutions for tackling water shortage 
be introduced to the public. Just how change starts at 
home by targeting the average household to implement 
this smart faucet the enormous impact it would have on 

water conservation is more than a first time towards 
handling global warming. The smart faucet would be 
user-friendly and the kitchen is a central part of every 
house starting from there would be more practical.  
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Abstract—This project tries to transform the visual world into
the audio world with the potential to inform visually challenged
people the spatial locations of the objects in their vicinity. Our
paper presents the development of a real-time system based
on detection, classification, and position estimation of objects
in an outdoor environment to provide the visually impaired
individuals with a voice output-based scene perception. The
system is low-cost, light weight, simple, and easily wearable.
The module is integrated into the stick, and the pi-camera is
used to take the picture, and a controller is provided to move
the camera in the required direction. The valuable insights
gained from the feedback are then used to modify the system
to best suit the requirements of the user. The object detection
and classification framework exploit a multi-modal fusion-based
mask RCNN using motion, sharpening and blurring filters for
efficient feature representation. The image recognition classifies
the detected objects along with the positions of the objects.
Experimental results carried out in the outdoor environment are
demonstrated. These data obtained is then converted to voice,
and blind people will get the visual of what the environment is
around them.

I. INTRODUCTION

Navigation of blind people is an important issue to be
considered. They most commonly use sticks for obstacle
detection, meanwhile memorizing all locations they are getting
familiar. In a new or unfamiliar environment, they depend on
individuals passing by to enquire for a certain area. In the
world of sophisticated technology along with various sensors,
there should be a system with the most basic innovation to
make their life a bit easier. Traditional navigation aid methods
such as sticks are very limited and are unable to provide
a complete scene perception. For example, a stick may just

provide information about the presence or absence of an
obstacle. However, no information about the kind of obstacle
is available. In many cases it may be important to know the
obstacle type; specifically, if it is a door needed to be opened
or a stair required to be climbed.

Computer vision technologies, especially the deep convo-
lutional neural network [1], have developed rapidly in recent
years. It is promising to use the state-of-art computer vision
techniques to help people with vision impairment.

The utilization of computer framework advances for navi-
gational purpose is relatively a recent technology. Commonly,
the scene is perceived by extracting images/videos using vision
sensors and a controller is used to adjust the camera view. The
latter is discussed in relation to the recognition of the objects
with the help of image processing [2] using mask RCNN [3]
[4] multi-modal convolutional neural network and the usage of
data that is obtained from the image recognition to identify the
position of the object. The processed data is made available
to the end-user through voice output and contains information
regarding the class and position of the object.

In our project, we have attempted to build a real-time
object detection and position estimation pipeline, with a goal
to inform the user about the surrounding environment. It is
possible to obtain faster results from the mask RCNN image
recognition by running the process on the powerful tools. A
server can be used to run the process and return the obtained
results. For a smaller specifications system, the output will
be obtained but the execution time may take long as RCNN
requires a higher processing specifications system. So, the end-
user system may be designed with low specifications which
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can reduce the cost to the end-user. Its main function will be
to click the image and send the image data to the server which
requires less computational and processing power. The picture
in the server will be processed which has a good processing
and computational power to handle the RCNN and process the
results faster. Once the results are obtained, they are sent back
to the end user system in the form of voice output.

II. RELATED WORK

Work has been carried out by various groups in the field of
object recognition using image processing techniques that are
implemented for an efficient and a quicker way to recognize
the object and classify them according to the class.

Mask R-CNN Object Recognition by Kaiming He, Geor-
gia Gkioxari Piotr Dollar [5] have presented a conceptually
simple, flexible and a general framework for object instance
segmentation which efficiently determines the object in the
image by applying the segmentation mask for each instance.
They have demonstrated how simple its to train them and how
it adds only a small overhead to Faster RCNN running at
5fps.They have demonstrated COCO suite of challenges, in-
cluding instance segmentation, bounding-box object detection,
and person key point detection. Mask R-CNN scores high
against all existing, single-model entries on every task. The
simple and effective approach will serve as a solid baseline
and help ease future research in instance-level recognition.

An Image Matching and Object Recognition System has
been developed using Webcam Robot by Sanjana Yadav and
Archana Singh [6]. In this work, the image matching and
recognition of the image and classification is done by tracking
an object and calculating its feature points and classification
with the help of trained Data Sets. They have both the manual
as well as automated image matching. In the automated
system, the picture is taken and uploaded to the database after
which the system image matching will be performed. Black
and white points of the image is first calculated, then Chamfer
Matching Algorithm and 3-4 Distance Transformation with
canny edge detector [6] is applied for calculating the pixel
values which is used for matching the trained data sets.

pseudo Eye - Mobility Assistance for Visually Impaired
Using Image Recognition by A.G.Sareeka, et al., [8] have
developed a wearable device which converts the text image
to the voice output through a camera click. A SoC (System
on Chip) does the processing and tells the user the text thats
present in the picture that will guide them through the path.

Visual Assistance for Blind using Image Processing by
Deepthi Jain B, Shwetha M Thakur and K V Suresh [9] pro-
posed a wearable model for the blind people which is capable
of identifying the objects using image processing techniques
and also the distance between the objects is identified using the
ultrasonic sensor. Raspberry pi module is used for computation
and implementing the algorithm where the modules such as the
OpenCV and python language is used for the implementation.
Some basic objects and overlapping images were identifiable.

Image Recognition for Visually Impaired People by sound
by K.Gopla Krishna, C.M.Porkodi, and K.Kanimozhi[10] have

proposed an algorithm to convert the image to the sound
format to help blind people understand their surroundings.
They have used a canny edge detection package which iden-
tifies the object by the edges and by comparing these values
with pre- trained dimensions. It has been observed that it is
working very good fors simple images but when the images are
complicated like overlapping of the images they are obtaining
a wrong results and yet to develop the efficient way of image
processing.

Voice Assisted Navigation System for the Blind by Ananth
Northey , Kishore Kumar M.[11] have designed a cheap and
affordable navigators for the blind people where the ultrasonic
sensors used will give a voice instruction and guide the route
for the person and ground gradient is its improper they have
designed an algorithm to guide the correct path for the user.
They have incorporated a GPS module which can guide them
the route to reach the destination n with the help of the android
app which sets the destination and gives the voice output for
the user to take the best path.

III. PROPOSED MODEL

The proposed model is used to overcome all the shortcom-
ings of the aid for visually challenged people. There are in the
market the sticks that have a sensor which informs whether
the object is there or not. Further, there are sticks which use
infrared cameras to map the surroundings but are expensive
and uses a lot of processing. To address the shortcomings, a
model is developed to assist the visually challenged people
and read-aloud the names of the objects present in their
surroundings and to give them clear estimation of how their
surroundings is. To narrow down their range of estimation
and to provide precise object position, a controller is given to
move the camera to their required view point and then take the
photo. The output is read aloud as to what objects are present
in that direction.

The photo is taken by the user using joystick switch in the
direction he wishes. This photo cant be processed in Raspberry
PI as it takes up lot of computation. Hence, this photo is sent
to the server dedicated for running the algorithm. The photo
is sent through Googles Gmail REST API. Each photo has the
unique name in the form of YYYY_MM_DD_HH_MM_SS so
that there is no replacement of images.

The image is taken up by server from a dedicated Gmail
link. This image is then processed using the Mask-RCNN
algorithm. The server processes it as it can support multiple
clients and can do it fast. The output of the algorithm consists
of many parameters which are encoded and sent back to the
client from which request has come.

The output from the server is taken up by client and
decodes the information. This decoded information is read-
Aloud clearly to the user two (2) times. Any flexibility or
changes in the read-aloud can be done from provider end.

A. Architecture at the client side

At the client side using the joystick, the user moves the cam-
era in the required position and clicks the pic, the raspberry pi
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module takes the picture which is then sent to the mail (pre-
coded) using the Gmail API, to make the computations fast
in this project and since the raspberry pi module has limited
computation al power, its functions are also limited in this
project where it performs the main core functions such as
uploading the picture and getting the results back and converts
them into the voice format which the end user , the blind
person is able to hear. The complete working of each section
is discussed in detail in the upcoming sections.

Fig1.Aritecture of the module at the client side

B. Core function of the modules
Each module used has their own core functions and respon-

sibilities, each of the modules functions is explained in detail
here.

1) Joystick module: A 2D joystick module is provided
along with the push button switch where the user can use
this to position the camera in the direction required and
push the button. This module is powered and controlled
by the Arduino Uno module which is powered by the 9V
battery. The joystick provided is able to turn the camera

horizontally by an angel of 180 degree and vertically
120 degree.

2) Push button: The push button is provided along with
the joystick module where the user once he is done
positioning the camera, he can click on the push button
(press the joystick vertically) and photo is clicked.

3) Arduino Uno : The joystick along with the push button
functions is handled by the Arduino Uno where the
values fetched joystick module to the Arduino Uno are in
the analog format since the raspberry pi does not have a
ADC(Analog to Digital Convertor) Arduino plays a role
where it converts the analog data to the digital format
and sends the data to the raspberry-pi module which
than turns the camera accordingly. Arduino also plays a
important role in analyzing the push button push, once
the button is pressed it takes that as an interrupt and
send the signal to the raspberry pi module which in turn
modifies this to take the photo.

4) Raspberry pi: Is the main core at the client side, it is
powered by the power bank, it does mainly 3 things,
which are.

a) Receives the signal from the Arduino module to
take the picture and once it receives the positive
signal then it immediately without much delay
clicks a pic and saves it.

b) The saved picture is than sent to the mail using the
Gmail API.

c) The final results of the image processing is received
by the raspberry pi which is also done by using the
Gmail API. These final results are than converted
into the voice format and through the jack provided
the voice output is made available to be heard by
the end user.

5) Pi cam: This module is a 5MP (Mega Pixel). Camera
which is provided with best interface with the raspberry
pi module a 8 line parallel data communication cable is
provided for a high speed data transfer of the imaged
to the pi module. This module just turns on when the
pi send signal to take a pic and a warm up time of 5s
is provided to get a clear image and returns the image
back to the module

C. Architecture at the server side

The server is pre-installed with python version 3 and re-
quired packages for the image processing are also installed.
Server is fully automated, and no manual intervention is
required for any actions that are required concerned to the
project. It is pre trained to object recognition. The Gmail API
services are supported by the server. The server does all the
required computations and obtains result with the minimum
delay possible and max CPU usage. These results are than
encoded in the csv file and sent ack to the raspberry pi module
using the Gmail API. The flow and the services are explained
in detail.

Once server receives the image from the client side, the
image processing algorithm is applied to the image for object
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recognition. The algorithm that is used is MASK R-CNN
which is a robust, efficient algorithm used for object recog-
nition. It even produces accurate results with the complicated
images and overlapping images. The results obtained from this
algorithm are than converted into the proper csv format which
is the best way to send the data with the minimum size over
the communication.

Fig 2. Architecture at the server side

The Server continuously waits for an image to be uploaded
by the client. Once the client uploads an image, the au-
thentication is done by google API. If the authentication is
successful, the image is fed to object recognition algorithm.
The model used by the algorithm might depend on the client’s
requirement. The default model might be used or the model
as per client’s requirement might also be used. The algorithm
produces the results which are stored as a dictionary which
has object as the key and its corresponding position as the
value. The data is then converted into a csv format in the
form of [object id, x left bottom, y left bottom, x right top,
y right top].There might be multiple IDs of this sort based on
number of objects being recognized.

The csv file created is renamed the same name as the image
processed to produce it to maintain uniqueness among multiple

files.The csv is sent back to client through the google API.

D. Mask R-CNN
Mask R-CNN is a conceptually simple, flexible, and a

general framework for object instance segmentation efficiently
detects objects in an image while simultaneously generating
a high-quality segmentation mask for each instance. Mask R-
CNN is simple to train and adds only a small overhead to
Faster R-CNN, running at 5 fps. Moreover, Mask R-CNN
is easy to generalize to other tasks, e.g., allowing us to
estimate human poses in the same framework. g instance
segmentation, bounding-box object detection, and person key
point detection. Without tricks, Mask R-CNN outperforms
all existing, single-model entries on every task, including the
COCO 2016 challenge winners. The Fig 3. Shows the output
of the Mask R-CNN for the images which have overlapped
objects, which is using the instance segmentation concept to
bring up the result. Mask R-CNN structure is also trained to
analyze the human pose estimation also, which means that
it can identify the objects even when they are posing in the
different position. Fig 4. Shows the insight of what the output
would result in.

Fig 3. Mask R-CNN output for the overlapping images

E. Gmail-API
The Gmail API is a RESTful API that can be used to access

Gmail mailboxes and send mail. For most web applications
(including mobile apps), the Gmail API is the best choice for
authorized access to a user’s Gmail data. The Gmail API, like
Gmail itself, is (currently) a free service from Google. The
Google Fit REST API enables you to store and access user
data in the fitness store from apps on any platform. The REST
API provides resources and methods to create, obtain, list,
and modify data sources. A data source represents a unique
source of sensor data. All requests to the Gmail API must be
authorized by an authenticated user. Gmail uses the OAuth 2.0
protocol for authenticating a Google account and authorizing
access to user data. You can also use Google+ Sign-in to
provide a ”sign-in with Google” authentication method for
your app. Google has doubled up the Gmail attachment size
from 25MB to 50MB for incoming mails, allowing users to
receive larger files of size up to 50MB. This means that user
can now open file size of maximum of 50MB directly in their
inbox mailbox at once.

IV. RESULTS
The fig 5 and fig 7 was sent as input by the Pi cam, the

client device sends the image to server which in turn sent back
the output in the form the form of fig 6 and fig 8 respectively.
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Fig 5. Input Image as taken by camera

Fig 6. Form in which Data is communicated

The output has n*5 fields where n is the number of object
detected. Each row represents one object. The first element in
each row denotes class ID. Each object has a different ID. In
the above fig., the ID 6,1,3,8 represents bus, person, car and
truck, respectively. The 2nd and 3rd column represents bottom
left coordinates of a bounding box i.e. (x1,y1) and 4th and 5th
column represents top right coordinate i.e. (x2,y2). It can be
inferred that the height of the object is abs(y1-y2) and width
of the object is abs(x1-x2) as seen from the camera.

For reading out the object for the visually-challenged, the
center line is taken as the reference. Since the images are
always 1024 * 768, center line always has x-coordinate 512.
The ones having x2 < 512 are in the left of the image,
ones having x1 > 512 are in the right of the image and the
ones whose x1 < 512 and x2 > 512 pass through the center
coordinate.

The voice output for each result would be of format ”The
(number of object-name) (object-name) was/were found. One
was left/right/straight of the camera, one is .... ” till all the
object instances are parsed. The above is repeated for all the
objects.

Fig 7. Image taken by Picam

Fig 8. Mask RCNN output

Fig 9. The form in which data is communicated

As indicated by Fig 9, first column of eaach row represents
the class ID. 57,61,63,65,67 represents chair, table, TV, mouse,
keyboard. The read aloud for Fig 9 would be of the form
”There are eleven(11) objects found. ’4 chairs were found; 1
on the left of camera, 2 in line of the camera, 1 on the right
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of camera’. ’1 table was found; 1 to right of camera’. ’4 TV
were found; 2 to the left of camera, 1 on line of camera, 1 to
the right of the camera’. ’1 mouse was found; 1 on the left of
camera’, ’1 keyboard was found; 1 on line of the camera’”.
This output is repeated to remove ambiguities if any.

The read-aloud is such that, the number of elements in the
class are told first followed by position of each. The above
result is repeated to get clarity in case of ambiguity the first
time.

The Round trip Time takes at max 20 seconds when being
tested in the local low power server.

V. CONCLUSION
The paper presents a smart stick which is significantly better

than its predecessors with ultrasonic sensors. The sticks with
ultrasonic sensors are heavy and expensive. In smart stick,
all the operations are done using images which reduces the
infrastructure significantly.Therefore it is much cheaper than
the ultrasonic ones. The algorithm when hosted on Google
servers for testing yielded results in a second. It was observed
that the algorithm yielded better results when trained for
30-35 epochs.The accuracy was tested for wide range of
objects in various conditions The accuracy was consistently
above 90%.Its easy usage combined with powerful detection
algorithm makes it an obvious choice in the foreseeable future
under wearable tech.

VI. FUTURE ENHANCEMENTS

1) The further goals include creation of micro-controller to
perform only the required operation and thus getting rid
of Raspberry Pi.

2) As the module is integrated on a stick, the module can
be integrated on a cap as it is easily wearable and more
portable than a stick.

3) Integrating a night vision and flash cameras for detection
in extremely low light.

4) Using depth perception to read-aloud approximate dis-
tance of the object which is being recognized.
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Abstract—This world has seen a lot many examination
portals that are deployed over several servers which are used
to conduct online examination for various purposes among
which some may include conducting a test for entrance
examinations, or olympiads at national and international level
and while some portals are designed to conduct a test for
placement purposes. But what we have seen is that mostly all
the portals are designed to conduct tests that contain multiple
choice questions. Here our aim is not to work on the technology
that is already existing, rather some technology that is very
rare. Here we talk of the descriptive online examination system.
Multiple choice questions are easy to deal as they have a
question, a few options and a field in the same question that
stores the correct option in the database. While in the case of
descriptive questions it is not so. It brings in or uses the
concepts of Natural Language Processing or NLP to assign
marks to answers. Answers are nothing but strings and the job
of the model is to do some operations on the answer string such
that it can assign the correct marks to answers written by the
examinee. The data is basically collected from a descriptive
online examination system. Further, it is analyzed and the
designed model assigns accurate marks to the answers for the
question. The back-end is written in Python where the web
framework used is Django, the library used for Natural
Language Processing includes NLTK and for database purpose,
SQLite version 3 is used, while for the front-end HTML
version-5, CSS version-3, Bootstrap and Javascript is used.

Keywords—Exam System; SQLite3; Django; Descriptive
System; Natural Language Processing; NLP; Python; NLTK

I. INTRODUCTION
We come to hear news from around the globe that a
particular exam was conducted for a job or for a college or
examination in schools and the result was published after
some time, while this is a good way to conduct an exam but
it is inefficient with respect to the current world where
automation is the future. The examination system relies on
manual work from printing to transporting the paper to the
examination hall, then invigilation and the most tedious task
of checking the answer sheets which is a huge mess for any
examiner which sometimes leads to resource loss. Also, we
hear news about paper leaks and answer sheet being lost in
the transporting process. The manual checking process will
always have that human error based on certain factors like
biasing, the mood of the examiner, target completion and
much more such factors. Also if we take account of all the
paper wastage and the stationary waste which harms our

environment leading to do more bad then good as the
enormous amount of trees being chopped off across the
world for the process. This helps us understand that the
offline examination system is not cost effective or time
efficient, resources are also wasted in the process and
moreover we all know that resources are scarce in nature and
we need to utilize it efficiently to get the maximum output of
it.

While the offline examination system has a big disadvantage
but are not getting replaced at a bigger scale because new
online examination system features only multiple choice type
of question's while most of the exams contain descriptive
question for which multiple choice answers do not work and
hence they are not that compatible and efficient to replace it
at a larger level. We all know that if we have to remove a
universally accepted system, the new system should not be
just good, rather it should be able to make a quality
difference so that the organizations accept it. While there are
some examination system and they are good at evaluating the
answers but they have little to no scope for the descriptive
ones and the analysis is not well implemented to get
meaningful results. Even most famous of them just have a
simple system of storing the correct options in the database
and just matching the correct option with it to calculate the
result.

In the proposed model we are taking the online examination
system to a new level by enabling the examinee to write
descriptive answers which will get evaluated on their own i.e
automating the entire offline examination system with the
efficiency of computing having no human error involved,
this can be done using NLP or Natural Language Processing.
The evaluated answers will be stored in the database and
they can be viewed anytime and a particular student profile
will be maintained for better evaluation of the student.

This will be a huge boost to the online examination system as
this will allow it to overcome its biggest con and it will also
help the online examination system to stretch its paw even in
the half-yearly or annual examination conducted by schools
or college for evaluating the profile of the student. This will
have instant benefits like the system will relieve the burden
of the teachers and professors of checking copies and in
return they can be more productive with their time in
teaching things, this will also eliminate biasing in answer
script checking and will have leased space for any human
error as copies would not be scanned and the entire marks
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will be allotted according to the way answers are written by
the examinee while he was on and there will be little to no
space for acquisition, it will help in resource management as
this will cut corners on stationery products, it will also have
greater efficiency with respect to time as it will produce
instantaneous results and will be more secure and reliable.

Talking about the technology used in order to build such a
model for evaluating descriptive answers, NLP or Natural
Language Processing is has a great role to play. NLP can do
a lot of innovative jobs like predicting if a message or an
email is a spam or a ham, the quality search that we can do
on shopping websites like www.amazon.in and
www.flipkart.com in order to search for different categories
of items that include kitchen utensils, electronics gadget,
apparels, food items and much more such products that are
available online. The basic idea was that did anyone ever
think of knowing how these search bars or how these ham-
spam classifications work? The answer to this question is
that rarest of the rare people have tried getting into this and
tried to know what the mechanism or the back-end work in
order to give such powerful search results and such
predictive classification techniques. For those who are not
aware of the mechanism behind this, it's all just about
playing with strings of characters, numbers and special
characters or what we call as string manipulations to arrive at
such results.

Fig. 1. Types of an examination system

For example when a product is stored in the database of the
online shopping website, what happens is that additional
keywords are stored for them such that they can be searched
using those keywords. The string input by the customer in
the search bar contains keywords using which products are
searched and displayed on the customer dashboard. Even the
back-end for such applications contains quality search
algorithms that are out of the scope of this paper's discussion
which is on the model of the descriptive online examination
system. Similarly, the scenario is quite the same here for
evaluating answers for questions that are descriptive in

nature. Keywords are stored for every question and on the
basis their occurrence in the answer string, the examinee is
allotted marks. In order to perform this in Python language,
there exists a library that makes it a little easier for the
algorithm developers to perform string manipulations. The
name of the library used is NLTK which is specifically
designed for python to work on NLP. It is discussed in detail
in the section where the algorithm is discussed.

In the below section as we can see is critical analysis in the
field of Natural Language Processing and online
examinations system. Its speaks about the works in the same
field by other researchers and what they have done in order
to develop such a system. The section below covers all the
fields in order to develop and derive such a system out of the
demerits of the other systems that are currently in use.

II. STATE OF THE ART

The main aim of such a system is so that human effort can be
reduced by introducing proficient computing technologies.
Below, there is a discussion by some critical study on the
existing technologies and algorithms for Natural Language
Processing and examination systems that are already in use.
It is by the help of these research papers that we could
construct such an algorithm for conducting online descriptive
examinations system.

Jayakodi et al.[1] had proposed a concept in the year 2015 to
assign weights to questions for a test or basically their end
semester question papers. There are multiple educational
taxonomies that can be used to assess and assign weights to
questions. So they use a taxonomy learning to function the
above weight assignment. Here also they are using NLTK
which is a library for working with Natural Language
Processing along with the Wordnet package using Bloom's
taxonomy.

In the year 2010 Ishikawa et al.[2], conceptualized a paper
using Natural Language Processing. The idea was to detect
users having multiple accounts over a community site. They
had to solve this and hence they did some experimental
analysis over the messages passed over Yahoo. The users
who have multiple user accounts discourage other users in
retrieving quality records and hence the credibility of the
community site gets decreased.

Kaur et al.[3] in the year 2017 presented and introduced a
paper keyword extraction from text. It uses the concepts of
data mining along with Natural Language Processing in
order to extract keywords. The sub-concepts used to extract
keywords from the text include text mining, web mining,
graph mining, temporal data mining, sequence mining,
spatial data mining, multimedia mining and distributed data
mining.

In the year 2009, Futrelle et al.[4] proposed a paper on NLP-
NG which a new NLP system for biomedical text analysis. In
this system there exist three subsystems depending on which
NLP-NG works. The three components include NG-CORE
which is used for language processing, NG-DB which is used
for the management of the database, and finally NG-SEE that
is used for active visualization. Normalization is being used
to generate schema which can be used to detect domain-
specific text from the main script or the text. The basic
advantage of this system is that it can detect domain-specific
text from a large variety of text scripts as it uses a 300
million word BioMed Central corpus.
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In the year 2017, Revathy et al.[5] introduced a paper for
feature extraction from text using NLP. The basic
disadvantage of having an LDA system or Latent Dirichlet
Allocation process was that it had a very high time
complexity. In order to decrease time complexity, they used
NLP or Natural Language Processing in order to do the same.
LDA uses a generative statistical model that uses an
unobserved group of data to explain observations for which
time complexity reduces. NLP is faster as compared to LDA
because it uses techniques of pattern generation and then
ranks documents according to the patterns generated. What
exactly happens is that documents related to the existing
documents are found and further a cluster of documents are
formed. Then an advanced ranking technique is applied to
generate an author community so that they can communicate
between them.

Nei et al.[6] in the year 2013 gave an emerging concept of
simulation training which could improve the response time
and could enhance the safety of the system in the real time,
which would help to recreate a smart examination system.
Also, the interface module works with the communication
module which is connected to other modules. The analysis of
data can improve the operational steps which will restore
those steps and provide a base for further reports.

In the year 2009, Zhang et al.[7] introduced a SQL based
online exam system which could show objective questions as
well as the SQL questions but this had larger limitations that
apart from the SQL questions. There is no way of showing
subjective questions and also that time constraints and
security could be improved to a greater extent. The system
primarily focused on the processing of query statements and
process of DML statements which are then compiled and the
basic functions of account management and test management
could be implemented in the code.

Zhai et al.[8] focussed on the online system with keeping an
eye on the security and improving the performance of the
system, the system basically which included the addition of
the question modules storing the answers in the database, the
paper also compared the traditional access methods like the
MAC (Mandatory Access Control), DAC and many more
such access techniques. The paper is experimenting with the
basic concepts and then showing the test results on the access
methods, the basic question module interacts with the test
module is less reliable.

Luo et al.[9] in the year 2009 differentiated between a
normal test and sequenced test and the paper focuses on
order and dependency. It goes a step ahead in showing that
where the executor can give executing permission or can
deny it, it can also set the examinee-set which will lead to the
questions module preparation and the exam system is
automated as when permission is given to the executor it can
start evaluating the sequence test and will generate the result,
it combines the traditional model to make an automated
system but the lack of security and have no scope for
subjective answers is a disadvantage in the system.

Yang et al.[10] in the year 2012 gave an examination system
which had a lot of features including the paper generation, to
a better mix-up of library system to keep the papers and then
arrange them accordingly and another automatic exam
generating system which was there for the generation for the
exam, the system being good for a hybrid platform for exam
system has a little scope for subjective questions, even
adding the feature will lead to system being check by an

examiner as opposite to the automated system works, though
it has new features of difficulty coefficient and also analysis
of the paper but this does not use the full potential of
automated online exam system.

In the year 2013, Treenantharath et al.[11] also talked about
the online examination system with the use of the thin client
i.e less connection need in compare to the fat client where we
need a centralized server in respect to controlling the online
activity also the fat client server typically exist with the client
server architecture which is quite heavy to load, using thin
client will provide solution to the described problem but it
has little to no scope for the descriptive answers to be taken
into consideration and thus the scope is only limited to the
online multiple choice questions.

As discussed by Atoum et al.[12], the approach taken by
the authors was a bit different in this paper as it was
supposed to be a monitored online examination system as
opposite to the offline center where the invigilator will have
a close eye on the examinee there was an online system
created to handle that problem by using the webcam and the
microphone which will search for any kind of the anomaly
and according to that actions will be taken if any kind of
malpractice is detected while this system is better but it has
loopholes where the above condition will fail, also the
system will only have the MCQ based examination which
leave us with little to no way for the descriptive answers to
be evaluated

III. ALGORITHM OF ONLINE DESCRIPTIVE ANSWER MARKING
SYSTEM

As discussed earlier it is seen that there exist two types of
examination portal or systems that include an offline
examination system and an online examination system.
Further, the online examination system can be grouped into
two examination systems wherein one subjective questions
exist while in the other descriptive questions exist.
Subjective questions are those in which there exists a
question for which a set of multiple choice options are
provided such that the examinee has to select one of them.
But then it may also happen that there may be multiple
answers to a question, then, in that case, multiple check-
boxes can be selected. While in the case of the descriptive
examination system, a question exists for which the
examinee writes an answer that is stored as a string and
further marks are assigned to the answer according to the
quality and correctness of the answer. Basically, keywords
are stored in for the particular question by the teacher who
uploads the test and its questions on the portal. The answer's
correctness is judged by matching the answer with the
keywords i.e basically the words of the answer with the
keywords. Further, a sparse matrix is formed and hence it
shows the count of each and every keyword in the answer
string. Then there occurs some mathematical operation on it
so as to count the actual accurate marks for the answer
written.

As Python is used in order to code out the algorithm, a
module or as we say a library named NLTK is used. This is
the library in python that helps out to perform Natural
Language Processing. It makes it easier for the algorithm
developer to work with NLP. It consists of a list of common
words such as prepositions and articles like a, an and the
which have no use in the final answer evaluation, so they are
removed. These common words are known as "stop-words".
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After they are been removed, the keyword existence in the
answer is calculated using a sparse matrix. For keyword that
exits as a word in the answer string, we put 1 in the cell and
go to the next keyword. If the keyword is not present as a
word in the list of words in the answer string, then 0 is
placed in the cell. This way the sparse matrix is formed.
Further with the keyword existence count in the string, marks
to be allotted to the answer is calculated.

There are some terms that are important while working on
NLP and they are stated below, consider two strings as "Red
Pen" and "Blue Pen". Here the keywords that can be
obtained are "Red", "Blue", and "Pen". So, the keyword
vector can be calculated in the format (Red, Blue, Pen) as,

     

     

Using this information we can calculate the similarity index
between two strings by applying Cosine Similarity on
Vectors.

sim (A, B) = cos  = A . B / || A || || B || (3)

The next term is Term Frequency which is nothing but
frequency of a term ‘t’ in a document ‘d’.

TF(d,t) = # of occurrence of term ‘t’ in a document ‘d’ (4)

where,

t = The term

d = The document

Another term to be introduced is Inverse Document
Frequency which is nothing but the importance of the term in
the corpus.

IDF(t) = log ( D / t) (5)

where,

t = # of documents with the term

D = # of total documents

The final term to be introduced is TF-IDF. It gives the word
count along with a notation of how important a word is in a
document or a list of documents.

Wx,y = tfx,y log ( N / dfx ) (6)
where,

tfx,y = frequency of term x in document y

dfx = # of documents containing term x

N = # of total documents

Without these terms, NLP is not no possible. Before working
on NLP, one should know the meaning of these terms, what
they are and how they can be used.

Below we discuss the algorithm used to work the descriptive
answer marking system in detail. The merits and demerits of
this system are also discussed in detail in the further sections.
As we move on through the further sections, we can detect
them.

Algorithm for Online Descriptive Answer Marking System

In the below algorithm, variables named KEYWORD and
ANSWER are used to store the keywords from the database
for the question and answer string input by examinee
respectively. While variables NK is used to store number of
keywords for the question with which answer string is to be
checked, NY is the number of keyword columns for an
answer string for which 1 is stored in the cell, MM is the
maximum marks assigned to the question and MA is the
marks assigned to the student for his answer. Below is the
equation used to calculate the marks assigned to the student,

MA = ( NY / NK ) * MM (7)

Fig. 3. Algorithm for Online Descriptive Answer Marking System

Now we would take an example of how the algorithm is
working. Consider a question as "What is Data
Preprocessing ?" for this question the keywords could be
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KEYWORD = "data, preprocessing, mining, machine,
learning, gathering, range, values, combinations, missing".
Now consider the input answer to be ANSWER = "Data
preprocessing is an important step in the data mining process.
Data gathering methods are often loosely controlled,
resulting in out of range values, impossible data
combinations, missing values, etc.".

After applying all the string manipulations that include
removing punctuation from KEYWORD and ANSWER,
then converting the list of characters in KEYWORD and
ANSWER into a string and then converting KEYWORD
and ANSWER string into lowercase and then on removing
stop-words or the common words from KEYWORD and
ANSWER and finally after calculating keyword presence in
ANSWER, it can be seen that the sparse matrix returned in
the form of data-frame looks something like the figure below.

Fig. 2. Sparse Matrix formed on checking the presence of keywords in
the answer string

Further, from here it can be seen that NY = 8, NK = 10, and
let MM = 5 marks assigned to the question. Then, marks
assigned would be MA = 4.0 using equation (7). Figure (2)
shows the algorithm for Online Descriptive Answer Marking
System.

IV. RESULTS
The data that we received had the algorithm for online
descriptive answer marking system applied to it. Below in
figure (4) the sparse matrix for five students who answered
the question " What is Data Pre-Processing? " can be seen.

Fig. 4. Applied algorithm of the online descriptive answer marking system
on answer generated by five students

In the above figure, it can be clearly seen that there are five
rows with students naming Lipika, Adarsh, Bharat, Kashyap
and Krishnanshu. Further, there are 14 columns among
which the first column contains the Name of the student,
answer to the question " What is Data Pre-Processing? ",
Answer Word List which contains the keywords generated
from the answer generated by the students and then come to
the columns which are mandatory keywords that need to
exist in the answer and the last column is Marks that consists
of the marks obtained by the student.

It can be clearly seen from the algorithm in figure (3) that
how the marks are being calculated from the keyword
existence in the answer.

Here we have a small data for explaining the instance, while
in practical situations when the number of students is huge
i.e approximately in the range of 500-1000 or above than that,
then quality analytics can be applied to know about the trend
of the marks by plotting out some graphs by Python's
visualization libraries that include Matplotlib and Seaborn.

Below is a histogram showing the frequency of the marks
obtained by the number of students.

Fig. 5. Histogram for determining frequency of students marks

In the histogram, it can be clearly seen that two students have
got the same marks who are Adarsh and Krishnanshu which
is 0.5 marks. Further Lipika has got 1.5 marks as three of the
keywords match with the answer string input by her.
Similarly marks obtained by Bharat is 2.0 and by Kashyap is
1.5. Such histograms are beneficial to know the trend in the
marks obtained by students.

V. CONCLUSION
It can be seen by conducting tests using such an algorithm at
regular intervals that one can determine the trend in the
marks obtained by different students and we can give them
an analyzed report on the different subjects they need to
focus on for which they are weak. With the existing data, we
can also implement a predictive machine learning model on
the data so that it can predict marks that the students will
score in the future. It is observed that students mainly study
those subjects that are placement oriented or which are
required for placement purpose only. While students neglect
the subjects of their core domain. Deep knowledge in the
domain is required as it is of no use to study if you do not
have a core domain knowledge. So it can help students get
quality knowledge as everything will be digital and there will
be no cumbersome process of conducting a pen-paper test.
Also, answers are evaluated at that moment itself and the
student can see the solutions and can correct the mistakes or
errors committed while appearing for the exam.

The algorithm is also efficient as the faculty conducting the
test can himself set the question along with the desired
keywords he is expecting in one's answer. With this, there is
a generalized model using which such answer marking
systems can be developed and all the tests can be conducted
over an easy to use dashboard oriented user login portal.

Also, talking about the future works on it, it can be tracked
using the system that which student has cheated from any
other student. This will again use the concepts of Machine
Learning and Data Science to work upon these.

REFERENCES

[1] K. Jayakodi, M. Bhandara and I. Perera “An automatic classifier for
exam questions in Engineering: A process for Bloom's taxonomy”,
IEEE International Conference on Teaching, Assessment, and
Learning for Engineering (TALE), (2015)

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1063

https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7377406
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7377406


[2] N. Ishikawa, K. Umemoto, Y. Watanabe, Y. Okada, R. Nishimura
and M. Murata “Detection of users suspected of using multiple user
accounts and manipulating evaluations in a community site”, IEEE
Proceedings of the 6th International Conference on Natural Language
Processing and Knowledge Engineering, (2010)

[3] B. Kaur, and S. Jain “Keyword extraction using machine learning
approaches”, IEEE 3rd International Conference on Advances in
Computing,Communication & Automation (ICACCA) (Fall), (2017)

[4] R. P. Futrelle, J. Satterley, and T. McCormack “NLP-NG — A new
NLP system for biomedical text analysis”, IEEE International
Conference on Bioinformatics and Biomedicine Workshop, (2009)

[5] M. Revathy, and M. L. Madhavu ”Efficient author community
generation on Nlp based relevance feature detection”, IEEE
International Conference on Circuit ,Power and Computing
Technologies (ICCPCT), (2017)

[6] W. Nei, Y. Wu, D. Hu, L. Wang, and Y. Li ”Data Management and
Analysis of Intelligent Examination Scoring System of Simulation
Training System”, IEEE 5th International Conference on Intelligent
Human-Machine Systems and Cybernetics, (2013)

[7] G. Zhang, and H. Ke ”Design of Paperless Examination System for
Principles of Database Systems”, IEEE International Conference on
Research Challenges in Computer Science, (2009)

[8] L. Zhai, and T. Gong ”The research of examination management
system based on network flat”, IEEE 2nd International Conference on
Artificial Intelligence, Management Science and Electronic
Commerce (AIMSEC), (2011)

[9] S. Luo, J. Hu and Z. Chen ”Task Based Automatic Examination
System for Sequenced Test”, IEEE International Conference on
Electronic Computer Technology, (2009)

[10] N. Yang, X. Chenguang G. Weiwei and M. Xianmin ”The design of
exam system on the basis of .net technology”, IEEE Symposium on
Robotics and Applications (ISRA), (2012)

[11] T. Treenantharath and P. Sutheebanjard “Secure Online Exams on
Thin Client” , IEEE 11th International Conference on ICT and
Knowledge Engineering, (2013)

[12] Y. Atoum, L. Chen, A. X. Liu, S. D. H. Hsu, and X. Liu “Automated
Online Exam Proctoring” , IEEE Transactions on Multimedia, (2017)

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1064

https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5583927
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5583927
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8337663
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8337663
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5314287
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5314287
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8063643
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8063643
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6642545
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6642545
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5400050
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5400050
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5992814
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5992814
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5992814
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=4795899
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=4795899
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6213614
https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6213614


Performance Analysis of Hybrid Transformer-less 

PFC boost Converter 
  

 

 

 

 

 

Abstract— Recently , power electronic devices are widely used in 

various applications; because of this the shape of input current is 

greatly affected. Generally, the boost PFC converter provides 

satisfactory operation for current shaping but for some high 

voltage application it is not appropriate. In this proposed work a 

hybrid transformer-less PFC boost converter is introduced. This 

converter will function in DCM i.e. discontinuous conduction 

mode to shape current waveform at the input and to obtain a 

high voltage at output without the need of operating at high duty 

ratio. The converter uses a minimum number of devices which 

will enhance the power density and minimizes the cost. 

Furthermore, power switches voltage stress is decreased leading 

to low power loss in power switches and therefore making the 

circuit more cost effective. Finally, simulated results confirm the 

theoretical analysis and the competence of the presented 

converter. 

Keywords – PFC converter, Hybrid Boost converter, 

DCM(Discontinuous conduction mode) 

I.  INTRODUCTION  

With the advancement of technology the use of power 

electronic devices increased at a rapid rate. Laptops, 

computers, workstation and power station etc. need of ac- dc 

power supplies which in turn enhances the use of rectifiers i.e. 

AC-DC converters inside these power supplies. The problem 

with conventional rectifier is that being a non-linear device 

they draw a non-sinusoidal input current which will greatly 

affect the input current and distort its shape, this on the other 

hand leads to the deterioration of power factor. In order to 

accomplish the requirement of high efficiency, many power 

factor correction technologies have been implemented to shape 
the current waveform at input. Most of the power factor 

correction technologies have implemented boost PFC 

converters owing to its excellent current shaping ability and 

high performance in terms of efficiency and power factor [1]-

[2]. However, the problem with the conventional boost PFC 

converter displayed Fig .1. is that it is not appropriate for high 

voltage gain applications required in various biomedical and 

industrial equipment[3]. Owing, to the limitations of 

semiconductor devices it is not advisable to use the boost PFC 
converter at high duty ratio however, to achieve high step up 

voltage gain the boost PFC converter operates at extremely 

high duty ratio which leads to deterioration of power factor 

and increased losses. Also, boost PFC suffers from the 

problems of low efficiency, high THD at low input voltage 

and switch voltage stress is relatively high which will lead to 

increased power loss. 

A family of high voltage gain single phase hybrid PFC 

rectifier suitable for application that require rectification with 

unity power factor is introduced[4].In [5] a single stage non-

isolated switched capacitor AC-DC converter for PFC is 
proposed that commutes sub harmonics. Unidirectional step up 

AC-DC converter topologies with voltage multiplier in their 

output is proposed in [6].In [7] a hybrid switched capacitor 

voltage double SEPIC power factor correction rectifier to 

increase the voltage gain is proposed. Other examples of 

SEPIC PFC converters for universal input applications given 

in [8],[9],[11].The voltage gain can be improved by using the 

DC-Dc multilevel boost converter[10],[12]. 

R

Da

Dc

Db

Dd

La De

CSaVac

 
               

   Fig .1. Conventional PFC boost rectifier 
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This paper presents a boost PFC converter based on 

hybrid transformer-less boost converter which utilizes a 

switching topology to replace the inductor of conventional 

boost converter [13]. This topology helps in reducing the 

number of switches of the switched inductor PFC boost 
converter [14] .The proposed converter displayed in Fig.2.has 

excellent input current shaping ability and reduces the 

harmonics present in the input current with the help of LC 

filter present at the input. This converter operates in DCM 

mode, thereby offering advantage of simple control 

techniques, soft turn on of switches and low diode reverse 

recovery loss. The converter uses a minimum number of 

devices which will enhance the power density and minimizes 

the cost. Furthermore, the voltage stress of the power switches 

is decreased so low voltage rating power switches can be used 

leading to low power loss and therefore making the circuit cost 

effective. 

 

 

 

 

 
 

 
 

 

 

 

 

 

 

Fig.2. Proposed PFC converter 

  

 The section I of this paper includes the introduction of the 

proposed Hybrid Transformer-less PFC boost converter. The 

operating principles of the boost converter and its theoretical 

analysis are presented in section II and III. Finally the 

simulation result and conclusion is presented in section IV and 

V. 

 

II. OPERATING PRINCIPLES OF BOOST PFC CONVERTER 

The hybrid transformer-less boost PFC converter presented 
in this paper operates in DCM mode. For the simplification of 

mathematical calculation of the proposed topology certain 

assumptions are made as follows:  

 Within single switching period the voltage at the 

input is taken as constant. 

 The converter is considered as lossless thereby the 

power at the input and output can be assumed same. 

 The load is taken as resistive. 

 

The different key waveforms of the hybrid boost PFC 

converter during three distinct states of DCM mode are 

displayed in Fig.3. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Fig.3. Boost PFC converter key waveforms in DCM mode 

 

Operating in DCM mode, the boost PFC converter has 

three states during single switching period as represented in 

Fig.4.  

State 1(Fig.4 (a)): During this state the power switch S1 is 

turned on and the diode D8 is off which will charge the two 

equivalent inductors L1 and L2 by the voltage at input which is 

AC in nature i.e. Vac through the path provided by the diodes 

D5 and D7 respectively. Simultaneously the power is supplied 

to the load by the bulk capacitor C at the output. 

The equation for the current through the inductor and 

voltage at the output can be derived as: 

 

         

                     
 

State2(Fig.4 (b)) : During this mode switch S1 is 

turned off and diode D8 is off , the power is supplied to load 

and the output capacitor from the input AC voltage source 

following the path made by the inductor L1, diode D6 ,inductor 

L2 and diode D8. The inductor current is given by: 
 

 
 

 

State 3 (Fig.4(c)): In the last state the power is supplied to 

the load by the energy that is stored in the bulk capacitor. 
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Fig.4. Different modes of boost PFC converter in DCM mode 

 

III. THEORITICAL ANALYSIS 

A. Hybrid Boost Converter 

The hybrid boost converter is acquired when input inductor 

of a classical boost converter is replaced by the two inductor 

of the switching structure represented in Fig.5. 

The different switching topologies of basic switching step 

up structure are represented in Fig.6. The two inductors 

represented as L1 and L2 charged in parallel during topology 

ton and discharged in series during toff. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Basic step-up switching structure 

 

 

 

 

 

 

 

 

 

 

 

                                                                                    
 

(a) ton 
 

 

 
 

 

 

 

 

 

 
(b) toff 

 
Fig.6. Different switching topologies during ton and toff 

 

 

B. Voltage conversion ratio, M 

The voltage conversion ratio of the conventional boost 

converter is represented as:  

 

 
 

However, after application of voltage second balance for 

the inductors L1 and L2 of the hybrid boost converter the 

voltage conversion ratio can be derived as: 
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Thus, the voltage conversion ratio is (1+D) times 
greater than the conventional boost converter. 
 

C. Control technique 

 

The power factor correction converter presented in this 

paper has excellent input current shaping ability while 

operating in DCM mode. The control technique for this 

converter as described in Fig5. Comprises of a simple voltage 

loop which control the voltage at the output by comparing it 

with desired reference voltage and the difference between 

them is overcome with the help of PI controller to acquire the 
required output voltage. 
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Fig.7. PI Controller 

 

 

D. Power factor of high gain PFC converters 

    

The PFC converter presented here operates at nearly unity 
power factor. The power factor can be evaluated by calculating 
the cosine of the phase difference between the current at the 
input and voltage at the output. 

IV. SIMULATION AND VALIDATION OF THE PFC CONVERTER 

 

Here MATLAB simulation result is presented. The basic 
circuit parameters are :  

 Vac = 220 Vrms 

 L1 & L2 = 0.4mH 

 C = 470 uF 

 Switching frequency ,fs = 20KHz 

 
Fig.8 shows the switching waveform of the switch used in 

the PFC converters. This switching waveform help to control 

the on and off timings of the converter. Here, it is noted that 

the switch duty cycle is very small and therefore, the voltage 

stress of the switch is minimized. 
 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 

Fig 8. Switching Waveform 

 

 

Fig.9. Represents the waveforms of voltage and 

current at the input at V rms = 220V.The figure depicts that the 

input current waveform approximates to sinusoidal shape 

showing that the non-linearity and harmonics are reduced. 

Also, it can be depicted that the waveforms of the voltage and 

current at the input are approximately in phase showing that  

the power factor is nearly unity. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 9. Waveforms of Voltage and Current at the input at V= 220 Vrms 

 

 

The basic simulated key waveforms of the PFC 

converter presented in this paper are displayed in Fig 10. 

These waveforms are close to the theoretical waveform and 
thus prove the effectiveness of converter. 
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Fig 10. Simulated key waveforms 

Fig.11. displays the THD analysis of input current waveform 

and it clearly depicts that the total harmonic distortion of the 

proposed converter has reduced to great extent in contrast to 

the traditional boost PFC converter. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 
      Fig.11 (a) THD analysis of current at input of conventional PFC converter 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
Fig .11 (b) . THD analysis of current at input of proposed PFC converter 

 

 

 

 

Fig.12. represents the voltage at output of the 

converter which approximates to a constant value of 600 V. 

 

 

 

 

 

 

 

 

 

 

 
Fig .12. Output voltage 

 

V. CONCLUSION 

A hybrid transformer-less PFC boost converter based on the 
switching topology which replaces the inductor of the standard 
boost - converter thereby reducing the switching devices is 
proposed. The converter has input current waveform which 
follows sine wave i.e. it has excellent current shaping ability 
.Also, waveforms of voltage and current are approximately in 
phase i.e. power factor is close to unity. It operates in DCM 
mode and uses minimal number of devices which has less 
voltage stresses making the converter cost effective for 
practical application. The future scope of the proposed 
converter is it can be analyzed by use of other controller like 
fuzzy controller in place of PI controller and also it can be 
analyzed for different load applications. 
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Abstract— Sensor nodes are geographically placed randomly 

in the environment. Sensor nodes are limited in capacities like 
computation power, memory, and processing speed.  They collect 

sensitive information and send to the central base station. A novel 

TNVS is proposed that identifies certain nodes as authenticator 

nodes that have relatively high capability in storage, computation 

and power compared to the regular sensor nodes. These nodes are 
used for verifying new nodes that are being added into the network, 

thereby eliminating the entry of malicious nodes into the network. 

The master key that is shared by all the nodes of the network is 

renewed periodically to avoid node capture attack. Simulation and 

results show that in addition to providing authentication TNVS also 
requires less number of keys when compared to the existing key 

management schemes there by reducing the burden on memory 

requirement of the network.  

Keywords— Authentication, node verification, Key 

exchange, Key Management, ECDSA, ECDH, Wireless Sensor 

Networks. 

 

I. INTRODUCTION  

     Sensor networks have many applications such as smart 

home security, military, environment monitoring, healthcare 

[5]. A wireless sensor network (WSN) consists of sensor 

nodes that are randomly distributed. Sensor nodes have less 

battery power, computation power, and storage [8]. They 

collect the monitor data and communicate with other sensor 

nodes or base station in the communication range. The 

proposed approach uses heterogeneous sensor networks 

(HSNs) that have different capabilities in terms of storage, 

computation, energy, and communication [9]. Security is a 

major issue in wireless sensor networks when deployed in 

an adverse environment. Many key management schemes 

for WSN were proposed on the security requirements of 

these environments [7].  
   

It is important to ensure that any new node that enters into a 

network is properly verified. There is a high chance that it 

may turn out to be a malicious node if not properly verified. 

Hence authentication plays a very important role in security 

of WSN’s. Digital signatures are the very best way to 

authenticate any given node. However, because of the 

resource constraint environment of WSN’s few algorithms 

like ECDSA [16] are suitable for sensor nodes. The sensor 

nodes can use an ECDSA algorithm to generate a digital 

signature for authentication. Tree based node verification 

key management scheme (TNVS) proposed in this paper 

will use an ECDSA to authenticate the sensor nodes within 

the network effectively. The rest of the paper is organized as 

follows. Section II explains the related work. Section III 

briefs upon the existing tree-based protocol [12] for key 

management scheme in wireless sensor networks. Section 

IV presents the proposed TNVS approach. Section V 

interprets the results and Section VI is the conclusion of this 

paper. 
 

II. RELATED WORK 

       Key management is about generating the keys and 

updating them in wireless sensor networks. Pre-deployed 

key management scheme is one of the key management 

schemes in WSNs [2] where, some keys are stored in the 

sensor nodes before deploying in the environment. In 

Adrian Perriz et al. proposed SPINS [1] a pre-deployed 

key management scheme, which is a master key based 

key management scheme. It stores the single key in all the 

nodes. If one node is compromised there is a chance to 

compromise all the other nodes. It provides good 

scalability for adding nodes in network but in-efficient 

security if one node is compromised.  Liu et al. proposed 

a pair-wise key management scheme [3], in this scheme 

every sensor node stores all pair wise keys with neighbor 

nodes. It occupies a lot of memory for keys storage but it 

provides strong security. Sencun Zhu et al. proposed  

LEAP [14], that establishes four kinds of keys and 

provides strong security and scalability but requires a 

huge amount of communication for key establishment and 

update. Eschenauer & Gligor proposed probabilistic key 

pre-distribution scheme [10] that is based on the 

probability of neighbor nodes having common keys. 

Every node stores only some neighbor nodes pair wise 

keys from the key pool where some nodes have common 

keys in their neighbor nodes. Neighbor node selection is 

based on a chosen probability of common keys. It reduces 

the energy and storage but if one node is compromised 

then the probability of the connected nodes being 

compromised is 0.3. Du et al. proposed a key 

management scheme using deployment knowledge [4], it 

uses probabilistic key pre-deployment with the blom’s 

key management scheme to establish the pair wise keys in 

sensor nodes. It provides node to node authentication but 

requires a lot of energy for computation. Chan et al. 

proposed q composite scheme [6], in this scheme any two 

sensor nodes stores q number of common keys for 

communication, if one key compromises, they use other 

keys.  It provides strong security but needs a lot of 

memory and probability of key sharing decreases because 

pair of nodes has to share q common keys instead of one. 

Messai M-L et al. proposed a tree-based protocol for key 

management scheme [12], where every node is pre-
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deployed with three keys. One key is the master key 

stored in all sensor nodes. Other two keys  are used for 

communication between sensor node to base station and 

vice versa.Also, parent and child nodes compute their pair 

wise keys for their communication. It is resilient against 

node capture attack and is energy efficient and also has 

good scalability but requires storing more number of 

keys. In a tree-based scheme, new nodes are not verified 

before adding into the network. If not verfied, it may 

work as a malicious node in the network and then other 

nodes may also compromise. So, before adding new 

nodes into the network, it has to verify its authenticity. In 

the proposed TNVS approach some sensor nodes  are 

taken as high capable nodes, which are called as 

authenticator nodes. These authenticator nodes verify the 

new nodes before adding into the network. 

III. TREE-BASED PROTOCOL FOR KEY MANAGEMENT IN 

WIRELESS SENSOR NETWORKS [12]  

   Tree-based protocol scheme works as follows. 

 

         In tree-based protocol, the base station initiates the tree 

construction. The base station acts as a root node at level 0 

and monitors all the sensor nodes in the network. The base 

station broadcasts the hello message then sensor nodes that 

are there in the communication range receive the hello 

message and respond back. All such sensor nodes are added 

as children to base station at level 1. Then level 1 nodes 

broadcast the hello message to next level nodes, and nodes 

that are there in communication range respond back to 

received hello message. These nodes will be added in level 2 

and so on until the tree formation is completed. Both parent 

and child calculates their pair wise key and communicates 

using this key. Nodes send hello messages using the 

symmetric master key that is there in all the nodes prior 

deployment.  

 

This tree-based protocol is proposed as a solution for secure 

node-to-node and node-to-base station communications. 

Tree based protocol is resistant to node capture attack. Each 

sensor node’s identifier, its level and its parent identifier is 

calculated to authenticate the sender and the receiver. 

Hence, a sensor node cannot play a role of other nodes. So, 

Sybil node creation is not allowed in the network. Hello 

flood attack is also not allowed in the network until the 

master key is not known to an attacker.   

      

 However, whenever new nodes are added in the network, it 

has to be verified otherwise it may work as a malicious node 

in the network leading other nodes to compromise. In tree-

based protocol new node verification is not available. 

 

New node verification is implemented in the proposed 

TNVS approach. Verification is done by some nodes called 

as authenticator nodes. That has more capability in terms of 

power, memory, and computation. These authenticator 

nodes use ECDSA algorithm to verify new nodes. 

IV.  TREE BASED NODE VERIFICATION KEY MANAGEMENT 

SCHEME 

 

A novel approach named TNVS is proposed to verify new 

nodes before adding into the network. The proposed 

approach is explained in three phases. 

 

1. Key generation. 

2. Tree construction. 

3. Key renewal. 

 

The following assumptions and notations are used in the 

proposed approach.  

Assumptions  

• A root node is a base station that initiates the key 

management process. 

• Authenticator nodes have more capability than the 

sensor nodes in terms of storage, computation, and 

power. 

• Only authenticator nodes  can add the sensor nodes 

as children. 

• In tree organization, internal nodes are authenticator 

nodes and leaf nodes are  called sensor nodes. 

Notations: 

BS                   :    Base Station id. 

BS
pr                          

:    Base Station private key. 

BS
Pu                         

:    Base Station public key. 

BSsign
Pr          

      :    Base Station digital signature using its 

private key. 

ANi                          :     Authenticator node id i. 

AN
Pr                        

:     Authenticator node private key. 

AN
Pu                       

:     Authenticator node public key. 

ANi-sign
Pr

          :     Authenticator node i’s digital signature 

using its private key. 

S
Pr                             

:    Sensor node private key. 

S
Pu                            

:    Sensor node public key. 

Ssign
Pr

              :    Sensor node digital signature using its 

private key. 

 Sn                   :    New sensor node  

Sn
Pr                        

:    New sensor node private key. 

Sn
Pu                  

:    New sensor node public key 
  

Sn-Sign
Pr

         :    New Sensor node digital signature using 

its private key. 

KM                       :    Symmetric master key stored in all sensor 

nodes. 
rANi                      

:    A random number of ANi node. 

rSn                         :    A random number of Sn sensor node. 

n                   :    n is the total number of  nodes in the 

network. 

A                  :   A is the total number of authenticator 

nodes.  

A.    Key Generation : 

    Let p > 3 is a prime. The elliptic curve y
2
 = x

3
 + ax + b 

over Fp, is the set of solutions (x,y) ϵ Fp x  Fp  to the 

congruence y
2
 = x

3
 + ax + b (mod p) where a,b ϵ Fp   are 

constants such that 4a
3
 + 27b

2
 ≠ 0 (mod p), together with a 

special point O called the point at infinity[13]. A sensor 

node private Key S
Pr

 is randomly selected from the Fp. B is a 

generator point on the curve. Sensor node public key S
Pu

  = 

S
Pr

.
 
B. [15]  

B. Tree construction: 

 

    The base station is taken as a root node at level 0 and its 

parent is NULL. Nodes that are there in the communication 

range of level 0 are called level 1 nodes. In level 1 all nodes 

are taken as authenticator nodes. First, the base station 
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broadcast the hello message to nodes within the 

communication range. Authenticator nodes send hello 

message response to the base station. The base station 

connects the authenticator nodes  as children in level 

1.Authenticator nodes are identified by its ID. Level 1 

authenticator nodes broadcast the hello message. In level 2, 

authenticator nodes and sensor nodes that are there in the 

communication range receive hello message and send hello 

message response to authenticator nodes of level 1. In this 

way, sensor nodes and authenticator nodes will form a tree 

structure until n numbers of sensor nodes in the network are 

completed.  

   Sensor nodes in each level collect the monitoring 

information and send it to their parent. The authenticator 

nodes collect the same data from the various sensors nodes 

and send it to the base station. However, the base station 

communicates with all sensor nodes in the network when 

key renewal is being performed to avoid communication 

overhead. 

 

Base Station Node broadcast a Hello Message as 

follows.  

 
BS→ *  :   
 {HELLO-MSG, BSPu ,BS,0,NULL, BSSign

Pr(BS, 0, NULL)}KM 

 

      Authenticator Nodes decrypt the hello message received 

from the base station with a symmetric master key and 

verify the hello message. After verifying, authenticator 

nodes send hello message response to the base station as 

follows. 

 
ANi → BS : 
  {HELLO-RESP, ANi

Pu ANi, 1,BS, ANi-Sign
Pr(ANi,1,BS)}KM 

 

BS decrypt the hello message response received from 

authenticator nodes with a symmetric master key and 

verifies the hello message response.BS adds authenticator 

nodes as children at level 1 after verifying hello response. 

 

New node verification: 

 

The next level of nodes  broadcast JOIN message in 

communication range as follows. 

 
Sn→* :{ JOIN, Sn, rSn

, Sn
Pu

 ,Sn-Sign
Pr

(Sn , rSn
)}KM 

 

Authenticator Nodes decrypt the JOIN message received 

from the new sensor nodes with a symmetric master key and 

verify the hello message. The authenticator nodes verify 

JOIN message with Sn Signature. After verifying, 

authenticator nodes send response to the new sensor nodes 

with received random number and sensor node id as follows. 

 
ANi→Sn :  { rANi 

,ANi, AN
Pu

, ANi-Sign
Pr

 (rSn, Sn) }KM . 

 

New sensor nodes decrypt the received message from the 

authenticator node with a symmetric master key and verify  

the message. Sensor nodes verify the message with ANi-Sign 

signature. After verifying, sensor nodes send a response to 

the authenticator node with received random number and 

authenticator node id as follows. 

 

Sn→ANi  :  { Sn-Sign
Pr

 (rANi
,ANi) }KM . 

 

Authenticator Nodes decrypt the message received from the 

new sensor node with a symmetric master key and verify the 

message.  The authenticator nodes verify the message with 

Sn signature.  After verifying, authenticator nodes send a 

response to the new sensor node with JOIN 

acknowledgement message as follows. 
 

ANi→Sn :  

{Join-Ack, ANi, Leveli, ANj, ANi-Sign
Pr (ANi, Leveli, ANj)}KM 

 

New sensor node decrypts the received message from the 

authenticator node with a symmetric master key and verifies 

the message.  The sensor nodes verify the message with 

ANi-Sign Signature.  After verifying, sensor nodes are added 

to the authenticator nodes  

 

C. Key renewals 
 

It will be necessary to renew the encryption keys because 

using the same encryption key for extended periods may 

incur a cryptanalytic risk In order to accomplish the renewal 

of the sensor keys, the base stations generate the new master 

key and send the new master key to the authenticator nodes. 

The master key that is shared by all the nodes of the network 

is renewed periodically to avoid node capture attack. 

Authenticator nodes then send the new master key to sensor 

nodes. This phase first involves calculating a pair wise key 

between base station and authenticator nodes. Later new 

master key is shared to authenticator nodes from base 

station. 

 

 Pair wise key calculation between base station and 

authenticator nodes using ECDH is tabulated as follows: 

 

A base station and Authenticator node shares their public 

keys. 

TABLE I.  PAIR WISE KEY CALCULATION BETWEEN BS AND ANI 

BS 

 

ANi 

ANi public key          =    AN
Pu   

 BS public key               =    BS
Pu

 

BS Private Key          =     BS
Pr

 ANi Private Key           =   AN
Pr

 

Public Base Point       =  B Public Base Point         =   B 
BS Public key(BS

Pu
 )  =  BS

Pr
 .B ANi Public Key(AN

Pu
) = AN

Pr
 .B 

Pair wise Key (KBS-AN
i
 )   

               =    BS
Pr

 . AN
Pu 

  
               =    BS

Pr .
AN

Pr.  
B 

 KBS-AN
i     

 =    BS
Pr .

AN
Pr.  

B 

Pair wise Key (KAN
i
-BS)  

               =   AN
Pr

 . BS
Pu

 
               =    AN

Pr
 . BS

Pr
 .B    

               =    BS
Pr .

AN
Pr.  

B    

  KAN
i
-BS   =    BS

Pr .
AN

Pr.  
B 

 

After calculating a pair wise key between base station and 

authenticator node, base station now updates new master 

key KꞌM is updated as follows:   

 

KꞌM=   New-KM 

 

The base station sends new master key in an update message 

to authenticator nodes using their pair wise key as below. 

 
BS→ ANi : 
 {Update,BS, KꞌM,NULL, BSsign

Pr (BS, KꞌM , NULL) } KBS-An
i 

 

Pair wise Key calculation between Authenticator nodes and 

sensor nodes using ECDH is tabulated as below: 
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TABLE II.  PAIR WISE KEY CALCULATION BETWEEN ANI  AND  SI  

ANi S i 

 Si  public key                =   Si
 Pu

 ANi  public key        =  ANi
 Pu

 

ANi  Private Key           =   ANi
 Pr

 Si Private Key          =  Si
 Pr

 

Public Base Point          =   B Public Base Point    =   B 

ANi Public key(ANi
Pu

 ) = ANi
 Pr

 .B Si Public Key(Si
Pu

)  =  Si
 Pr

 .B 

Pair wise Key(KAN
i
-S

i
)  

                  =   ANi
 Pr

 . Si
 Pu

 

                  =   ANi
 Pr .

 Si
 Pr.  

B 
      KAN

i
-S

i
    =   ANi

 Pr .
 Si

 Pr.  
B 

Pair wise Key(KS
i
-AN

i
)   

                    =   Si
 Pr

. ANi
 Pu

 

                    =   Si
 Pr

 . ANi
 Pr

 .B       
                    =   ANi

 Pr .
 Si

 Pr.  
B 

      KS
i
-AN

i
  =  ANi

 Pr .
 Si

 Pr.  
B 

 

Authenticator nodes decrypt the update message with pair 

wise key and verify the update message. After 

verification, it updates its master key and deletes the old 

master key. Authenticator nodes then send an updated 

master key to sensor nodes, after calculating pair wise 

key between authenticator nodes and sensor nodes. 

 Authenticator nodes  sends new master key in updated 

message to sensor nodes using their pair wise keys as 

below:     

If parent is BS:    

         

ANi→ Si :  

{Update,ANi , KꞌM,BS, ANi-sign
Pr

 ( ANi , KꞌM,BS)}KANi-Si  
 

 

If parent is Authenticator node: 

 

ANj→Si : 

{Update,ANj,KꞌM,ANi,ANj-sign
Pr

(ANj,KꞌM, ANi)}KANj-Si
  

 

Sensor nodes decrypt the message with pair wise key and 

verify the message. After verification, it updates the 

master key. 

V. SIMULATION AND RESULTS 

     

TNVS is simulated and analyzed in NS2.The NS2 

simulation environment set up parameters are as follows. 

 

A.  Simulation Environment Setup : 

TABLE III.  SIMULATION PARAMETERS  

Parameters  Values 

Number of nodes  1020 

Area size (m2) 
 

1200 × 1200  
 

Simulation duration (sec) 300 

Agent  UDP 

Mobility speed (mb/s)  AN = 10,SN =2 

Radio range (m)  AN = 250,SN = 100 

Number of AN  25 percent of nodes 

 

In simulation run the experiments for 21 nodes to 69 nodes.   

B. Sensor nodes Tree Formation : 

   Base Station adds the first level of authenticator nodes. 

Authenticator nodes then verify the sensor nodes and add in 

each level until tree formation is completed in the network. 

Tree organization for set of 37 nodes is simulated in the Fig. 

1. 

 

 

 
 

Fig. 1. Tree organization in TNVS. 

 

C. Node verification using ECDSA   

 

Consider  n0  as a root node and n1 as authenticator node. n0 

node broadcast the hello message. n1 node verifies  the hello 

message received from base station n0.In above Fig. 2, it can 

be seen  that  n1 node is verifying the message with ECDSA 

parameters. 

 

 

 
 

Fig. 2. Authenticator node verification. 

 

D. Total number of keys:  

       In tree based node verification key management scheme 

approach sensor nodes are pre-deployed with its own private 

key, public key, and the symmetric master key. 

Authenticator nodes stores the parent and child nodes pair 

wise keys, public keys, one symmetric master key, its own 

private key, and public key. In the proposed approach d is 

the degree of the node. 

In TNVS we have 3 sensor nodes and one authenticator 

node as children and one parent node resulting in d=5.Total 

Keys = A*(2d+3) +3*S. Total number of keys required for 

various existing schemes are analyzed and compared. 

In table IV, m is the key pool size, H is the cluster head 

sensor nodes, C is the number of children assumed for tree 
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protocol and in TNVS scheme, C=4, k is number of 

neighbor nodes pair wise keys. Assume each cluster head is 

associated with 50 sensor nodes i.e. in 204 nodes 200 nodes 

are taken as sensor nodes and 4 nodes are taken as cluster 

heads.     

 

TABLE IV.  TOTAL KEYS COMPARISON 

 Sensor Nodes 

Approach Number of  

Keys 

204 

S=200 
H=4 

408 

S=400 
H=8 

612 

S=600 
H=12 

816 

S=800 
H=16 

1020 
S=1000 

H=20 

Tree 

Based[12] 

S(3+C)  1428 2856 4284 5712 7140 

ECC 

Distribute

d[17] 

(H+2)S+3H 

 

1212 4024 8436 

 

14,448 22,060 

EG 
Scheme[1

1] 

m(H+S) m=30 m=60 m=90 m=120 m=150 

6120 24,480 55,080 97920 153000 

 

SPINS[1] 

 

S(5+ k)  

k=4 k=8 k=12 k=16 k=20 

1836 5304 10404 17136 25500 

LEAP[14] S[(3*k)+2+ 

k] 

3672 13872 30600 53856 83640 

 

TNVS   

 

A*(2d+3)+

3*S 

A=51 

S=153 

A=102 

S=306 

A=153 

S=459 

A=204 

S=612 

A=255 

S=765 

1122 2244 3366 4488 5610 

 

 

 

The total numbers of keys required for proposed scheme are 

compared with the existing schemes for 204,408,612,816 

and 1020 sensor nodes. Total number of keys calculated is 

shown in table IV. A graphical representation of the same 

depicted in Fig. 3. 

 

 
Fig. 3. Network size vs Total keys 

      The total numbers of keys are less compared to other 

schemes. In this scheme, new nodes are verified by 

authenticator nodes using ECDSA algorithm and total 

numbers of keys are better than existing pre-deployed key 

management schemes. Proposed scheme reduces the memory 

required for storing keys and as well provides authentication 

for new nodes that are being added in the network using 

ECDSA algorithm.  

 

E.    Security Analysis:  

        

  In this scheme, assume master key KM is not known to the 

attacker then nodes cannot compromise until the pair wise 

key is calculated in the network. The attacker will not be 

able to recover the encrypted message without knowing the 

master key. 

 

Hello Flood Attack: In the TNVS approach, sensor nodes 

broadcast the hello message that is encrypted using master 

key for tree construction. An attacker without knowing KM   

could not send Hello Flood Attack. Hello message is 

verified by the authenticator nodes using the ECDSA 

algorithm. 

 

Node Capture Attack: Every pair of nodes calculate unique 

pair wise key using ECDH. If one node is compromised 

attacker can get only one sensor nodes keys. The attacker 

can't get other sensor nodes keys  as base point B is secret 

and private keys are unique for each sensor node. No matter 

any number of sensor nodes  are compromised other nodes 

can securely communicate using ECDSA algorithm. 
 

VI. CONCLUSIONS  

            In this paper a novel tree based node verification key 

management scheme is proposed for key management 

scheme in wireless sensor networks. New nodes that are 

being added in the network are verified by the authenticator 

nodes using ECDSA. Results shows that TNVS scheme 

reduces the memory requirement for storing keys and the 

periodical master key renewal makes the scheme resistant to 

node capture attack. This approach can be extended for node 

verification in multi-hop communication. 
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Abstract - Object detection using stereovision is a process 

to identify a specific object in a sequence of different 

images. In many years it receives much more attention due 

to a huge number of applications like navigation, 

automated inspection, wildlife analysis, etc. The detection 

of an actual object with different shapes is a difficult task; 

due to some issues like the external environment, fast 

movement of an object, shadows, noises, etc., so there is a 

requirement to choose appropriate methods/algorithms 

with respect to it. So, this paper specifies depth analysis 

with stereo vision using an appropriate algorithm.  

Keywords- Deapth,Stereo,Camera,Checkerboard,Calibration. 

I.  INTRO DUCTIO N 

The depth analysis is a predominant tool to investigate 

various parameters like object detection, distance, size, shape, 
and many other dimensions. Stereovision is the most versatile 

and flexible application which used in many applications such 
as detection, navigation, security, wildlife analysis, etc.   

Stereo vision systems can be ordinarily used in object 
detection whereas it generates depth information which detects 

very small objects with accurate measurement of size and 
distance. The Stereovision system can be implemented using 

two cameras that provide a disparity between two objects . 

Object detection can be achieved by using various traditional 
methods like Background subtraction, frame differentiation, 

etc. [1][2][3][4] But due to some limitations, they are not 
satisfactory for real-time applications. The camera calibration 

is a primarily important step that uses 3D computer vision to 
extract metric information for 2D images for object detection, 

which can be achieved by using various methods. 

Checkerboard method with black and white square pattern is 
one of the efficient and accurate methods. It can be used for 

camera calibration. [8] Firstly the camera initiates too many 
distortions in the image. Tangential and radial are the major 

distortions. In a checkerboard image, the lines have appeared 
as curved due to radial distortion whereas tangential distortion 

arises due to parallel misalignment of image plane and image. 

These distortions can be corrected by using appropriate 

scaling formulas. Another parameter such as intrinsic and 

extrinsic parameters which include focal length, optical 
centers, rotational and translational vectors, etc. can be found 

using sample images of the checkerboard pattern. Distance, 

size and other dimensions can be estimated using various 
equations.  

The overall idea of this work is, using two cameras the 
distance between the desired object in frame and the camera is 

calculated. For this purpose, using camera calibration the 
distortions are corrected and depth map is generated. After 

that using regression the depth is calculated. 

This paper describes first the related work in that various 
surveys are considered, after that the detailed explanation 

about the proposed work is given. In next   

II. RELATED WO RK 

A. Literature survey based on calibration methods   

1. Traditional camera calibration method 

        The traditional camera method is  suitable for every type 

of camera which has high precision calibration which gives 
high accuracy. The given calibration of the reference object is 

known in shape and size. The internal and external parameters 
of the camera are determined by the mathematical 

transformations. But the algorithm of this method is 

comparatively complex than other calibration methods.   

2. Camera self-calibration method  

      The camera calibration is done only by comparing the 
relationship between the images of the surrounding 

environment during the movement of the camera. Here the 
‘Kruppa’ equations are introduced which determines internal 

and external parameters. The equations  of Kruppa equations 
are complicated to solve and this method is unstable for the 

camera calibration. [5] 
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3. Linear calibration method  

       The typical calibration method or direct linear 

transformation method was proposed by ‘Abdul-Aziz’ & 
‘Karara’ in 1971. Here the parameters are defined while 

internal and external parameters of the camera should be 

determined by linear equations without any iterative 
calculations. The precision in this method is inaccurate. [6]      

 

4. Tsai two-step calibration method 

 This method was proposed in 1987, there was radial 
distort although directly solving Kruppa equations can get 

internal and external parameters of the camera. The matrix 

transform method was used first to determine camera 
parameters and then achieved as the parameter's initial value, 

the distortion factor and the use of optimization method  
improve the calibration and accuracy. Due to high calibration 

accuracy, it reduces space dimension parameters. This method 
is not suitable for simplified calibration and it is difficult to 

obtain noncoplanar 3D points. [10]   

5. Zhang calibration method 

        ‘Zang’ calibration or ‘planer pattern method’ uses 2D 

checkerboard to calibrate camera without expensive 

calibration target. This requires a shoot and calibrate template 

from more than two images with a different angle. It doesn't 

need a specific position and displacement information of the 

planer template movement. The calibration process is 

complex. [7]   

        

       The outcome from all this survey is that the planer pattern 

method is preferable for the stereo vision than any other 

method. It gives a better result and accuracy. In this method 

process of calibration is complex, but still, this method gives a 

stable result.   

 
B. Literature survey based on camera 

1. Logitech C170 

       The Logitech C170 is a basic camera with a 5 megapixel 

with a frame rate of 30 fps with resolutions of 1024 X 768 

Pixels. It is easy to interface with applications. Passive 3D 

depth estimation is one of the limitations of this camera. The 

limitation of the logitechC170 is that, its poor resolution.       

            

2. Logitech C270       

          The Logitech C270 offers relatively high grade and HD 

quality image. The maximum resolution 1280 X 720 image 

capture. The USB 2.0 webcam provides the image. Among 

this, it yields parameters setting such as white balance, 

exposure, brightness, gain, and contrast. [8][9] 

 

3. IDS UI-1646 USB 

          It is a 1.3 MP colored pixel camera with a compact and 

robust design. The camera can be easily mounted with a 

various number of applications without any interfacing issue. 

It is a board level camera that supports the use of M12 S-

mount lenses. The maximum resolutions are 1280 by 1024 

with the ability of 25 frames/ sec. [12]  

 

4. PB-MV13  

          PB-MV13 is a 1.3 MP camera, whose frame rate is 500 

frames/second.  The resolution of the camera is 1280 X 

1024micrometer. 12 X 12 micrometer is pixel size. The power 

consumption of this camera is high and it is also very 

expensive.  [13] [14] [15]  

 

5.HDCS-2020 

It is a CMOS structured with very high resolution and 

less consuming power, which is available in two different 

types VGA and CIF. Pixel size is 7.4 X7.4 micrometers. 

Storage is comparatively high around 6 GB. [11] 

 

         The LogitechC270 has a high resolution and it fulfills all 

the featured and technical requirements. It provides high 

image quality and better accuracy, so it is preferable for a 

stereo vision system. 

 

III. PROPOSED WORK 

 

 
Fig (a). Flow chart of the proposed system 
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                 The flow chart consists of several processes. The 

processes are divided into two parts. The first part determines 

about images of checkerboard for calibration and the second 

part describes how the camera calibration is used for depth 

calculation.  

 

 Part I 

A.Initialization of camera 

Firstly, initiates both cameras which are right and left 
cameras, after reading the captured video it stores the frames 

in two variables named frames ’R’ & frame ‘L’. Convert the 
captured frames in grey for further operations and 

computations. [17] [18] 

Fig (b). Camera C270 setup and initialization of camera 

 

B. Detect checkerboard 

     Take Chessboard of either 8x8 blocks (Playing 

Chessboard) or 10x7 blocks, and find the positions of internal 

corners of the chessboard. If chessboard corners are detected 

in both the cameras, ‘cv2.cornerSubPix’ instruction defines 

the corner locations. ‘cv2.drawChessboardCorners ’ represents 

the detected chessboard corners. [17] [18] 

  

Fig (c). Cameras detecting chessboard corners 

 

 

 

 

Fig (c). Detection of chessboard pattern 

C. Save pictures  

  The detected images are saved by pressing 's' on the 
keyboard. Minimum 200 images of the checkerboard are 

required for calibration (left-100 & right-100). The maximum 
number of images gives  a better result of calibration. [17] 

[18] 

 

Fig (e). Database of the detected checkerboard 

 

Part II  

A. Stereo calibration   

          With the stored database of Checkerboard images , 
stereo camera calibration is initiated and the locations of 

corners are again calculated. The function 

‘cv.calibrateCamera’ determines the camera's intrinsic and 
extrinsic parameters from several views of a calibration 

pattern which determines various factors like camera 
matrices, the distortion coefficient, and translation vector. 

Calibrate stereo cameras use the function 
‘cv2.stereoCalibrate’, this function estimates 

transformation between two cameras making a stereo pair. 

‘cv2.stereoRectify’ calculates rectification transforms for 
each head of a calibrated stereo camera, where this 

function calculates the rotation matrix for both cameras 
(right, left), which makes image planes the same 

(virtually). The function takes the matrices computed by 
‘cv2.stereoCalibrate’ as input and provides 2 rotational and 

2 projection matrices as an output with new coordinates. 

To get horizontal stereo, both the cameras (left and right) 
shifted to each other along the ‘X' axis. In the rectified 

images, the corresponding ‘epipolar’ lines in the left and 
right cameras are horizontal and have the same y-

coordinate. ‘cv2.initUndistortRectifyMap'corrects the 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1079



distortion and rectifies the transformation maps and 

represents the result in terms of the map. ‘StereoSGBM' 
used to obtain a correlation between the left and right 

camera. ‘cv2.ximgproc.createRightMatcher’ (stereo) 
creates another stereo for right, but the result of this 

function is difficult to detect the edge of the object because 
of noise. To remove this WLS filter is used. [18] 

B. WLS filters on the disparity        

      First, set a filter in initialization mode. It consists of a 
lambda value, which can typically set at 8000, But if it is set 

at 80,000 it gives a better result. Another stereo object is 
created with ‘cv2.ximgproc.createRightMatcher( )’ function. 

These two cases are used in WLS (Waited least square filter) 
to generate a disparity map. So, after starting both the 

cameras, read and store the frames and then applied 
‘cv2.remap' function to generate a geometric transformation 

of the images. The result of  ‘cv2.remap’ is then converted 

into a grey image. Then grey images are converted into a 
stereo image with the help of WLS filter. The values that 

come out from the WLS filter are normalized with the help of 
‘cv2.normalize()’ function. In disparity, the value contains 

too much noise which can be removed by using a 
morphological filter. The ‘cv2.applyColorMap ()’ is used to 

convert a grey scale image into the ‘color Image'. To identify 

the farther and nearer objects , the color map command is 
used. The nearer object is specified by white ocean color and 

farther object is specified by dark blue color which shown in 
fig (f). [18] [19]  

 

 

 

 

 

 

 

 

 

 

 

Fig (f). Disparity map image using stereo images 

C. Calculation of Distance 

      Once the disparity generated, the distance must be 

calculated. To determine appropriate distance, there is a need 
to satisfy the relation between distance and disparity, this can 

be achieved by ‘regression'. In the regression, the disparity 
values are experimentally measured at several points which 

finally determine distance. 

 

 

 

IV. RESULT ANALYSIS 

      As discussed in a proposed algorithm, the ocean color 
shades are used for object representation. The lighter color is 

used for nearer object and a darker color for the farther 
objects or background.  When a particular object is clicked, 

then the distance between the ‘selected’ or ‘clicked’ object 
and camera is determined by the algorithm. Fig. (g) shows an 

ocean colored image, where lighter color is  an object and 

darker part is the background scene. When we click the 
object in frame, it gives an appropriate distance between 

camera and object in ‘mm' or ‘cm'. 

 

 

Fig (g). Result: Disparity map and computed distance 

 

After a generation of disparity map, the distance has been 

calculated. The range of working of this algorithm in our 

case is around 2 to 3 meters. The min to max values in 
10x7 and 8x8 checkerboard is 65 to 200 meters and 68 to 

207 meters respectively. The following tables  (Fig(h) and 
Fig(i)) are the  result tables that consist of actual distance, 

computed distance and error for 10x7 and  8x8 
checkerboard. Here, the random 10 readings are taken into 

account.  The computed distance is measured with the help 
of disparity algorithms. According to it, the actual distance 

is measured manually with the help of scale; where it gives 

an error range from  ‘+3 to -3’. So here, there is a variation 
in two different readings with some errors, which will 

possibly be removed by using a good quality of the 
camera. 
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Sr No. Computed 

Distance 
(cm) 

Actual 

Distance 
(cm) 

Error 

1 65 68 3 

2 70 73 3 

3 76 76 0 

4 82 84 2 

5 90 91 1 

6 137 137 0 

7 174 173 -1 

8 184 182 -1 

9 190 192 2 

10 200 203 3 

Fig (h). Result of a 10x7 checkerboard 

                

Sr No. Computed 

Distance 
(cm) 

Actual 

Distance 
(cm) 

Error 

1 68 70 2 

2 73 75 3 

3 78 80.4 2.4 

4 87 84 -3 

5 113 113 0 

6 142 144 2 

7 175 172 -3 

8 189 189 0 

9 1.94 1.93 -1 

10 207 207 0 

       Fig (i). Result with 8x8 checkerboard pattern 

 

Limitations 

 A large number of captured images (database) 

may lag down the system.  

 Less number of captured images may affect 

accuracy.    

 With the use of Logitech C270, its work range 

is around 2 to 3 meters. With the use of a 

better quality camera range can be extended. 

 The precision of measurement is around +/- 

3cm. 

 

 

 

V. Conclusion 

In this work the various camera calibration methods 

and various types of cameras are surveyed. Like a human 

eye, in the proposed system, the stereo vision with 

calibration algorithm has achieved the depth perception 

using a two camera, and also achieved calculation of the 

distance between object and camera without any 

disturbance. The proposed stereo vision system can detect 

a selected object and calculates its distance with the 

precision of +/-3cm in a range of 2 to 3 meters. The 

performance of this system will be enhanced by using a 

good quality of the camera and a high-power image 

processor.        
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Abstract—Due to rising fuel prices, shortage of fuels and 

increasing air pollution there is more demand for electric 

vehicles. But in India the main concern is we do not have enough 

charging stations to recharge electric vehicles during 

emergency. So, we cannot use e-bikes for longer range. The 

hybrid powertrain is used to solve this problem. The primary 

drive of the powertrain is electric motor and secondary drive 

uses an IC engine. The power train consists of free wheels and 

fixed sprocket which allows to operate motorcycle on electric 

motor as well as IC engine. The use of hybrid powertrain 

improves overall range of motorcycles. 

Keywords—Hybrid powertrain, freewheels, fixed sprocket, 

electric vehicles, range, hybrid motorcycle 

I. INTRODUCTION  

The development in the trends of internal combustion engine 

vehicles has brought various improvements in automobile 

sector having great impact on society by satisfying the needs 

in day to day life, [1]. However, the use large number of 

automobiles causes large amount of air pollution which has 

hazardous effects on human life. The combustion products 

such as nitrogen oxides (NOx), carbon monoxide (CO) and 

unburned hydrocarbons (HC) are toxic to human health. Also, 

carbon dioxide released in atmosphere is responsible for 

global warming and increasing earth’s temperature, [2]-[3]. 

These are the main reasons for increasing demand of electric 

and hybrid vehicles. A hybrid vehicle has at least two energy 

sources, most commonly used energy sources are IC engine 

and electric motor, [4]. Many researches and studies have 

been developed in the field of hybrid powertrain to develop 

the sufficient power to meet the demands of vehicle 

performance, obtain the sufficient range, improve efficiency 

and emit few environmental pollutants. The electric vehicles 

are mainly classified as Plugin electric vehicles (PEV) and 

Hybrid electric vehicles (HEV), [5].  The various 

configurations of hybrid vehicle developed are series hybrid, 

parallel hybrid, series-parallel hybrid, mild hybrid and 

complex hybrid, [6]-[9]. 

 In India there is demand for electric bikes and cars due to 

increasing fuel prices, shortage of fossil fuels and rising air 

pollution. But the electric vehicles have limited mileage per 

charge, charging of batteries is a time-consuming process. So, 

it becomes difficult for e-bikes to cover a range of 100-120 

kms with limited capacity of battery pack. This paper is 

aimed to solve the range problem by using hybrid powertrain 

for bikes. The hybrid motorcycle consists of two power 

sources. The parallel combination of motor and IC engine is 

used driving the motorcycle. The hybrid powertrain is 

designed in such a way that both the power sources are in 

frontal part of the motorcycle.  The motor is used as primary 

device for driving the bike with a moto of reducing air 

pollution. The motor used satisfies the performance 

characteristics of motorcycle i.e. top speed, gradeability, 

acceleration etc. The engine will be used as a secondary 

device to drive the bike to improve the range of vehicle. So 

that even for longer distances 110-130 kms we can use motor 

for initial 48-50 kms and then use IC engine to cover extra 

distance. It will also help to reduce air pollution. The throttle 

of engine and motor is given in right hand only for normal 

driving experience. The shift from IC engine to electric mode 

is done by using switch. This design enables us to drive the 

bike using motor in cities and shift to IC engine for driving 

on highways.  

The paper organization is as follows: In Sect. II the concept 

of hybrid powertrain is explained along with its CAD model. 

In Sect. III the working of powertrain is explained. Then in 

Sect. IV engine selected and its specifications are given. Sect 

V gives the motor selection and specifications. Sect. VI gives 

the battery specifications. Sect. VII includes modified frame 

design for motorcycle. Sect VIII has the powertrain 

specifications and selected drive ratio. Sect. IX has the 

observations taken by testing of bike at various speeds. Sect.  

X consist of graph comparing cost and distance in petrol and 

hybrid bikes. At last, Sect. XI consists of actual pictures of 

powertrain developed. Conclusive remarks close the paper. 

 

   

II. CONCEPT OF HYBRID POWERTRAIN 

In two-wheeler segment, the hybridization is usually done 

by using hub motors as front wheel and engine drives the 

rear wheel, [10]. But this configuration has very less 

torque and neglects the driving experience by enabling 

both wheel drive in two wheelers. To overcome this 

problem, we have used BLDC motor with gear reduction 

and by providing drive only to rear wheel. The hybrid 

powertrain consists of an intermediate shaft present 

between the power sources and the rear wheel. The direct 

transmission in bikes is divided in two stages. The length 

of the intermediate shaft is 300mm. The shaft is supported 

by the bearings on both the sides such that it has purely 

rotational motion. One of the freewheels is connected to 
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engine with chain drive and the other freewheel is 

connected to motor with chain drive. The fixed sprocket 

is used for continues power transmission on any of the 

running mode. 

 

The number of teeth is as follows: -  

i. Fixed Chain wheel on motor shaft t1– 12 teeth 

ii. Free wheel (connected to motor) t2- 18 teeth 

iii. Fixed Chain wheel on engine shaft t3- 14 teeth 

iv. Free wheel (connected to engine) t4 – 22 teeth  

v. Rigid chain wheel t5 – 18 teeth 

 

       

 
 

 
Fig. 1.  Concept of Parallel Powertrain 

 

 

 

Fig. 2. CAD Model of hybrid powertrain 

 

 

 

Fig. 3.  CAD Model of hybrid powertrain 

Fig 1. Shows the basic working of parallel powertrain in which 
the vehicle can be driven by either electric motor or IC engine 
or by both. Fig 2. And Fig 3. Shows the design on the 
powertrain by using counter shaft, 2 freewheels and one rigid 
sprocket. The freewheel to the extreme right is connected to 
motor via chain and the centre freewheel is connected to IC 
engine. And the rigid sprocket to the extreme left is used for 
providing the final drive continuously. In Fig 3 the centre 

freewheel is slightly shifted to right for better view of 
powertrain. 

III. WORKING  

The hybrid powertrain works on the principle of operation of 

freewheel. As the freewheel has rachet and pawl mechanism 

it can transmit power in one direction and not other. This 

application of freewheel is used to generate hybrid drive. 

 

A. Working on electric mode- 

When the electric switch is turned on and the throttle is 

increased the motor rotates in clockwise direction. The 

freewheel can transmit power in only one direction, in 

opposite direction it rotates freely without transmitting 

power. When the motor freewheel is driven by chain the 

counter shaft rotates, and the fixed sprocket transmit power 

to the rear wheel and the vehicle moves. At this condition the 

engine remains in neutral position or the engine sprocket does 

not rotate because the freewheel connected to engine does not 

rotate even though the shaft rotates, it will only rotate when 

it is driven by chain via engine.  

 

 
 

 
Fig. 4. Working on electric mode 

 

B. Working on engine mode-  

While running on engine mode the motor switch is turned off. 

The operation of freewheel and the sprocket is same. When 

the engine shaft rotates it transmits power to free wheel via 

chain drive and the shaft rotates. The fixed sprocket transmits 

power to the rear wheel and the vehicle moves.  At this time 

the motor freewheel does not rotate and remains in neutral 

position. 

 

 
 

 

Fig. 5. Working on engine mode 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1084



IV. ENGINE SPECIFICATIONS 

 

We have selected Hero splendor’s engine which has a 

horizontal mounting oriented in horizontal plane which 

enables us more space for mounting of motor and 

transmission. The engine is used to cover the extra range in 

hybrid drive mode. 
i. Capacity:- 100cc (splendor) 

ii. Power:- 8.2 bhp @ 5000 rpm  

iii. Torque:- 8Nm @ 5000 rpm  

V. MOTOR SPECIFICATIONS: - 

We have used BLDC motor as it has higher efficiency and 
better performance and torque speed characteristics as 
compared to PMDC motors and HUB motors, [11]. 

Type- BLDC spindle motor  

Nominal Voltage – 48 V 

Rated Power – 2000 Watt 

Rated torque -9 Nm @3000 rpm 

As the motor is primary device and has to satisfy all the 
performance characteristics of bike the selection of motor is 
done by calculating power at various driving conditions by 
using equations. Table 1. gives the theoretical calculated 
values for various driving conditions. 

 

TABLE 1. TRACTIVE EFFORT AND POWER AT VARIOUS SPEEDS  

 

Case Vehicle 

speed 
( kmph ) 

Acceleration 
( m/s^2 ) 

Gradient 
( Degree ) 

Tractive 
effort 
(N) 

Power 
( KW ) 

1 40  0  0 39  0.43 

2  80 0 0 75  1.66  

3 20 0 5 210 1.16 

4 15 0 7 281 1.56 

5  40 1.2 0 227 2.2 

6 20 0.5 5 315 1.75 

 

 

 

VI. BATTERY SPECIFICATIONS 

Lithium ion Battery pack of capacity 25Ah is required. As the 

Li on battery pack is smaller in size and lighter in weight 

compared to lead acid batteries. Lithium ion battery pack has 

higher charge density than Lead acid batteries, [12]. 

 

 

 

 

VII. CHASSIS AND FRAME STRUCTURE 

We have used Discover 125 ST for our prototype. There are 

slight modifications in the frame of the bike. We have 

designed the frontal part of frame as per requirement which 

makes it easy for mounting of engine and motor and provides 

space for mounting shaft. The length of chassis is increased 

by 4 cm. 

 

 

 
 

 

Fig. 6. Views of Frame Modified 

 

 

VIII.  POWERTRAIN SPECIFICATIONS 

Fig. 7.  Shows the sprocket and drive ratio selection for 

hybrid powertrain. The powertrain allows the parallel use of 

IC engine and electric motor for transmission. By using 

intermediate shaft, the overall drive ratio is obtained in two 

stages. The selection of drive ratio is done by calculations 

satisfying maximum torque & maximum speed for the 

vehicle to satisfy the performance characteristics of the 

vehicle. Sprockets are selected according to the market 

availability to maintain overall drive ratio which is 3.165 for 

electrical drive and 3.31 for IC engine drive. The overall drive 

ratio for IC engine drive is made constant as per standard 

vehicle. The first stage reduction for motor is 1.5 and for IC 

engine is 1.57. The second stage reduction is 2.11. 

 

 
 

Fig. 7.  Sprocket Selection and drive ratio 
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IX. OBSERVATIONS 

A. Test for current consumption ,mileage covered and cost. 

We have tested the bike for running more than 150 kms using 

both the power sources with various road conditions. The 

following are the observations while driving on electric 

mode. The total load on motor is 210 kg. 
 

TABLE 2. CURRENT CONSUPTION AT VARIOUS SPEEDS 

 

Speed 

(kph) 

Current 

(A) 

Duration 

For 25Ah 

capacity 

(hrs) 

Distance 

(km) 

20 10 2.5 50 

30 16 1.56 46.8 

40 21 1.19 47.6 

45 24 1.04 46.8 

 

Following are the observations by keeping the cost parameter 

constant. 

The price of fuel per litre is 78 Rs which is kept constant and 

range is analysed in case of petrol bikes and hybrid bikes. For 

petrol bikes the distance covered is 70 kms in one litre of 

petrol. i.e. 1.11 Rs per km travel. For hybrid motorcycle the 

average 48 km cost 6 Rs on electric mode. The further 

distance is covered in engine mode. Thus, range of 112 kms 

is obtained in 78 Rs. i.e. 0.696 Rs per km travel. If it used for 

48-50 kms daily, then motor can be used to cover the whole 

distance. In this case the cost per km travel is 0.12Rs. This 

will help to save the money and will benefit common people. 

For 70 kms of travel using hybrid mode it takes 30.5 Rs. If a 

bike travels 11000 kms in one year the cost of fuel is 12210 

Rs but in case of hybrid bike the cost of travel is 7656 Rs. 

Thus, we can save fuel of 4554 Rs in one year. 

 

B. Test for speed and time parameters at normal driving 

conditions. 

The speed and time parameters are determined while driving 

bike in petrol mode as well as hybrid mode. The test is 

conducted as follows: - 

i. For petrol mode the bike is accelerated from 0 to 

45kmph at normal riding conditions and time is 

noted down. 

ii. For hybrid drive the vehicle is propelled on ICE 

from 0 kmph to 15-20 kmph approximate to achieve 

initial momentum and reduce initial high current 

drain due to high torque required to move the 

vehicle from stationary position. Although motor 

provides performance similar to ICE drive but to 

improve efficiency of overall powertrain by 

reducing the high current consumption at start the 

bike initially propelled on ICE then it switched to 

electrical drive after attaining certain momentum. 
Time Elapsed in Hybrid mode = ICE engine time (0-

15kmph) + Idle time (Switching from ICE to 

Electrical) + Electrical Drive time (15-45kmph).  

Table 3. gives the speed time parameters for both petrol and 

hybrid mode for the speed up to 45 kmph. 

 
TABLE 3. SPEED TIME PARAMETERS 

 

Test no ICE Drive 

(time in seconds) 

Hybrid Drive 

(time in seconds) 

1 14.96 26.66 

2 18.58 25.28 

3 15.04 23.98 

4 16.52 23.06 

5 16.70 22.24 

Mean Time 16.36 24.244 

 

X. GRAPH 

 

 
 
 

 

Fig. 8. Graph of Cost VS Distance of a petrol bike and hybrid bike 

 

 

Fig. 8. shows the comparison of cost and distance travelled in 

petrol bikes and hybrid bike where the distance covered is 80 

km in both cases. In hybrid mode the first 50 kms covered 

using electric mode. 

 

 

XI. PROTOTYPE OF HYBRID BIKE WITH PARALLEL 

CONFIGURATION FOR TRANSMISSION 

 

 

 
 

 

 
Fig. 9. Prototype of hybrid powertrain- motor side 
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Fig. 10. Prototype of hybrid powertrain- engine side 

  

Fig. 9 and Fig. 10 shows the actual hybrid powertrain developed 

and used in Discover 125 ST. 

XII. CONCLUSION 

The use of hybrid electric powertrain for motorcycles helps 

to reduce the fuel crises and reduce the amount of air 

pollution. The hybrid drive will also reduce the cost of fuel 

per km travel and will significantly improve the range of bike. 

It can be used for travelling longer distances and will mainly 

benefit middle class people. Thus, hybrid drive proves to be 

more economical, cost effective than conventional petrol 

bikes. We have designed a powertrain which can be improved 

in future as the innovation is in its first stage. Researchers can 

go for automation in the project increasing range and 

performance of the bike. We can think on manufacturing kits 

of hybrid vehicle which can turn a petrol bike into hybrid on 

with small amount of fabrication. The highlighted points for 

future scope are reduction in weight, regenerative braking, 

use of solar cell to charge the batteries, ergonomics of hybrid 

bike, automation, IOT and smart vehicle. 
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Abstract— The trending technology Power over Ethernet (PoE) is 

a widespread way to send power along with data in a single 

Ethernet. It uses standard balanced twisted pair cable to send 

power in an existing Ethernet cable. Devices powered using this 

technology are Voice-over-Internet (VoIP) telephones, 

surveillance cameras, wireless access points etc. The technology is 

more cost effective and can be easily implemented. This paper 

describes the overview of Power over Ethernet, its methodology, 

advantages and factors in selecting cable. The paper also gives 

the factors-which influence the performance of PoE system. The 

PoE using Category-3 or Category -5 cable for power 

transmission is described. 

Keywords— balanced twisted pair cable, Category-3 cable, 

Category-5 cable 

I. INTRODUCTION  

 

PoE has many industrial applications and is now popularly 

used everywhere. Because of its compatibility and low cost 

installation it is the best option for supplying power to existing 

Internet Protocol (IP) devices . 

PoE supplies DC power and supports 10 Mb to 100 Mb 

Ethernet without installing additional electrical infrastructure. 

The company named PowerDSine took initiation to 

standardize the PoE in 1998. The promoting companies were 

Intel, 3Com, National Semiconductor, Mitel and Novtel 

Networks. On 12 June 2003 IEEE finally validated PoE 

standard. PoE provides inline power which reduces the 

number of power lines to be installed in the network.  The two 

important devices used in a PoE are - the Powered device (PD) 

and the Power Source Equipment (PSE).Where, the PD 

accepts the power provided by PSE. The maximum power 

offered by PoE PSE is 15.4 watts 48vDC. The maximum 

power offered by PoE+ PSE is 30 watts at 48vDC. The 

maximum power offered by a Hi-PoE+ PSE is 100 watts. The 

IEEE standards require 4 pair cable. CAT-5 cable has 4 

twisted pairs; in that, two of the pairs out of four are used for 

data transmission. The specification permits for the spare pairs 

to send the power.  Power over Ethernet (POE) technology 

carries electrical power through existing network cables. 

As an example, a digital surveillance camera generally needs 

two connections for its installation. 

First a network connection, which is used for video 

recording and display gadget. Second a power connection, 

which is used to supply the electric power for the camera to 

function. 

In this case, if the digital camera was POE-enabled, 

only one network cable would be sufficient for transmitting 

both power and data. This is shown in figure 1. 

 

 
Figure 1: PoE enabled camera 

 

II. RELATED WORKS 

 

The CAT5 cable has four pair; by using all the pairs 

effectively power delivery to the destination that is power 

device can be increased [1]. In paper [2] author describes 

about the architecture present in the power sourcing 

equipment. The paper [3] and [4] gives specifications for PSE 

and PD and the power used by the devices. PoE 

implementation using Endspan insertion and Midspan 

insertion is given in paper [5]. Different communication 

protocol used by PoE is mentioned in paper [6] and [7]. The 

paper [8] and [9] explains the basic principles of a PoE system 

are explained along with benefits of PoE. Alternative A and 

Alternative B are the types of implementing PoE which are 

explained in paper [10]. 
 

III.BENEFITS OF POE  

 

1. Time and cost savings 

Time and cost is reduced by using PoE. By means of 

decreasing the time and price of getting electrical cabling 

established.  Network cables can be installed by anyone easily, 

and can be placed anywhere. 
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2. Flexibility 

PoE allows many devices to connect to it. Without calling to an 

electrical outlet, gadgets including wireless access points and 

IP cameras may be placed wherever they are wished most, and 

repositioned effortlessly if required. 

3. Safety 

POE delivery is smart, and designed to shield network device 

from overload, incorrect installation or under powering. 

4. Reliability 

POE power comes from a significant and universally well 

matched source, in preference to a set of distributed wall 

adapters.  it could be subsidized-up by an uninterruptible 

energy deliver, or managed to easily disable or reset gadgets. 

5. Scalability 

Having electricity available on the network that set up the 

distribution of network connections straightforward and 

effective. 

6. Enhanced productivity  

PoE is capable of collecting data effectively and since it uses 

same cable for power and data it provides increased 

productivity to the devices which uses it. 

 

IV.DEVICES SUPPORTED BY POE 

PoE has many applications like VoIP phones, IP cameras. 

Every device can be powered using PoE by estimating how 

much power the device needs. Any PoE product can be 

integrated to the design. The figure 2 shows the devices that 

are PoE enabled. 

 

 
 

Figure 2: Devices enabled using PoE 

 

Silvertel manufactures a many PoE modules at 

wattages appropriate for a large number of designs. Table 2 

below gives the number of PoE wattages supplied with the aid 

of Silvertel and examples of a number of the products 

customer may power with them. Using Silvertel products the 

selection of PoE enabled devices is less time consuming and 

less challenging. Different devices require different amount of 

power to operate is also shown in the table 1. 

 
Table 1: Devices supported by PoE 

 

 

V. POWER OVER ETHERNET (POE) STANDARDS  

 

The IEEE standards for PoE are 802.3af, 802.3at and 

802.3bt.  

Type 1 PoE  

IEEE 802.3af-2003 was the first PoE standard which IEEE 

developed. The power given by this type is 15.4 watts at 

48vDC with 12.95 watts of power to be assured to devices. Per 

pair maximum current rating is 350mA. Uses Category 3 cable 

or higher rate cable. 

Type 2 PoE + 

IEEE 802.3at-2009   was the second PoE standard 

developed by IEEE to provide more power. The power given 

by this type is 30 watts at 48vDC with 25.5 watts of powe.r to 

be assured to devices. Per pair maximum current rating is 

600mA. Uses Category 5e cable or higher rate cable. 

Type 3 PoE ++ 

IEEE 802.3bt-2018 Type 3 provides more power than 

802.3at. Provides 90-100 watts at 48 volts DC. 

 

VI.  FACTORS IN SELECTING CABLE TYPE AND 

DIFFERENT CABLE STANDARDS 

There are numerous factors that have to be considered 

while selecting the cable type used to make PoE application. 

The first one is the quantity of power the PoE device requires 

for its operation. This power required will dictate which IEEE 

standard to be selected, and ultimately the minimum class 

category cabling that can be used . 

Other factors have to be taken into consideration for most 

effective performance of the network. They are heat 

dissipation, voltage drop and data transmission performance. 

Voltage drop gives how much of the transmitted power 

reaches the other end at receiving device. The power that is 

lost over the length of the cable line transforms to heat and is 

known as heat dissipation. More heat constructed can add 

growth in attenuation and also the aging of the cabling jacket.  

Another aspect to which is to be considered is the data 

transmission requirement (e.g., 10GBASE-T, 1000BASE-T) 

of the device being used. Devices consisting of megapixel IP 

cameras can also require higher grade cabling if you want to 

deliver the video signal along with required power. Ethernet 

uses Modbus/TCP protocol for transmitting and receiving 

data. 
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There are 4 standards of twisted pair cabling given by 

the Telecommunications Industry Association (TIA) which is 

used mainly for Ethernet application. Those consist of 

Category 3, Category 5e, Category 6A and Category 6. Based 

on their power performance characteristics the different cable 

categories are selected. 

As given in the table 1 below, Category 3 cabling 

makes use of a 24 AWG copper conductor and has a highest 

bandwidth of 16MHz. Category 3 cabling is permitted for 

802.3af devices that require low energy. When compared to 

other cable Category 6A cable has a maximum bandwidth of 

500 MHz and makes use of a 23 AWG copper conductor. The 

bigger conductor used in Category 6 and 6A cabling is 

preferred for PoE packages because of its less voltage drop 

over the cable. Even among all gauge sizes, slight differences 

in real conductor diameter will have measurable consequences 

on machine's overall performance. PoE application is also 

dependent on cable distance. 

The table 2 gives the cabling standards, voltage drop 

and their Approved PoE Applications. 

 
Table 2: Cabling standards and corresponding Approved PoE Applications. 

 

 
 

VII. PRINCIPLE OF POE 

An Ethernet cable does not carry power to the devices but 

Power over Ethernet (PoE) has a only one cable for both data 

connection and electric power to the devices. The figure 3 

explains the principle of PoE. The PoE equipment combines 

the data and power together into a single cable and is given to 

the access point.  

 
 

Figure 3: Principle of PoE 

 

Power is “injected”-into the cable using “end-span” 

WAN/LAN switches which include power deliver circuitry.  

As an alternative, in case user don't need to update existing 

LAN switches, or simply needs to power a few parts, “mid-

span“ power injectors may be connected in between the switch 

and the PD. The end PDs should work with PoE. Power 

management feature is also supported by many PoE switches 

so that devices attached to it are power cycled. The PoE power 

devices turns on telling the endspan or midspan switch that it 

can receive the power coming through cable. 

The figure 4 shows the direct connection using End-

Span power source and intermediate source using Mid-Span 

power injector. 

A fully complaint IEEE PoE PD can receive energy 

over the unused pins or data lines. In this vicinity network 

administrators should be careful because a few PD’s claiming 

compliancy with the IEEE PoE requirements are constrained 

to the usage of mid-span power resources using the unused 

pairs.  Mid span injectors does not always verify the end 

devices hence sometimes it can cause damage to other non PD 

devices.  

 
 

Figure 4: End-Span and Mid-Span Power Injector 

 

To protect the power devices from incoming currents 

that could occur at some stage in powering up, it is necessary 

that the PD have inbuilt inrush current safety. The PD having 

this protection starts with a low current usage -stage to prevent 

the power-sourcing equipment ( PSE ) from getting damaged 

and then switches to a excessive current level permitting the 

PD to use its required -power of maximum 100-watts. 

Fiber extenders are used to extend cable distances up 

to 100 Miles or 160 km, without the loss of information due to 

long distance copper cables. LAN extenders increase network 

distances till 6-miles or 10 km, however if the distance crosses 

328 feet cable can have drastically less data speeds.  Instead of 

a 100-Mb/s, the information will decrease lower rate as 2.3 

Mb/s. Also, security is provided by fiber cable. 

Electromagnetic-emission is not generated by it so it is very 
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difficult to detect. Cable is extremely reliable as it is not 

vulnerable to electrical interferences, or information loss due 

to temperature, pressure or atmospheric conditions, cable is 

extremely reliable. 

Fiber runs from a present data to a place with power 

access.  A PoE Media Converter is powered by means of 

either AC or DC electricity. The media converter is hooked up 

between the power deliver and the fiber cable.  In copper cable 

(STP or UTP) Ethernet can be provided up to 100 meters to 

the power device.  The PoE Media Converter converts the data 

from fiber to copper, adding power and then transmitting it to 

the power device. 

If Ethernet service has to be extended more than mentioned 

limits of IEEE 802.3 of 328ft / 100m, Ethernet Extenders are 

the used. These Ethernet Extenders increase Ethernet 

connections throughout copper wires. Uses single twisted-pair 

(Category 5/6/7), any copper wiring formerly used in alarm 

circuits, E1/T1 circuits, RS-232, RS-422, RS-485, CATV and 

CCTV applications. A-PoE Ethernet Extender can operate 

both as PSE or PD. 

 

VIII. METHODOLOGY [9] [10] 

Ethernet is usually transmitted using unshielded twisted 

pair (UTP) cable which has four pairs. Only two of the pair 

out of four pairs is used for 10 Mbps and 100 MBps Ethernet. 

There are two connections used with PoE, namely Alternative 

A and Alternative B. is In Alternative A, the power is 

transferred simultaneously along with data over the pairs 1 and 2, 3 

and 6. That is the DC+ of 48V is delivered as an industry 

standard on data pin 1 and pin 2 with DC- data given to pin 3 

and pin 6. The figure 5 shows the type 1 Alternative A PoE 

here spare pairs are used for data transfer and signal pairs are 

used for power transmission 

 

 
 

Figure 5: Type 1 Alternative A PoE 

 

In Alternative B, the power is transfered over spare pairs 4 

and 5, 7 and 8. That is the DC+ is delivered to unused pin 4 and 

pin 5 with DC- on pin 7 and pin 8. With PoE data/power 

interfacing between the two-Ethernet elements is served by 

LAN cable. The figure 6 shows the type 1 Alternative B PoE it 

is vice versa of the Alternative A PoE.  

 

 
 

Figure 6: Type 1 Alternative B PoE 

 

Most commonly used is Alternative B by PoE. In 

Alternative B, the 48V DC power is sent over the cables 

which are connected to pins 4, 5, 7, and 8 which Base 10/100 

networks do not use. The figure 7 shows the Alternative B 

wiring, there are 8 pins available for the connection. 

 
Figure 7: Alternative B wiring 

 

 

CONCLUSION 

 

Power over Ethernet allows the devices such as VoIP 

phones, security cameras, Printers; sensors etc transmit data 

and power on a single Ethernet connection. Deploying PoE 

technology in the network eliminates the need for installing 

separate cable for power and data transmission. The PoE 

deployment is flexible and cost effective while upgrading the 

Ethernet switch. PoE finds the great scope in almost every 

field in future as it is cost effective. 
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Abstract—This paper presents an improved Vivaldi antenna
design for Through Wall Radar Imaging (TWRI). It is one
of the most emerging radar technologies that has different
applications in real-life situations. Radar uses EM waves to
penetrate through the wall, and then detects the objects behind
the wall. Antenna plays a very important role in TWRI system.
Vivaldi antenna can be used as an ideal candidate for this system.
The antenna presented here operates from the frequency 2.5
GHz to 11.3 GHz and shows a constant radiation pattern in
the operating bandwidth. The gain obtained is around 6 dBi.
The effect of various antenna parameters are also studied in
this paper. Furthermore, corrugations and grating elements are
added to analyze the effects on gain and bandwidth. With the
above enhancements in design, a bandwidth of 8.8 GHz and an
improved gain of around 9.6 dBi has been achieved.

Index Terms—Vivaldi, Through Wall Radar Imaging, Grating
elements, Corrugations.

I. INTRODUCTION

The main objective of TWRI is to use electromagnetic
(EM) waves to sense and image moving and stationary
objects through visually opaque obstacles such as walls[6].
It is a unique application of UWB technology. UWB radio
technology has a bandwidth greater than 500 MHz or 20% of
the center frequency according to Federal Communications
Commission (FCC)[1]. Many existing UWB antennas can
be considered for TWRI applications. The choice of the
specific antenna depends on the wall material as well. The
wall attenuation is comparatively higher at high microwave
frequencies. Among the various UWB antenna designs
implemented for TWRI application, most of the antennas
operate at a higher UWB frequency range (8-12 GHz). Here,
we have chosen concrete walls of thickness 19.45 cm for
which the optimum range of operating frequency is 2-6
GHz[6]. Hence, designing a UWB antenna for this frequency
range (2-6 GHz) remains a challenge.[1-4] represent various
UWB antennas that can be used for TWRI application.
Among these, Vivaldi and Horn antennas are most suitable
antennas which satisfy the TWRI specifications[1,2].

This paper includes the design of UWB Vivaldi antenna for
Through Wall applications. Vivaldi antenna is a tapered slot
antenna that is based on the principle of travelling wave
antenna[5]. Vivaldi antenna was first proposed by P. J. Gibson
in 1979[7]. The antenna has an exponentially tapered profile,
which provides wide bandwidth and end-fire radiation pattern.

II. DESIRED CHARACTERISTICS OF TWRI
ANTENNAS

A. TWRI Antenna Constraints

One of the important characteristics of a TWRI antenna is
that, it should be compact and light weight for portability[10].
The antenna should have a gain that is sufficient for the signal
to penetrate through the wall and detect the target behind
the wall. The return loss should be less than -10 dB so
that impedance matching is obtained in the desired frequency
range. The antenna must have better transmission and radiation
performance with minimum number of side-lobes and back-
lobes[6]. The antenna should radiate short transient pulses with
minimum distortion[6,10].

B. Antenna in TWRI system

The main elements of the TWRI system are UWB an-
tenna, RF transceiver, duplexer, signal generator and image
processing and display unit. Transmission and reception of
electromagnetic waves is carried out by the antenna in a
TWRI system. In a monostatic radar configuration a duplexer
is required to switch between the transmission and reception of
signals by the common antenna. The signal generator produces
UWB pulses that is transmitted through the wall. The signal
after penetrating through the wall is reflected by the target
and reaches the antenna in receiver mode. The image of the
target is then processed using a focussing algorithm. The main
parameters that influence the quality of image produced are
cross range and down range resolutions[11]. The Fig 1. shows
the configuration of TWRI system components.

Fig. 1. Monostatic configuration of TWRI system
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C. Link Budget Equation

The performance of a communication system depends on
the signal-to-noise ratio (SNR) at the receiver. The link budget
is generally used to predict the received power in a commu-
nication system. For TWRI, the gain required for the receiver
antenna is estimated using Link Budget equation[12]:

R4 =
PtGtGrλ

2σ

10(4π)3KTBLsL2
w

(1)

where, R is the range, σ is Radar Cross-section(RCS), Ls is
system loss, λ is the wavelength of signal transmitted, Pt is
the power of the transmitted signal, Lw is the wall attenuation,
B is the IF Bandwidth.
Typical values assumed for the above mentioned parameters,
in our proposed design are, SNR= 10 dBi, R = 20 m, λ =
0.075 m, σ = 100 cm x 100 cm, Pt = 15 mW, Ls = 10 dBi,
B = 10 kHz and concrete wall losses Lw = 15 dBi.
Gain obtained after substituting these values in equation 1 is
G=6 dBi. Hence, we need to design a UWB antenna that has
a minimum gain of 6 dBi.

D. Vivaldi for TWRI System

Vivaldi antenna is a wide band antenna that has a two-
dimensional structure. Being light-weight and planar, the an-
tenna could be mounted on a portable device, thus making it
suitable for through wall imaging. Compared to other UWB
antennas, Vivaldi antennas show minimum distortion in the
shape of the transmitted UWB pulses[6]. The antenna has
a constant moderate gain over the wide band of operation.
Hence, Vivaldi antenna has been chosen as it satisfies most of
the constraints of a TWRI system.

III. DESIGN CONSIDERATIONS

A. Structure Explanation

The designed vivaldi antenna for TWRI is shown in Fig. 2
and Fig. 3. The antenna consists of three layers. The top layer
act as the ground plane. The middle layer is composed of
substrate. The feeding technique used is microstrip to slotline
transition. It forms the bottom layer.

1) Substrate: : The antenna is designed on FR4 material
of 0.8 mm thickness that has a permittivity(εr) of 4.3.

2) Ground plane: : It consist of a uniform rectangular slot
that is connected to an exponentially tapered slot. Circular
cavity is attached at one end of slot and the other end of the
slot is exponentially tapered. The shape of flaring of taper
and the cavity determines most of the antenna performance.
The slot width affects the highest frequency of operation and
the width of antenna affects the lowest frequency[5].

3) Feeding Technique: : The cavity-stub model is used
for designing wide band Vivaldi antenna. Micro strip and
slot line crosses at right angle to each other to form cross
junction. At the cross junction, micro strip line behaves as
short circuit, since radial stub is open circuited at the end

which is approximately λ/4 in length[1] and the short circuited
slot line behaves as an open circuit. Energy is coupled from
microstripline to slotline, which is then radiated from the
exponential slot to give an end-fire radiation pattern.

B. Equations

The tapered profile of the antenna is given as,

y(x) = ±cerx (2)

where, constant c is given by,

c =
s

2
(3)

r =
1

L
ln(

W

s
) (4)

where, L, W, r and s are the antenna length, antenna width,
opening rate and width of slot at origin[8].

C. Simulated Structure in CST Microwave Studio

Fig. 2. Vivaldi antenna- top view

Fig. 3. Vivaldi antenna- bottom view

The values we have chosen for our vivaldi construction are
mentioned in Table 1[9].

IV. SIMULATION RESULTS

The proposed vivaldi antenna was simulated in CST simu-
lation tool and results were obtained as follows:-

2
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TABLE I
CALCULATED ANTENNA PARAMETERS

Parameters Dimensions(mm)

Antenna length 128

Antenna Width 70

Taper length 80

Taper width 31

Slot width 0.5

Slot length 25

Taper rate 0.057

Stub angle 80

Substrate thickness 0.8

Circular cavity radius 6.46

Radial stub radius 6.46

A. Reflection coefficient

The variations in reflection coefficient with frequency are
shown in Fig. 4 for FR4 substrate with εr=4.3. It is observed
that the reflection coefficient is below -10 dB for 2.5-11.3
GHz. The fractional bandwidth for the simulated antenna is
127.5. The antenna has an operating bandwidth of around 8.8
GHz.

Fig. 4. Variation in reflection coefficient with frequency

B. VSWR

The voltage standing wave ratio for the designed antenna
is shown in Fig. 5. The value is found to be less than 2 for
2.5-11.3 GHz.

Fig. 5. VSWR Plot

C. Gain

It is found that maximum gain of the antenna is always
greater than 5 dB in operating frequency range. The far-field

directivity of the antenna at 4.5 GHz is shown in Fig. 6. The
gain obtained is around 6.6 dBi. The main lobe is directed at
90◦ and has 3dB angular width of 52◦. Further enhancement
in gain can be obtained if grating elements and corrugations
are added.

Fig. 6. Far-field Directivity at 4.5 GHz

D. Effect of adding Grating Elements

Grating elements were added at the opening end of the
exponential slot as shown in Fig. 7. It is observed that as
the number of grating elements increased, gain started to
increase from a particular point from the radiating region.
The side-lobe level also reduced, thus favouring the TWRI
application. The length of the grating element was chosen to
be 14 mm. Fig. 8 shows the return loss plot of the antenna
with grating elements.

When the number of grating elements added was 4, the
gain at 4.5 GHz was found to be 7.82 dBi with a reduced
amount of side-lobes as shown in Fig. 9. The 3 dB angular
width also reduced to 47◦, giving a narrow and directive
beam suitable for TWRI application.

Fig. 7. Vivaldi antenna with Grating elements
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Fig. 8. Return Loss of Vivaldi antenna with Grating

Fig. 9. Directivity of Vivaldi antenna with gratings at 4.5 GHz

E. Effect of adding Corrugations

Corrugations were added along the taper as shown in Fig.
10.As the number of corrugations increased, the gain im-
proved. Eight corrugations each on both sides were added. The
width of the corrugation was chosen to be 5mm, maintaining a
gap of 1.5 mm between the corrugations. The rate of decrease
of corrugation length was fixed to 1.5 mm. Fig. 11 and Fig. 12
show the results of adding 8 corrugations to Vivaldi antenna.
The gain obained was 9.6 dBi with a satisfactory side-lobe
level. The 3 dB angular width is 63◦.

Fig. 10. Vivaldi antenna with 8 corrugations

Fig. 11. Return Loss of Vivaldi antenna with corrugations

Fig. 12. Directivity of Vivaldi antenna with corrugations at 4.5 GHz

V. CONCLUSION

This paper presents the design of vivaldi antenna on FR4
substrate suitable for TWRI application.The proposed antenna
is developed to operate in the frequency range of 2.5 GHz
to 11.3 GHz with a gain greater than 5 dBi. CST microwave
suite was used to simulate the antenna. The antenna has return
loss less than -10 dB with VSWR value less than 2. Since
TWRI system requires a moderate gain, gain enhancement
techniques have been introduced in the antenna design.
Addition of grating elements and corrugations improved the
gain upto 9 dBi with satisfactory return loss for the frequency
range 2.5 GHz to 11.3 GHz which can be considered as wide
band. The gain obtained is greater than the minimum 6 dBi
gain required for the TWRI system.

VI. FUTURE SCOPE

Array of Vivaldi antenna elements can be implemented
to improve the gain. Performance analysis using different
feeding techniques like stripline to slotline transition, co-axial
to slotline etc could also be considered for vivaldi antenna .
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Abstract: Cloud computing furnish 

services such as storage, database, 

software and many more and are accessed 

through cloud service platform via 

internet. As cloud computing is a most 

widely used technology there are plenty of 

user who uses the cloud for their 

computation and inquire about exercises 

in the field of information the board. To 

handle this increased data cloud data 

storage is the best technology. Keeping 

data in the cloud more reliable than 

maintain in the local machine. But 

providing security for data which is stored 

in cloud is big issue.it is more important to 

maintain privacy of the user data if the 

data is loss it affects the user cloud service. 

By using some encryption method, we can 

assure “privacy for a certain level in the 

cloud. There is no complete privacy 

preservation system is available. This is a 

survey on different privacy preservation 

schemes in cloud.” 

 
Keywords: Cloud Computing, Two Factor 

Authentication, RSA, Two-layer encryption. 

 

INTRODUCTION 
 
Cloud computing is most widely used 

technology and there will be a greater as for 

 

number of users because of more user more 

data will be produced and handling such a huge 

data in a real world is difficult task so solution 

for this is cloud. There are different service and 

deployment models [1] service models are as 

follows 
 

1. SaaS: it gives feature to use any application 

through cloud platform.  Software as a Service 

Applications is used by the user from 

anywhere in the world by internet through 

web browser. The user need not to have any 

cloud infrastructure like network, OS, servers, 

Storage component or even application. it is not 

applicable for the application that requires real 

time response such as email and banking 

related application. 

 

2. PaaS: it gives a user to a platform to run 

their application for which can’t handle the 

large software and hardware platform. 

Platform as a Service with help of 

programming languages, it provides user to put 

user-developed or acquired applications and 

tools supported by the provider. PaaS provides 

application for software development where 

user will collaborate, deployment and testing 

services should be automated, PaaS is not 

suitable if user expecting for portable 

application and user want to improve 

performance by some customization. 

 

3. IaaS: it’s a delivery model which contains 

licensed software’s based on user needs they
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will pay and uses the services. Infrastructure 

as a Service it is also termed as on-demand 

services. User will access these services by 

using browser. Most of the organisation pay 

for the services for which they need instead 

buying the software’s. Some applications 

which is provided by SaaS is office software, 

database software, development software, 

communication software. 

 

“The different deployment models are as 

follows Public, Private, Community and Hybrid 

clouds [6]. To store large amount of data” 

storing devises which are high expensive, 

requires more space and maintenance should 

be done. Cloud computing provides to store 

any huge size proportion of i n f o r m a t i o n  

at various limit area and they are dealt with 

autonomous way. The information stockpiles 

are taken care of by the CSP. The CSP act 

as an intermediate which p r o v i d e s  

different services to the customer such as 

network, infrastructure and business 

applications in cloud. 

 

Obligation of the cloud organization is to re- 

appropriated information with reasonable 

stage “model. The v i r t u a l  machine official 

will put the data into any managed Virtual 

Machine (VM) districts. These virtual 

machines are made and kept up by the 

Virtual Machine Manager (VMM).” with the 

assistance of cloud, we can store data in 

cloud as much we required instead of putting 

away in local machine yet giving security to 

the data in cloud is important task.  Privacy 

first important thing to provide privacy for 

customer data in cloud if the privacy is lost it 

affects promises to provide good service 

mainly it affects to the public clouds because 

data is in unencrypted form present in servers 

which are handled by cloud service provider. 

Customer cannot completely trust on CSP for 

providing privacy for their data for all 3 models 

priorities of privacy are different. 

Privacy Issues in Cloud 
 
“Guideline speaking, assurance alludes to “the 

condition or state of concealing the nearness or 

view. There is a need to achieve this state in the 

spots where the private things are utilized, for 

example, information and documents. data of 

cloud need to be had privacy of client 

personality and controls leaking of privacy leads 

to major failure of the framework to” keep up 

information security, it workable for fruitful 

organization and use of any administration. cloud 

data storages are disturbed in limited place.it is 

the responsibility of the CSP to maintain safety 

of the user data. On the off chance that 

appropriate security instrument is executed the 

security is disregarded at the storage service. 

 
Only owner will be able to access data in 

cloud sometimes CSP can peruse user data for 

his own benefits’ might be sell the user 

information for some organizations for the 

sake of money. There might be confidential 

data which related to the Government 

records and examination records which might 

be require for some businessmen’s and some 

organizations can offer personal data of the 

reputed persons of society such as prime 

minister, sportsman and actors’ personal data 

can be used for the crime. Using client data is 

offense some of attackers might change the 

data of cloud storage. 
 

Dangers malignant programming is 

“acquainted with this stockpiling for getting 

access and increase knowledge about the 

information. Privacy” manages the availability 

and accessibility of delicate data to the 

expected beneficiaries. Re- appropriated 

information got to and changed just only by 

clients with suitable access benefits. assume an 

association has arranged and re-appropriated 

their information in the cloud. The 

redistributed information substance “is given to 

the administrator to put in the cloud. It is 

recommended to guarantee that the 

administrator can't see or alter the information 

substance. After record” 
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redistributing, nobody including specialist 

community can see or alter the substance. If a 

specialist organization or neighborhood 

manager is endeavoring to examine the record 

substance, it must not be done. Protection 

safeguarding manages the sort “of security in 

redistributed data. This could be guaranteed by 

utilizing Cryptographic techniques.” 
 

Related Works 
 
One of the main solutions for providing 
privacy in cloud by using different encryption 

and decryption techniques. 

 

RSA Algorithm RSA [2] algorithm 

asymmetric block cipher [2], it uses variable 

size of block. Algorithm is mainly used 

encrypting and decrypting of data files. The 

idea of RSA is since it is hard to partition an 

enormous number open key is a mix of two 

numbers where one is augmentation of two 

huge prime numbers.in a similar way private 

key is gotten from an equivalent two prime 

numbers. If anyone divides substantial 

number, the private key is undermined. The 

encryption depends on key size as key size 

increases strength of the encryption also 

increases usually RSA keys are 1024 0r 2048-

bit lengths but 1024-bit length key  is easy to 

break than 2048  bit  key. But till now it seems 

to be an infeasible task. An example of 

asymmetric cryptography 

 

1. A client sends its public key to the server 

and solicitations for certain information.  2.  

The server scrambles the information 

utilizing client's public key and sends the 

encoded information. 3. Client gets this 

information and decodes it.  There will  be  two 

keys public and private where these keys are 

used respectively to encrypt and decrypt 

message. The RSA consists of encryption 

and decryption keys can be calculated by the 

mathematical operations then it is possible to 

get cipher text and the plain text by using 

formula. 

C =MEmod(n) 
P =MEmod(n) 

Q. Xiong and L.T. Yang [3] these authors 

proposed an authority-based SAPA it is 

termed as privacy-preserving authentication 

protocol [4]. this show accomplished shared 

access master by unapproved access sorting 

out an instrument with assurance and security 

thought in this paper principally examined on 

the following properties “ 1. Shared access 

authority is accomplished by anonymous 

access solicitation coordinating system 2. 

Attribute-Based Access Control (ABAC) is 

embraced with the goal that a client can just 

access to its own information” 3. Proxy re-

encryption applies to give information to 

different clients. 

 

In this paper author mainly focused mainly 

focused on authentication so that user access 

their data on remotely from cloud model. 

There will be a different group are there in 

cloud where each group has its own user 

which can access data. A supplier makes a 

request to access information fields, however 

it isn't ensuring that carrier will permit its 

access demand. In case the bearer decays its 

solicitation, the provider's entrance will be 

uncovered close-by nothing picked up towards 

the ideal information fields. The supplier may 

not send the passage solicitation or 

disadvantage the unaccepted requesting from 

the get-go if it consistently comprehends that 

its sales will be denied by the transporter. It is 

ridiculous to inside and out reveal the provider's 

private data with no privacy contemplations. A 

BGKM proposed to overcome the shortcoming 

of using same key for both encryption and 

decryption in a public cloud model. It is No 

longer important that purchaser rely on   the 

“public key cryptography. One can select the 

symmetric keys significantly toward the 

crowning glory of decryption. A pleasant-

primarily based get admission to manage 

technique used to achieve customer who is 

having the persona properties can decrypt the 

substance the creator assuming that a more 

ultra-modern protection the   trouble is seen to 

perform sharing of prolateness- safeguarding 

access expert. Through the wrapped traits 

transmission statistics unsure great is executed. 

Session.” 
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identifiers are utilized for anticipating the 
session association. 

 

M. H. Au and X. Huang [4] Proposed a 

model it is based on web-based class 

computing service [4]. Major problem to 

provide security for class service is 

authentication. User received to login to 

access the class service by using traditional 

username and password-based system, but it 

has two problems. Username and password- 

based system for privacy preserving. Usually 

computers are shared by different people at 

that time it is easy for hacker to install 

spyware to tell details of username and 

password. To overcome these issue two- 

factor authentication (2FA) method is used. It 

is common in most of the web-based services 

in addition username/password as OTP (one-

time password) is received to a service like 

mobile user needs to enter to complete login 

process. To provide more security to 2FA a 

protocol is proposed for web-based service 

computing service using a lightweight service is 

having 2 properties It performs some 

computation also i.e., having exponents. It is 

tempered i.e.., no one can break to get 

secrets. With this service protocol proxies 2FA 

security first the user security key is received. 

 

Services are connected to the computer to 

authenticate user to access cloud services. 

User receives both invoked to access security 

key can’t be uses another device belong to 

other for the access. This design supports a 

fine-grained attribute-based access control. 

For the actual abrogation of public keys 

mediated cryptography was structured. 

Immediate revocations of public keys are 

intended for mediated cryptography. “A 

Security Mediator (SEM) model is prepared 

issue to this cryptography.  Regardless, it gives 

a weight that this SEM dependably continue to 

be to play out any exchanges.  A modified 

variant of this model planned as protection 

interceded testament less cryptography. In this 

framework, the patron has a thriller key, open 

key, character, and” marking calculation. 

 

 

 

 

 

 

Mystery key & SEM model will be required 

furthermore required.  It takes care of the 

disavowal issues. Client is mysterious to this 

model which causes security issue. with short 

term signature using cryptography added key we 

can store large haul keys to the protected gadget 

and unbound gadgets. A Security Mediator 

(SEM) version is deliberate reliant in this 

cryptography.  It requires a smaller range of 

prerequisites. Performance analysis and 

protection evaluation are carried out. It enables 

a safety framework model to give privateness 

backing to the data. It normally calls for the 

gadget to guarantee privacy. Along those lines, 

it isn't convincing beneath various cloud 

administrations storage mechanism. 

 

E.Bertino and M. Kantarcioglu [5] has 

proposed “A great grained get admission to 

manage with first-class grained encryption 

technique for cloud records [7].”there are 

many models which are proposed by different 

authors for outsourcing data which provides 

encryption. But one problem with these models 

is that there will be an overhead of 

computation and communication.so to 

overcome this issue a Two Layer Encryption 

(TLE) technique is addressd.in this model at 

both client side and server-side encryption will 

be performed that is two-layer encryption and 

fine-grained encryption respectively. there is a 

one problem with this model where it can't 

disintegration “Of Access Control Policies 

(ACPs) at time of TLE.So, in -layer encryption 

over scrambled information fine grained 

access control is connected and Various 

symmetric keys are utilized for correspondence 

these keys will influences connection between 

records things. By acting unmarried layer 

encryption, we will confine the troubles by 

means of the speak key management plans. 

“customer can access content by using the 

fine-grained access control using some 

methodologies this task is done.  There are two 

models in access control push and draw based 

models. In this way, it is hard to keep up the 

key mystery in a dynamic information 
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Sharing framework. “Redistribution of the key 

is struggling besides the assistance of 

expressive get admission to manage techniques 

isn't always maintained.  Power based totally 

models required the statistics distributer to live 

online to furnish get right of entry to. Such 

works ensures this, using untouchable garage” 

administrations.it is the responsibility of the 

owner to provide the client privacy and control 

policies from data publisher.  There are six 

phases are used for Two-layer encryption 

technique. 

 

TLE perform the encryptions by gathering 

group key approach to guarantee the security 

on re-appropriated information. “It has such 

overhead on computation on the server facet and 

inside the get entry to control strategies. 

Accomplishment of the model is based on the 

attribute-primarily based keys, access manage 

strategies.” 
 

B.Justus and D.Loehr[7]  to  provide 

security for cloud and local administrators 

authors has designed a model called privacy 

preservation Mainly provides  privacy   for  

data storage provider is needed when we are 

outsourcing the sensitive data. This data can  

be leaked this make to build which provides 

security for both internal and external. In this 

model, the data is main thing we need to 

provide security more for that, so all data 

storage encrypted as backup data should be 

performed by cloud service. Data backup is 

automated  for encryption  proxies. 

Encryption proxies means which allows third 

parties to allow cipher text which has been 

encrypted for one party so that it may be 

decrypted by another. So, data decryption 

keys are exchange across secure channel by 

compressing PCR value we can achieve 

integrity. If both encryption proxies have same 

state, then exchange of key matrix take place. 

For example, when a request is made for data 

then a new request is designed by developer 

and sends to an editor, so editor integrates the 

request and set up access rights for the new 

request after setting file is signed and sends to 

next editor and he checks like after that he 

write sign file. Now encryption proxy access 

file on condition files  is  signed by two editors 

all their signatures are good access if changes 

rejects the file. The technologies which are 

used in this model are XML, XML-Encryption, 

XML Signature and Trusted Platform Module 

(TPA). 

 
Larry and Ray [8] Propose “An algorithm for 

nameless sharing of private data amongst N 

parties is evolved [6]. This approach is used to 

assign nodes ID numbers ranging from 1 to 

N.” The received ID is not known to the other 

members of the group. If private 

communication channels used, then collision 

will not occur. “It is likewise tested that there's 

no collision in personal verbal exchange 

channels use. This is sent without the use of a 

relied on crucial authority. The more recent 

algorithms are developed over a comfortable 

sum records mining operation the use of 

Newton ‘s identities and Sturm ‘s theorem. 

Markov chain technique is used to understand 

the data on the desired wide variety of 

iterations.” 

 

The “pc algebra gives the outcomes towards 

the finishing touch fees. Author discovered 

that some cloud primarily based tools used for 

website control are providing get admission to 

for a server to saw the traveler moves on a 

website. For network nodes, such programs 

are there for requiring dynamic particular ID. 

This ID is required in sensor community 

services for administration sports or for 

protection to the man or woman nodes. It isn't 

an anonymous community, the contributors 

acknowledged and identifiable by way of 

each” other’s. “Suppose that a set of hospitals 

with man or woman databases wish to 

compute and share best the common of a 

records item, which include the number of 

clinic acquired infections, without revealing 

the cost of this facts item for any member of 

the organization. Thus, N nodes n1. N2, nN 

have statistics items d1, d2….DN, and desire 

to compute and share simplest the overall 

price T=d1+d2+…..+dN A at ease sum 

algorithm lets in the sum to be amassed with a 

few guarantees of anonymity”T.Secur sum 

algorithm used for transmitting data securely. 

 

“An set of rules for sharing simple integer 

information on pinnacle of relaxed sum is 

construct. This is used with the nameless ID 
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 challenge (AIDA) set of rules. It calls for a 

big range and” various “iterations. The writer 

prescribing a evaluate on at ease sum, precise 

technique of transmitting easy facts with 

strength sum, sharing complex statistics with 

an AIDA, and how to discover an AIDA. 

Comparison of numerous AIDA like Slot 

selection AIDA, Prime modulus AIDA, 

Sturm ‘s Theorem AIDA” are discussed. 

Communications Requirements of AIDA 

methods are defined. Author “concluding that 

the usage of newton identities reduces the 

communication overhead greatly. So the use 

of many slots with less number of rounds is 

needed. The polynomial solution may be 

avoided by way of making use of strum’s 

theorem. The non-cryptographic algorithms 

are simulated. The requirements are based 

totally” best on the secure algorithm chosen.” 

 

COMPARIOSN TABLE 

 

Table: Comparison table of different privacy 

preserving schemes 

 

“ 

       ” 

Over View of Privacy Preservation 

From the relative investigation of existing 

privacy preservation models, there are 

different methods and techniques  are used 

different authors but the motive of the all 

authors is to provide privacy for outsourced 

data. There  some  mechanisms which 

provides access control user and what part of 

data can be used. These models provide 

depending on  client roles,  attribute,  policy 

and group-based access control schemes. to 

scramble the user data encryption will be 

performed on a document. different 

techniques are used to encrypt the data such 

as single level and multilevel encryption are 

performed. Some specific  parameters  are 

used at the  time of access to verify the 

authenticate user. 

 
providing security for the  static  files is easier 

it is difficult for such file where data will be 

updating and deleting for every time.in such 

case re-encrypt should be performed on 

whole file this will be an extra task. For 

user’s proxy server credentials are given so 

that user no need to there every time. If the 

credentials are leaked or meets failure at that 

time, there is possible of effects of 

wholeframework. Encryption methods will not 

support for all the operations of cloud data. 

homomorphism encryption will not support for 

analytics operation of data. There is no any  

scheme is proposed which provides complete 

security and privacy. 

 

CONCLUSION 
 
Cloud computing more useful for digital 

data access which provides different services 
on cloud. There are a greater number of 

users ofcloud, so it is increasing data storage 
and retrieval daily.so it is essential to 

provide security of user data it is priority to 
provide privacy for client information while 

storing and retrieving. Different encryption 
techniques and privacy preserving schemes 

are used to secure the data. With help of 

hash functions and signature key privacy is 
preserved there are some models which 

provides data recovery techniques.  These  
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models are designed to secure the data of 

cloud. “In destiny with the aid of the result 

of this audit a consolidated a model of cloud 
safety framework is planned to guarantee all 

protection organizations.” 
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Abstract— In recent years, vehicle monitoring systems helped 

riders in gathering real-time information about their vehicles. 

This paper puts forward, the advancements which can be done 

using the data’s gathered from the monitoring systems and 

optimize the vehicle. The monitoring system comprises of the 

following units processing unit, sensors unit, storage unit and a 

communication unit. The processing unit, communication unit 

and sensors unit has standard sensors and modules like weight 

sensor, global positioning module, real-time clock module, speed 

measuring module, etc. In the storage unit, the data’s are stored 

in the built-in storage module as well as in the cloud. Ishikawa 

diagram helped to analyze the root causes of the problems faced 

by the riders. Then by considering those causes, the following 

solutions current fuel price display, audio communication of the 

customized details, fingerprint unlocking, mileage indication, 

automatic maintenance updater and economic travel assistant 

has been put forward. Towards the end of this paper, a survey 

related to the research has been described. 

Keywords—vehicle monitoring systems; Ishikawa diagram 

I.  INTRODUCTION  

Road transport is one of the most sophisticated means of 
carrying around people and things for our day to day life until 
different problems related to our vehicle maintenance and fuel 
economy steps in. The present vehicles do not have proper 
maintenance scheduling or they are integrated with offline 
data storing methods that are used only for feedback purposes. 
The development of a unique integrated procedure to find a 
perfect solution for complete vehicle maintenance including 
track of fuel usage, tracing of non-economic activities and 
damage of vehicle parts and performance. Recording and 
implementing simple technology along with Microcontrollers 
that can be integrated with numerous cloud and virtual storage 
devices that are not only secure but also dynamic and provide 
real-time monitoring. The procedure must be user-friendly and 
easy to install such that the common man doesn’t feel it as a 
burden but as a pride to have it. “Fig. 1,” represents the 
Ishikawa diagram, also called as fishbone diagram which 
describes the root cause of the problem. The final problem can 
be solved by deriving solution for each root causes. 
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Fig. 1. Ishikawa diagram
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II. PROPOSED SOLUTION FOR THE CAUSES 

A. Maintenance Updater 

Vehicles need maintenance at different interval of time, 
based on the driving conditions, fuel type, etc. So, with 
maintenance updater, it is possible to time the maintenance 
according to our daily travel and vehicle conditions, finally 
alert the consumer that the vehicle needs maintenance. In 
addition, it suggests the best nearby maintenance station based 
on the consumer's customization. For predicting the future 
maintenance schedule we need old maintenance schedule 
history, along with predetermined calculations. For better 
communication, we required some of the external parameters 
like current location, nearby maintenance stations, particular 
vehicle model details, etc. For updating or calculating 
maintenance time we need total distance traveled by vehicle 
between particular intervals as well. 

TABLE I.  CASE STUDY OF MAINTENANCE UPDATER 

Case 1 

From: 02/15/2018                      To: 05/15/2018 

Initial distance travelled:  0 km                          Final distance travelled: 4000 km 

Total distance travelled: 15000 km                   Total distance travelled: 19000 km  

Case 2 

From : 05/16/2018                       To: 07/16/2018 

Initial distance travelled:  0 km                          Final distance travelled: 4000 km  

Total distance travelled: 19000 km                   Total distance travelled:23000km 

Case 3 

From : 07/17/2018                       To: 11/17/2018 

Initial distance travelled:  0 km                          Final distance travelled: 4000 km 

Total distance travelled: 23000 km                   Total distance travelled: 27000km 

a. Date format: MM/DD/YYYY 

With reference to “TABLE I,” if the final distance travel 
reached a preloaded value say 4000 km, it stores the data 
using the storage module and sends an alert message to the 
rider. 

B. Fuel Price Diplay 

It’s difficult for the consumers to keep in trace of the fuel 
price because of their fluctuating nature. Fuel price display 
updates the current fuel price on a daily basis with the help of 
the internet or intranet, respect to location and customized 
categories, in accordance with the third-party API and 
electronic device. The customized category indicates selection 
of fuel type by the customer whether it may be petrol, diesel, 
bio-fuel, hydrogen fuel, etc. individually or all data can be 
displayed at the same time if required. 

C. Fuel Economy Assistance 

Fuel economy assistance helps to make the travel safer, 
secured and preplanned. It will update the accurate fuel 
available in the vehicle and analyzes the riding quality based 

on the past rider's data and suggests the best fuel economic 
conditions. With the help of this, the future traveling schedule 
is created by itself. To implement this, we need to access the 
vehicle speed rate, calculate the distance to be traveled based 
on the destination location, riders weight and mileage rate 
based on the previous riding condition. Having these 
parameters, the fuel economy can be calculated and also 
suggests the additional fuel to be filled to reach the 
destination. “TABLE II” implies the case study of fuel 
economic assistant.  

TABLE II.  CASE STUDY OF FUEL ECONOMIC ASSISTANT 

Parameters Case 1 Case 2 Case 3 

No. of riders 1 1 2 

Riders weight (kg) 60 60 60,60 

Avg. speed (km/ liter) 40 60 40 

Fuel price (Rs/ liter) 73 73 73 

Total distance travelled (km) 10 10 10 

Avg. mileage gained (km/ liter) 40 35 30 

Fuel economy (Rs/ km ) 1.825 2.086 2.433 

 

D. Vehicle Analyzer 

Vehicle analyzer gathers information about the vehicle 
riding route with riding environment and it is integrated with 
third-party WebPages and APIs for collecting other related 
information. Once the process is done, it stores all the 
information in the cloud when the internet is available. If the 
rider wants to know data between two destinations, the AI 
matches the current inputs with existing results, finally, it 
displays the results with its customized predictions. “TABLE 
III,” explains the different parameters necessary for vehicle 
analyzer. 

TABLE III.  CASE STUDY OF FUEL VEHICLE ANALYZER 

Working condition Case 1 Case 2 Case 3 

No of riders 1 1 2 

Weight of the riders (kg) 90 88 120 

Model of the vehicle A001345 A001399 A002005 

Mileage of the vehicle 

(km/ liter) 
40 40 35 

Speed limit (km/ hr) 60 60 50 

Riding method Continuous Continuous Moderate 

Environmental conditions Good Good Bad 

Result 
More 

efficiency 

More 

efficiency 

Less 

efficiency 
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Fig. 2. Block Diagram of the Vehicle Monitoring System.

III. WORKING 

With reference to the “Fig. 2,” the working of vehicle 
monitoring system are as follows. Initially, when the rider 
covers their face and tries to start the vehicle, they get a failed 
response as the Identification module function was restricted 
by the rider. Then the rider is authorized by Authentication 
module by using his/her fingerprint, he/she can switch on the 
vehicle, and the fuel status will be informed to the customer 
through Customer communication module by using both audio 
and visuals after which the rider can start his journey. The 
Display module projects the economical and fast path using 
GPS for choosing the best route. The fuel level is displayed 
and notified regularly by Fuel level indication module so that 
the driver can refill with the nearest fuel station, fuel price is 
also projected according to the categories of fuel available in 
the station with price label by using cloud access module. The 
rider's weight is found using a weight measuring module, 
which helps to calculate the mileage of the vehicle preciously. 
The rider is notified if the vehicle wants maintenance through 
the maintenance updater in advance by receiving data from the 
speed measuring module and all the data of the devices which 
were stored with inbuilt storage system in the form of Offline 
storage module. With the help of all these modules, we can 
easily increase the efficiency of customer service.  

IV. MOBILE APPLICATION 

The first page of the application for the rider is to login to 
his access for the first level security. Generally, the login 
details are generated from the riders driving license details and 
the password is set while installing in the service center. Thus 
the system is completely secure. “Fig. 3” represents the home 
page and there are buttons to represent the notification page 
which displays the warnings and alerts of the vehicle. Separate 
display page of each button is set in the application. All kinds 

of notification and warnings based on the location and 
activities of the vehicle are also displayed for better security in 
a small map and the vehicle speed and economic speed values 
are displayed in separate meters. The user can access it by 
pressing either the notification or the warning button. The 
application has numerous functions and buttons such that it 
helps the user to have virtual connect with the vehicle. For 
example, if the vehicle has changed the route and is not 
moving towards the destination, notification or warning 
message will be delivered based on the severity of the 
problem. If the user finds that his vehicle gets disturbed or 
being theft or any kind of undesirable change he will get a 
notification and the warning button is highlighted. If the user 
finds that his vehicle is being used even after attaining the 
maintenance period, he will receive a call from the service 
centers which will help improve vehicle life. The cloud 
interacts with the customer based on real-time values and 
provides various facilities. The customer can get timely 
updates of the location of the vehicle, it can provide the 
change in the cost of fuel, create maintenance schedules, 
provide direct contact with the service centers and live 
navigation.  

 

Fig. 3. Sample mobile application format
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V. SURVEY REPORT 

To evaluate how far our research would be beneficial for 
the end uses, we took a survey with individuals who are the 
consumers of the automobile vehicles. The data collection tool 
which we used is Survey Monkey and the data analysis is done 
using Microsoft Excel. 

From the “Fig. 4,” the majority of our survey population 
are between the age of 20 to 25 years old. Since these age 
category people are the potential internet users, and survey 
monkey being an online survey tool, it happened to have a 
higher proportion of people in this category. This doesn’t have 
any correlation for the number of people who are riding 
vehicles in that particular age category. 
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26 - 30

31 - 35
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>40

0% 10% 20% 30% 40% 50% 60% 70%

Question1: What age group do you fall into?

Responses

 

Fig. 4. Survey responders age category 

It is a well-known fact that more people use bikes over 
cars and buses. That replicated in our survey results as well. 
The population distribution of individuals on their primary 
mode of transportation is shown in “Fig. 5”. 

Bike, 80%

Car, 8%

Bus, 
10%

Other, 2%

Question 2: What is your primary mode of transport?

 

Fig. 5. Survey responders primary mode of transportation 

“Fig. 6” shows that, most people in our survey population 
are the once who ride vehicles every day, this happened to be 
an advantage for the survey because only the people who use 
vehicles quite often know the difficulties associated with the 
vehicle. 
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Fig. 6. Survey responders frequency of travel 

It has been a mixed response for the advancements which 
we have proposed in this paper. From “Fig. 7,” it is evident 
that the percentage range between economic travel assistance 
and current fuel price display (which happened to be the 
highest and the lowest response) is just 6%. This low variation 
between each proposed advancements makes it clear that how 
each advancement contributes value to their vehicle. 
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Fig. 7. Survey responders efficaciousness on the proposed advancements 

The majority of the survey responders felt that the 
proposed advancements will be helpful if implemented on the 
bike. “Fig. 8” gives the evidence for it. 
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Question 5: Which among the three transportation modes 
do you prefer having these advancements?
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Fig. 8. Survey responders predilection in implementing the advancements 
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VI. CONCLUSION  

This paper describes solutions for the problems which are 
being faced by the vehicle riders, using monitoring system 
technologies. The gathered real-time data’s gives the riders the 
required information to utilize their vehicle optimally which 
thereby decreases the transportation cost. The proposed 
solutions also help the manufactures to provide value-added 
services to their consumers. With the survey results, it’s 
evident that, implementing monitoring system in bikes has far 
better scope over car. But implementing in bikes leads to other 
complications, which needs crucial examination. 

VII. FUTURE SCOPE 

Apart from the day to day monitoring of the vehicle the 
people and government organization give higher preference to 
safety and control. Thus the future scope lies in the fact of 
implementing various safety methods along with this 
technology. The suggested methods are alcohol detection, 
helmet detection, accident detection, and control by sending 
messages to family, friends and nearby ambulance service.  

The future also lies in the concept of Connecting vehicles 
for better movement on faster platforms without any confusion 
to cause accidents and to contact nearby workshops and fuel 
stations for help during the breakdown and guidance. The 
installation of a GPS based smart route finder to find the best 
route without traffic and save time and fuel consumption. 

If block chain concept is to be implemented successfully in 
future, we may be able to achieve the secure transfer of data 
from the vehicles to the OEMs and manufacturing companies 
along with secure payment methods in fuel station by default 
setup of encryptions in the vehicle to transfer money without 
any risk of the breach of our privacy and hacking. 

Making all the sensor, microcontrollers and actuators 
resistant to wear and tear in an open vehicle is a difficult task. 

Maybe in the future, the shape and design of the vehicle will 
be modified to provide a secure and resistant atmosphere for 
the Electronic devices to work effectively.   

The manual process of monitoring the vehicle is automated 
in this project but the vehicle is still to be manually driven by 
the user and the system provides useful data to the user which 
is to be analyzed by the user and take necessary actions by 
himself. In the near future, we can be assured that Artificial 
Intelligence and Machine learning will be a guiding member 
and make this also automated. We will be able to develop 
autonomous driving vehicles that drive on its own and 
maintains itself on its own. 
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Abstract:  
Indian economy mostly depends upon agriculture. More 

than 60% people of India depends on farming. Farmer has 

to go through huge losses due to use of historic techniques 

in agriculture. Most of the activities are done manually by 

farmers, which consumes time, energy and manpower. So, 

there is a need to develop an equipment which will reduce 

efforts of the farmer. Through this project our attempt is to 

fabricate such a system to automate all the agricultural 

processes including seeding, ploughing, fertilization and 

irrigation. As soon as the program is loaded in the PLC, 

bot starts working.  
System has embedded smart technologies like IoT to 

inform the farmer about the weather conditions. Also the 

bot is provided with theft security. System has motor-

sensor assembly to collect the real field data and according 

to the data further processes takes place. The dimensions 

of the field decide the trajectory of the AGROBOT. HMI is 

used to provide interface between the user and the 

machine.  
Keywords-Agricultural robots, Automation, 

Agriculturalautomation, PLC, HMI, IOT. 
 
 

I. INTRODUCTION: 
 
Farming requires a lot of efforts to perform various activities 
such as seeding, ploughing, irrigation, fertilization. Hence 

robotics must be implemented to overcome difficulties 
during farming .But still implementation of robotics in 

agricultural field is challenging for engineers. Advanced 
technology helps us to water and fertilize precisely, this 

results in good quality of food. The idea of applying robotics 

technology in agriculture is unique.  
For this system Programmable Logic Controller is central 
oriented. 

 
PLC: 

 
PLC is an industrial computer which is rigid, and adapted 
for the control of processes like assembly lines, robotic 
devices, etc. It has high reliability control, ease of 
programming, process fault diagnosis[4]. PLC is an example 

of hard real time system in which output must be 

 

 
produced in response to input conditions. It consists of input 
modules, processor, memory, output modules and power 

supply[4]. PLC receives the information from connected 

sensors processes the data and produces output based on 
programming parameters. PLC’s are adaptable to almost 

any application. Various output devices with different 
voltage ranges can be connected to PLC. Ladder logic is the 

traditional programming language of PLC[4]. It is usually 
written on the computer and then downloaded to PLC using 

serial communication. 

 
HMI: 
 
In order to interact with the PLC users need an HMI. These 

operator interfaces can be simple displays, keypad, or large 

touch screen panels .They enable users to review and input 
information to the PLC in real time. HMI communicates 

with PLC and sensors to get and display information for 

users to view [6]. HMI’s are used to optimize an industrial 
process by digitizing data for a viewer. By using HMI 

operators can see important information like graphs, charts 

or digital dash board and alarms and can connect with 

SCADA systems[6]. 
 
MOTORS: 

➢ Stepper Motor
 

 
Stepper motor is used to divide a complete rotation into 
number of steps. In this project stepper motor is used for 
seeding and fertilization purpose[8]. 

➢ DC Motor
 

 
This motor coverts electrical energy into mechanical energy. 
One of the advantage of dc motor is its speed can be 
controlled over a wide range. In this project DC motor is 
used in motor sensor and plougher assembly[7]. 

➢ Square Geared Motor
 

 
These motors equipped with gear boxes for providing a 
great balanced between speed and torque according to 
requirement. Generally, it provides high torque.In this 
project, these motors are used to drive the bot on its given 
trajectory[7]. 
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INVERTER: 
 
Inverters are needed where it is impossible to get AC supply 
from the mains. An inverter circuit is used to convert DC to 

AC .here in this project inverter is used to convert 12V DC 
to 230 V AC, which is given to PLC. Inverter work on the 

idea to produce oscillations from DC and applying these 
oscillations to step up transformer to amplify the current.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1.1 
 

 

II. LITERATURE REVIEW: 
 

 

Agriculture is the backbone of Indian economy. It 

supports17% of world population. Nowadays most of us 
have come across the atomization in various fields which 

leads great development in industrial products which made 

our life easier than before. Development of new 

technologies in agriculture has helped for growing 
countries. The survival of those people is improved which 

are totally dependent on agriculture[3]. According to this 

paper engineers has to make a great efforts for advancement 
in agriculture complex machinery has to be developed in 

order to reduce work load of farmers with good quality of 

food. These equipments are mostly very complex as they are 

implemented on basics of operation. As these devices are 
made taking the present scenario in the field of agriculture. 

The basic objective of developing such a system which 

detects moisture and PH of field is according the present 
moisture of soil the irrigation will be carried out in the field 

which will definitely give a proper way of using water as 

well as PH will to detect acidity of soil which will turn 

helpful to fertilize only required nutrients to soil which will 
help to less damage on soil[1]. The results shows that the 

robot will successfully work as per physically outlined it 

will also met the economic and time constraints that it was 
able to drive up and back along the tracks in the field. 

 
A. Durmus et al.(2015) 
 
In 2015 this team comes with the agrobot term they defined 
it as a multipurpose robot. They completed their work as per 

they have divided it was designing team and cloud based 

service providing team[3]. They built their robot in-house 
under 2000$ budget using only their available tools, 

equipment. It was not just a complete mobile robot but also 

was connected with farmers wirelessly through cloud 

computing through the farmers mobile devices. But 
unfortunately implementation of this idea was not 

completed.  
B Amer et al(2015) 
 
This team comes up with the prototype of multipurpose 
robot that is agrobot to perform various agricultural tasks. It 

has ability to perform various agricultural activities such as 
harvesting, and weeding. But there was a limitation of this 

robot was dependency on Wi-Fi.In this work there was 
impractical to introduce Wi-Fi connections in the open 

fields, as Wi-Fi routers and cables would be exposed to 
elements,power and maintenance cost would be high[3]. 

 

PROBLEM STAEMENT: 

 

New technologies are introduced in agriculture but question 

remains the same are they capable to produce good food 

quality, help farmers, sustain us? According to UN it is 

needed to gain 3 billion metric tons of food this is very big. 
Hence for this reason it is necessary to develop a system 

which will do all work without interference of human to 

reduce human error. The problem is to make a robot which 
will be able to do all these work including IoT in it which 

causes to have all information with farmers. This will 

reduce the work load of farmers by using smart ways, also 

will turn helpful for improving food quality by reducing 
adequate use of fertilizers and maintaining use of water. 

These will reduce all problems regarding to agriculture and 

farming will become ease for the farmers as the whole thing 
will be automated. Thus, the whole process gets automated 

which isof greater need to the society as well as to the 

farmers so that they can also enjoy the fruit of life. This 

technique is definitely going to change the phase of the 
modern farming in the near future. 

 

OBJECTIVES: 
 
1. Human efforts will be reduced. 

 
2. Just a brief description is more than enough to control 
the whole system. 

 
3. Efficient use of technology. 

 
4. To design a PLC based more advanced 
automotive irrigation robot. 

 
5. Efficient use of resources such as water & time. 

 
6. To preserve quality of soil. 
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III . PROPOSED METHOD: 
 

A complete prototype of agrobot is presented here will 
first collect weather data to check that all weather 

conditions are ok that means there is no possibility of 
raining. The agrobot will start its working as shown in 
fig 2. 

 

BLOCK DIAGRAM:  

 

Fig.3.1 
 

 

Soil fertility testing and weather forecasting: 

 

The land will be suitable for agricultural purpose only if 

the soil over there is fertile. So the very first task 
performed by the robot will be testing the fertility of soil 

as well the weather conditions via IOT as shown in fig 2. 
Only if the soil is fertile, the further process will be 

carried on else, message will be given to the farmer 
about the infertility of the soil. 

 

Sowing and Ploughing: 

 

As shown in fig 2 after checking the fertility of the soil 

and the weather conditions, and if the soil is fertile, PLC 

will allow the machine to sow and plough 
simultaneously. The robot contains a plough, hopper and 

a container to which a valve is attached. The plough will 

be connected at the end of the machine and after getting 

the signal from the PLC, robot moves and thus the 
ploughing process starts. The only thing that the user has 

to do is to fill the container with seeds. The level of 

seeds in the container will be continuously monitored by 
the robot using a level sensor and thus the PLC, if the 

level of seeds in the container drops below a specific 

value, message will be given to the farmer about the 

shortage of the seeds. As soon as the level of seeds in the 
container falls below a specific value the PLC will give a 

signal to the robot to stop so that the container can be 

filled again with the seeds. The sowing process will 
again resume by pressing the resume push button on the 

machine. Thus the ploughing and sowing process will 

take place. Messagewill be given to the farmer about the 
completion of the process. 

 

Moisture detection and water supply management: 

 

The robot is at rest after completing both the above 

Processes. The next task taken into account by the robot is 

moisture detection. The PLC is being provided with inputs 
from the moisture sensor. Depending upon the 

concentration of the moisture present in the soil and after 

performing the desired calculations in the PLC, the PLC 
will be able to control the amount of water given to the 

sprinkler pipes. As the moisture is not even everywhere in 

the field so the PLC would receive the inputs from the 

moisture sensors at different stages. Depending upon the 
data received by the PLC in fig 2 flow rate through the 

sprinkler is going to vary by actuating a control valve. So 

the main function of the robot here is to just send the data 
from different locations to the PLC which will control the 

flow rate through the pipe. This would save water to a great 

extent. Again, as per the norms, the message for 

completion of water supply will provided to the farmer. 

 

Fertilization: 

 

After collecting the data from different locations the robot 

is at rest. After finishing the above process the next process 

taken into consideration is the fertilization. Before this if 
the container contains the seeds the PLC will give an 

indication to remove the seeds for the farmer by using a 

bypass valve. The same container will then be filled with 
the fertilizers. After getting the signal from the farmer to 

start the fertilization process the PLC will cause the valve 

to open, thus causing to fertilize the whole field area. As 

the process gets completed message for the completion of 
the whole process will be given to the farmer as shown in 

fig 2. 

 

Overview of the system: 

 

A complete prototype of the agro-bot which will do all the 

above said processes such as sowing , ploughing , 

watering, etc. which will be controlled by the heart of the 

system which in this case is the PLC refer fig 3. The 

objective of the whole project is to make an automated 

robot that would be able to do all the work that is done by 

the farmer. The very first thing done by the agro-bot is to 

check the fertility of the soil as well as the weather 
conditions of the field. The weather conditions will be 

determined by the IOT based technology that would 

display the real data on the screen of the bot and provide an 

idea to the farmer that whether the farming is suitable for 

the present day. If positive signal is given by the farmer the 

PLC will give the signal to the hopper valve so that it will 

start sowing seeds within its bounds and plough 

simultaneously as shown in fig 3. This will tend to reduce 

the time consumed by the farmer and he will be able to do 

some productive work during this slot. If level of the seeds 

in the container drops below a specific value the PLC will 

cause the agro-bot to stop and at the same instant reduce 
the time consumed by the farmer and he will be able to do 

some productive work during this slot. If level of the seeds 

in the container drops below a specific value the PLC will 

cause the agro-bot to stop and at thesame instant message 
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will be given to the farmer about the shortage of 

seeds.Again after getting the input from the farmer/user the 

Robot will start the same process further 
andploughsimultaneously. At last the plough will be lifted 

up and the hopper valve will close. 

 

FLOW CHART: 

 

 

Fig 3.2 

 

System outcomes: 

 

1. Reduced human efforts. 

 

2. Smart use of technology. 

 

3. Visualization of each process is available. 

 

4. Effective time usage. 
 
5. Energy consumption mitigation. 

IV. IMPLEMENTATION: 

 
PLC Program: 

 
 

Fig.4.1 
 

 
Fig.4.2 
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Fig 4.3 
 

 
 

Fig 4.4 
 
 
 

HMI Screens: 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 4.5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 4.6 
 

Orthogonal view: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig4.7 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig 11 
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Result: 
 

1. The bot takes the data from field and the 
controller and take the respective action 
depends on the measured values. 

2. Speed of bot is fixed so controller can adjust 
its timing for various dimensions of field given 
by farmer. 

3. Robot will work according to the selection of 
process user want to do. 

4. Fertilizers will be provided in proportion 
according to acidity of the soil. 

5. In irrigation process amount of water provide 
to field is being control using current moisture 
data and rain data. 

 

V . CONCLUSION  
Through this paper such above mentioned efforts 

madeto reduce problems in agriculture. The prices of 

food 

grains, fuels, cloths and other things are increasing 

hencelabors are requesting more wages from owners. 

This 
paper shows that agriculture robots need a 
supportinfrastructure. This provides wireless 

connectivity for 

the robots in the field.Implementing suchinfrastructure 

is challenging the cost of such a robot could be 

prohibitive. The key to implementing agriculture robots 

is to find a novel, practical and a reliable approach to 
implementing the support infrastructure it needs. 

 

REFERENCES: 
 

1. Amrita   Sneha,   Abirami   E,   Ankita   A   

:“Agricultural Robot for automatic ploughing 

andseeding.”,IEEE. 

2. K Durga Sowjanya, R Sindu,M Parijitham, 

KShriknt,P Bharghav: “Multipurpose 

autonomousagricultural robot.”,IEEE. 

3. Akhila Gollakota, M B Srinivas: “Agribot - 
Amultipurpose agricultural robot”,IEEE 

4. https://en.m.wikipedia.org/wiki/Programmable_logic 

5. https://unitronicsplc.com/what-is-plc-

programmable- logic-controller/ 
6. https://www.inductiveautomation.com/resources/arti

cle/what-is-hmi 
7. https://en.m.wikipedia.org/wiki/DC_motor 

8. https://en.m.wikipedia.org/wiki/Stepper_motor 

9. Neha Naik, Virendra Shete, Shruti 

Danve:“Precision agriculture robot for seeding 

function.” 

10. F. Sisteler:“Robotics and intelligent machines in 

agriculture”. 

 

 

 
 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1115

https://en.m.wikipedia.org/wiki/Programmable_logic
https://en.m.wikipedia.org/wiki/Programmable_logic
https://unitronicsplc.com/what-is-plc-programmable-%20%20%20%20%20%20%20%20logic-controller/
https://unitronicsplc.com/what-is-plc-programmable-%20%20%20%20%20%20%20%20logic-controller/
https://unitronicsplc.com/what-is-plc-programmable-%20%20%20%20%20%20%20%20logic-controller/
https://unitronicsplc.com/what-is-plc-programmable-%20%20%20%20%20%20%20%20logic-controller/
https://www.inductiveautomation.com/resources/article/what-is-hmi
https://www.inductiveautomation.com/resources/article/what-is-hmi
https://www.inductiveautomation.com/resources/article/what-is-hmi
https://en.m.wikipedia.org/wiki/DC_motor
https://en.m.wikipedia.org/wiki/Stepper_motor


An Effective Content Based Image Retrieval Using 

Dot Diffusion Block Truncation Coding 

 
        Admile Nandkumar Sushen 

 

Department of Electronics & Tele-communication      

Engineering 

 

      SVERI’s College of Engineering,Pandharpur 

 

        nsadmile@coe.sveri.ac.in 
 
 
Abstract -- In the field of image processing 

application such as medical diagnosis, crime 

prevention, publishing or advertising, historical 

research a common image retrieval technique is 

used. Simple browsing can easily identify images 

in a small collection of images but for large and 

different collection of images identification of 

image becomes critical issue. In this paper for 

image retrieval four different features are 

extracted using DDBTC technique. The first two 

features such as Color Co-occurrence Features 

(CCF) and Color Histogram Features (CHF) are 

obtained using color quantizers, Bit Pattern 

Feature (BPF) and Bit Histogram Feature (BHF) 

are obtained using Bitmap image. In order to 

remove the false counter problem and blocking 

effect different error diffusion kernels are 

employed. The results shows better accuracy. 

Keywords— Average Recall Rate Average 

Precision Rate, Bit pattern feature, color co-

occurrence feature color histogram feature, Dot 

diffused block truncation coding. 
 

I. INTRODUCTION 
 
Content based Image Retrieval application of 

computer vision technique to minimize the problem 

of image retrieval.In annotated based method we 

have to annote every image based on information of 

metadata or keywords. In this process the system is 

not able to capture the exact keywords to represent 

 
        Dr.Anup S.Vibhute 
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Engineering 

 

       SVERI’s College of Engineering,Pandharpur 

 

        asvibhute@coe.sveri.ac.in 
 
The images and it becomes time consuming. In 

CBIR system search of images is based on visual 

contents rather than metadata. Here "content" is 

information of texture, shape, or color obtained 

from images. In 1979 [1] Mitchell and Delp 

introduces first Block Truncation Coding (BTC). 

Udpikar and Raina [2] describe the overhead 

statistical information using source encoding of a 

block truncation coding. (BTC). Author uses the 

vector quantization which reduces the bit up to 1.5 

bit/ pixel. Yiyan Wu [3] derives Blo for image 

retrieval. BTC generates the vector quantized 

bitmap which are then decomposed into a set of 

vectors. It achieves the compression ratio up to 

10:1. G. Qiu [4] uses BTC technique for feature 

extraction. N. Jhanwara [5] uses motif co-

occurrence matrix (MCM) for content based image 

retrieval. The MCM is similar to the color co-

occurrence matrix (CCM), but MCM performs the 

retrieval task better than the CCM. Experiment 

shows the MCM improves the retrieval performance 

as compared to CCM. In [7-10] author uses dot 

diffusion block truncation coding for image 

retrieval. To measure the performance of image 

retrieval various distance metrics are employed.
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I.SYSTEM DESIGN 
 

System design flow is mentioned in fig.1  

In this Red, Green and blue color are represented by 

R, G and B. The color image is converted into grey 

image using: 
 

f^(x,y)=1/3[fR(x,y)+fG(x,y)+fB(x,y)] 

(3) 
 
The Bitmap image is also computed using: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. System Design 
 

A. Dot Diffused Block Truncation Coding : 
 

A sample image is used to derive the minimum 

and maximum quantizers. In this assume at 

position (i, j) an f (i, j) be the image block. The 

color images are in RGB color space. 
 

Qmin = {min fR(x, y), min fG(x, y), min fB (x, y)} 
 

(1) 
 

Qmax = { max fR (x,y) ,max fG (x,y) ,max fB (x,y)} 
 

(2) 

 

 
 

bm=1; if, f^(x, y)  f (i, j) (4) 
 

 

0; if f^ (x, y) < f (i, j) 
 

 

II.FEATURE EXTRACTION 
 

1.Color Histogram Feature (CHF) : 
 

The Process of CHF is shown in Fig 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Design flow of CHF 
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2. Color Co Occurrence Feature (CCF): 
 

The Process of CCF is shown in Fig 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Design flow of CCF 
 

 

3. Bitmap Pattern Feature (BPF): 
 

The Process of BPF is shown in Fig 4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4. Design flow of BPF 

4. Bit Histogram Feature (BHF): 
 

The Process of BHF is shown in Fig 5.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 5. Design flow of BHF 
 
 

 

B. Distance Metrics : 
 

The different distance metrics are given by: 
 

1.L1 distance  
 
 
 

 

(5) 
 

2.L2 distance  
 
 
 

 

(6) 
 

3.x
2
  Distance  
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4. Fu Distance: 
 
 
 

 

5. Modified Canberra distance  
 
 
 
 
 
 
 
 

 

C. System Performance: 

System performance determined using: 
 

                                               (8) 

 

                                   (9) 
 

D. Error Diffusion Kernels: 

III. EXPERIMENTAL RESULTS 
 

E. Experimental Setup:  
 
 
 
 
 
 
 
 

 

(7) 
Fig.6. Corel Image Dataset 

 

 
The Fig.6.shows sample images from Corel 1000 

 
Dataset. The Corel 1000 dataset having 10 different 

 Classes. For our image retrieval task we can select 

20 images from each class, so that the dataset. 

 
 

 

Here we can mention various Error Diffusion 

kernels in order to generate the Bitmap images. The 

advantage of Error diffusion kernels is that it can 

achieves better image quality as compared to Block 

Truncation Coding technique. The image compression 

using BTC and EDBTC and BTC also used in [3, 4, 

6]. Here we mention the six different error diffusion 

kernels. 
 
 
 
 
 
 
 
 
 

 

Generally while using BTC technique many 

problems are occurred such as blocking effect and 

false counter problems. Due to this the image 

quality can be degraded. In order to overcome such 

problems various error diffusion kernels are 

employed 

 
 
 
 
 

 

Fig.7. Input color image 
 

Input color image is selected as shown in 

Fig.7.The Fig.8. is obtained using quantization 

process From Gray color image Bitmap image 

obtained as shown in fig.9. 
 
 
 
 
 
 
 
 

 

Fig. 8. Min. and Max. Quantized Image  
 
 
 
 
 
 
 
 

 

Fig.9. Bitmap Image 
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The fig.10 and fig. 11 are obtained Using color co-

occurrence matrix the image can arrange with 

vertical, horizontal centered points and diagonally 

ordered centered points. 
 
 
 
 
 
 
 
 
 
 

Fig.10.Ordered Matrix with centered Points  
 
 
 
 
 
 
 
 

 

Fig.11.Diagonal Ordered Matrix with 

Balanced Centered Point 
 

Fig.12.shows the Retrieved images using modified 

Canberra distance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.12. Retrieved Images 
 

The image retrieval task can be performed by 

using five different distance metrics. The simulated 

results of L1 and L2 distance listed in Table I and 

X2 and Fu distance results are listed in Table II.The 

modified Canberra distance shows the better 

accuracy listed in Table. III. 

Table.I  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table.II  
 
 
 
 
 
 
 
 
 
 
 
 

 

Table.III  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Performance Image Retrieval is 

graphicallyshown in Fig.13. And Fig.14. 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.13. Performance Graph of APR 
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Fig.14.Performance Graph of ARR 
 

 

COMPARISION OF RESULT WITH OTHER 

METHODS 
 

In this experiment we measure performance of 

system and compare with the other retrieval 

methods.It shows that the proposed system shows 

the better retrieval accuracy. The Author N.Jhanwar 

in [4] uses modif co-occurance matrix for image 

retrieval which achieves 0.5268 accuracy.In our 

method the average precision rate is 0.9125.Table 

IV. Shows the comparison of APR with other 

techniques. 
 

Table IV  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

In paper [2] author uses the Error Diffusion Block 

Truncation Coding and derives the two features 

which achieves the Precision Rate as 0.797 under 

Corel 1000. 

CONCLUSION 
 

To perform the Experiment DDBTC method and four 

number of image features are used. The bit pattern 

feature (BPF) and Bit Histogram Feature (BPH) 

recognize the contents of image. The color co-

occurrence feature (CCF) and color histogram feature 

(CHF) represents color distribution and image 

brightness. The simulated results shows better average 

recall rate and average precision rate. The Error 

diffusion kernels are employed to minimize the problem 

of blocking effect and false contour problem. The 

Modified Canberra distance shows better accuracy as 

compared to other similarity distance. In the future work, 

we can increase the size of dataset and computational 

time for image retrieval can also reduce. 
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Abstract—This paper addresses comparative analysis 

between three basic converters i.e. Buck, Boost and 

Buck-Boost converter to interface with a rooftop 

domestic Photo-Voltaic (PV) system to track maximum 

power point (MPP) effectively in normal conditions and 

in partial shading conditions. With partial shading, 

variable atmospheric conditions and variable load, the 

working value of impedance at MPP (ZMPP) may vary 

widely. The MPPT algorithm should force the PV system 

work very near to ZMPP with the help of power electronic 

interface for varying load and atmospheric conditions in 

order to make the system work at MPP. The 

effectiveness of the MPPT algorithm and the power 

electronic interface can be inferred from this obligation. 

Although all the three mentioned DC-DC converters can 

be used as interface between PV source and desired load, 

the simulation study verifies that the performance of 

each converter is different. Here the effect of diverse 

load having different value than ZMPP on tracking MPP 

for both with and without partial shading condition is 

analyzed and it is deduced that Buck-Boost converter 

successfully tracks MPP for varying loading effect and 

atmospheric condition most efficiently. 

Keywords— PV System; Maximum power point 

tracking; Buck-Boost converter; Boost converter; Buck 

converter;Partial shading condition 

I.  INTRODUCTION 

          Increase in global warming demands to increase the 

use of renewable and pollution free energy sources for an 

environment well suited for human and other living beings. 

Solar energy can be an ideal energy source which is 

inexhaustible, having zero carbon emission and completely 

free. Solar energy is natural source of light and heat. As 

electricity can be converted into all other form 

comparatively easily, photovoltaic (PV) technology, which 

converts solar irradiation (light energy) directly into 

electricity by photovoltaic effect is more popularly used. 

Still there are several problems are associated with PV 

modules such as  

a) The electricity generated by PV cell is highly variable 

with environmental conditions. 

 b) Efficiency of PV cells to convert energy is very low (12-

18%), (although cells over 30% have been fabricated in lab, 

they are not cost-effective) [1]. Due to low efficiency, it is 

important to control PV system in such a way to extract 

maximum power possible. 

 c) Also practically the V-P curve is highly non-linear, 

especially due to partial shading there are multiple local 

maxima on V-P curve, which makes it difficult to track 

maximum power point. 

          To get maximum power from PV system for most 

advantageous utilization, it is utmost important to have a 

control mechanism to track MPP. However among multiple 

local maxima, to find the global MPP,frequently 

usedmaximum power point tracking (MPPT) algorithms like 

Incremental Conductance (IC) algorithm [2] andPerturb and 

Observe (P&O) algorithm [3] fail to perform well. So 

different optimization techniques are used to find the global 

maximum. 

          For the variation in solar irradiation, temperature and 

loading condition, the MPPT algorithm controls the 

parameters of power electronic interface so that PV system 

has to work at MPP. Most researchers investigate new 

methods of MPPT algorithms. Nevertheless performance of 

DC-DC converters also needed to be scrutinized in different 

circumstances to build a PV system with an appropriate 

converter topology. 

          The presented work includes the modelling of PV 

system and tracking the MPP using three popular topologies 

of DC-DC converters i.e. Buck, Boost and Buck-Boost DC-

DC converters without partial shading condition and also 

taking account for partial shading effect. Here Particle 

Swarm Optimization (PSO) technique is used to get global 

maximum point for different partial shading condition. 

II. PV MODULE MODELLING 

Here the relation between output current and voltage (I-V) 

of a practical PV module is given by equation (1) and the 

equivalent circuit for an ideal PV cell and practical PV 

device is given in fig. 1. 

0[exp( ) 1]PV

t P

V RsI V RsI
I I I

V R

 
   

                   (1) 

          Where Ipv= photovoltaic (PV) current, I0 = reverse 

saturation current, Vt =NskT/q = thermal voltage, k= 

Boltzman’s constant, T= working temperature, q= charge of 

electron, NS = no. of series connected cells. If array consists 

of Np no. of parallel cells, then Ipv = Ipv,cellNp , I0 = I0,cell Np. 

In equation (1), Rs and Rp are intrinsic series and shunt 
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equivalent resistances respectively. Rp is very large 

compared to Rs. 

 

 

    

 

 

 

 

 

 

 

 

 Fig. 1.  Equivalent circuit diagram of ideal PV cell and 

practical PV device 

 

         The Bosch Solar Module designation M245 3BB has 

been successfully modelled from the following 

mathematical equations. [4] 

,
0

,
exp( ) 1

SC n I

OC n V

t

I K T
I

V K T

V

 


 


(2)

,( )PV PV n I

n

G
I I K T

G
   (3)                                                                           

Where, 
Vocn = Nominal open-circuit voltage 
Imp = Output current at maximum power 

Iscn= Nominal short-circuit current 

Vmp= Output voltage at maximum power 

Pmax_e = Maximum output power = Vmp*Imp 

Kv = Temperature coefficient of voltage  (%/K) 

Ki = Temperature coefficient of current  (%/K) 

Ns          = Number of cells connected in series 

G            = Solar irradiation 

Gn           = Nominal solar irradiation 

   T          = (T- 25oC) 

 

List I: Electrical Characteristics of Bosch Solar PV Module 

c-Si M 60 EU30117 designation M245 3BB  

Vocn= 37.7 V 

Imp = 8.2 A 

Iscn = 8.7 A 

Vmp = 30.1 V  

Pmax_e = Vmp*Imp =  245 W   

Kv= - 0.32 %V/K 

Ki = 0.0387 %A/K 

Ns = 54  

Above list gives the electrical specifications of Bosch Solar 

Module M2453BB [5] at STC (i.e. irradiation of 1000 

W/m2(=Gn), temperature at 25oC), which is taken as 

reference in this  paper.   

III. MAXIMUM POWER POINT TRACKING (MPPT) 

                      (a) Without Partial Shading 

        Without shading effect the PV panel gets full insolation 

to generate electricity. Here the P-V curve has only one 

point where power becomes maximum as shown in fig 2(b). 

In the simulation here incremental conductance (IC) MPPT 

algorithm is used [6]. It states that at maximum power, 

differentiation of power w.r.t. voltage is 0 (zero). 

Mathematically, 

 
𝑑𝑃

𝑑𝑉
= 0 ⇒

𝑑𝑃

𝑑𝑉
+

𝐼

𝑉
= 0, at MPP                     (4) 

𝑑𝑃

𝑑𝑉
> 0 ⇒

𝑑𝑃

𝑑𝑉
+

𝐼

𝑉
> 0, left of MPP         (5) 

𝑑𝑃

𝑑𝑉
< 0 ⇒

𝑑𝑃

𝑑𝑉
+

𝐼

𝑉
< 0, right of MPP        (6) 

The flow chart of IC algorithm is presented in fig 3. This 

calculate change in voltage and current and also change in 

current w.r.t voltage to calculate required duty cycle (D). If 

equation (6) is satisfied ‘D’ is increased if (5) is satisfied ‘D’ 

is decreased and for equation (4) no change in ‘D’. 

Therefore, by varying duty cycle it will reach at MPP by 

checking the change in current value w.r.t change in voltage.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Flow chart for Incremental conductance MPPT  

                                        Algorithm 

         (b) With Partial Shading (effect of shading) 

          When different parts of a PV panel (shaded cells) get 

different irradiation than other parts of PV panel 

(illuminated cells), the generated current by shaded cells is 

less than that of illuminated cells. Due to this mismatch of 

current, photodiodes of shaded cells become reverse biased, 

due to which power loss happens in shaded cells, which in 

turn leads to hotspot problem.This can damage the PV 

module permanently[7]. To eliminate this problem, diodes 

are connected with PV cells in parallel as bypass diodes [8]. 

These bypass diodes conduct only during shading condition 
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so that no current can flow through shaded cells. To 

simulate shading effect in PV module, each group of the PV 

module is connected to an antiparallel diode and here three 

groups (connected in series) are used with different 

insolation given to each group. 

Due to bypass diode and mismatch of current P-V 

characteristics of different PV cells, PV panel has multiple 

local maxima. Hence MPPT algorithm like IC, P&O may 

stuck at local MPP and fail to track global MPP. Here to 

track global MPP particle swarm optimization (PSO) 

technique [9] is used. 

Steps to implement PSO: 

1. Create a swarm (i.e. population) of particles (here 

Duty cycle ‘D’)uniformly distributed over 0 to 1. 

2. Calculatethe objective function(here it is power 

‘P’) for each particle (D). 

3. If current position of a particle is betterthan its 

previous best position, according to the value of 

corresponding objective function (i.e. 

Pnew>Pold)then update it to new position as its local 

best. 

4. Calculate the best particle position from the total 

population for global best value. 

5. Update the velocity of each particle: 

Vi+1 = Vi + c1 * U1 * (pBest – pi) + c2 * U2 * (gBest – pi) 

Where 

• Pi: particle’s current position 

• Vi: current path direction or particle 

velocity 

• c1: weight of the local bestinfluence 

• c2: weight of the global best influence 

• pBest: local best position of each particle 

• gBest: global best position of whole 

swarm 

• U1 and U2: random variables 

6. Update each particle’s new positions:p = p + V 

7. Go to step 2 until the below criteria is satisfied i.e. 

(PPV, new – PPV, old)/ PPV, old< 10-4 

IV. DC-DC CONVERTERS 

          To maintain the operating point of PV system at MPP, 

we need a power electronic interface [10] between PV 

module and load, so that its circuit parameters can be 

controlled. For PV system DC-DC converters are popularly 

used for this purpose. The output voltage of DC-DC 

converter as well as current drawn from the source can be 

controlled, which in turn controls the input impedance of 

DC-DC converter by manipulating duty cycle (D). Pulse 

width modulation (PWM) technique [11] is used here to 

control duty cycle. Value of ‘D’ can be obtained by any 

MPPT algorithm.  

          For the PV module, both connected load and DC-DC 

converter (and inverter for ac loads) act as load. Thus by 

varying input impedance of the converter via duty cycle, 

slope of load line for the PV source can be manipulated to 

achieve MPP. Fig. 3 shows operating point of PV module, 

which is the intersection point between I-V characteristics 

and the load line (w.r.t PV system the impedance is resistive 

in nature as the source is dc). 

 

 

 

 

 

 

 

 

Fig. 3. Operating point for a PV system (VMP, IMP) 

Fig.4. shows circuit diagram of the Buck, Boost and Buck-

Boost converters and the performance characteristics of 

buck, boost and buck-boost [12] converter are given in 

table-I 

 

 

 

 

 

 

Fig. 4(a). Buck converter circuit diagram      

 

 

 

 

 

  

 

Fig. 4(b). Boost converter circuit diagram      

 

 

 

 

 

 

Fig. 4(c). Buck-Boost converter circuit diagram 

 

          It can be seen from the table as duty cycle varies from 

0 to 1, the impedance reflected by input side of the converter 

(Zin) also varies differently in each case. This acts as a 

critical factor which influences tracking ability of MPPT 

algorithm for any given converter topology for diverse load 

and atmospheric condition. 

           Variation of input impedance (Zin) of each converter 

as D varies from 1 to 0 will be (a) Buck Converter : RL to ∞ 

i.e. RL to open circuit impedance, (b) Boost Converter : 0 to 

RL i.e. short circuit impedance to RL, (c) Buck-Boost 
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converter : 0 to ∞ i.e. any value of impedance between short 

circuit and open circuit impedance. 

 

Table- I : Converters performance characteristics  

 

           If impedance associated with MPP (ZMPP) and Zin 

have different value due to restrictions of converter 

topology, then any MPPT algorithm will fail to track global 

MPP. So for Buck converter if ZMPP is less than RL, then Zin 

can never achieve the value of ZMPP and MPPT algorithm 

will fail to track MPP, for Boost converter if ZMPP is more 

than RL, then MPPT algorithm will fail, but for Buck-Boost 

converter, as Zin can be any value from 0 to ∞, for any load 

tracking efficiency only depends on MPPT algorithm. 

V. SIMULATION AND RESULTS 

          To show the ability of tracking MPP, here 3.95 KW 

(~4KW) solar PV array is taken, where 4 modules are 

connected in parallel and 4 are in series. Each module can 

provide maximum power 246.82 W at STC. All simulations 

are done in MATLAB R2016a. 

                             (a) Without Partial Shading 

          Simulation has been done for three atmospheric 

condition (i) 500W/m2 irradiation and 25oC temperature (ii) 

800W/m2 irradiation and 30oC temperature and (iii) 

200W/m2 irradiation and 20oC temperature, for 1st 10 sec, 5 

sec, 5 sec respectively i.e. total simulation time is 20 sec. 

 

Table- II : Required operating point parameters for different 

environmental condition 

          

            Table II shows the impedance value corresponds to 

MPP from the simulation results with different solar 

irradiation (Irr) and temperature (T). From simulation it is 

quite clear that, ZMPP value decrease with increase in 

irradiation. For domestic load at 220 V ac, heavy load 

(10.75 KW i.e. 4.5 Ω), medium load (4 KW i.e. 12.1, 1KW 

i.e. 48.4 Ω ) and light load (400W i.e. 121 Ω) are taken for 

simulation. 

          The extra power demand of load can be supplied by 

battery bank. Here it can be observed for variation in 

irradiation from 200 W/m2 to 800 W/m2, ZMPP varies from 

4.67 Ω to 18.6 Ω 

.  

 

 

 

 

 

 

 

       Fig. 5(a). P-V characteristics for different atmospheric  

                       condition 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5(b). I-V characteristics for different atmospheric  

                condition 

 

          As shown in result fig.6, Buck converter tracks 

properly when load impedance seen by the converter is less 

than ZMPP i.e. for only very heavy loads (for 4.5 Ω, P=) and 

for low irradiation level, but for domestic loads it will 

happen very less time duration in a day. Because generally 

peak load happens during mid-day when irradiance is very 

high. So most of the cases it may fail to track MPP. 

          Boost converter tracks MPP properly when load 

impedance seen by the converter is more than ZMPP i.e. 

except for only very heavy loads at low irradiation level. But 

for high irradiation due to the value of ZMPP is low, at peak 

load period boost converter may track properly as it happens 

around mid-day. For medium and light load, it generally can 

track MPP properly (as sown in fig. 7) 

          As Zin of Buck-Boost converter can vary from 0 to ∞, 

so it can track MPP for all values of load impedance and for 

any irradiation value greater than the threshold value (from 

fig.8) 

 

 

 

 

 

 

 

 

 Fig. 6. Tracking of MPP for Buck converter for  

             load resistance 4.5Ω, 12.1Ω, 48.4Ω, 121Ω 

 

 

Name of 

Converters 

Gain in 

voltage 

Gain in 

current 

Input 

impedance 

(Zin) 

Buck D     1/D 
RL(

1

𝐷
)
2

 

Boost 
(

1

1 − 𝐷
) 

(1 − 𝐷) RL(1 − 𝐷)2 

Buck-Boost 
(

𝐷

1 − 𝐷
) (

1 − 𝐷

𝐷
) RL(

1−𝐷

𝐷
)
2

 

Sl 

No. 

Atmospheric 

Condition 

Irr ( W/m2) 

T (oC) 

Pmax 

(KW) 

VMPP 

(V) 

IMPP 

( A ) 

ZMPP (Ω)= 

VMPP/ IMPP 

1. Irr=800, 

T=30 

3.119  118.2 26.39 4.478 

2. Irr=500, 

T=25 

2.002 122.7 16.32 7.51 

3. Irr=200, 

T=20 

0.812 122.5 6.583 18.6 
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  Fig. 7. Tracking of MPP for Boost converter for  

             load resistance 4.5Ω, 12.1Ω, 48.4Ω, 121Ω 

 

 

 

 

 

 

 

 

 

 

    Fig. 8. Tracking of MPP for Buck-Boost converter for  

       load resistance 4.5Ω, 12.1Ω, 48.4Ω, 121Ω   

  

Table III: Output Power produced by different converters  

                 without partial shading 

 

 

Sl. 

No. 

Atmospheric 

Condition 

Irr ( W/m2) 

T (oC) 

 

Load  

Resistance 

(in Ω) 

 

Power (KW) produced 

by PV system (in KW) 

(for different converters) 

Buck Boost Buck-

Boost 

 

1 

 

Irr = 500, 

T=25 

4.5 1.968 1.323 1.97 

12.1 1.393 1.945 1.975 

48.4 0.156 1.973 1.972 

121 0.0404 1.99 1.98 

 

2 

 

Irr = 800, 

T=30 

4.5 3.001 3.044 3.072 

12.1 1.447 3.094 3.078 

48.4 0.157 3.039 3.075 

121 0.041 3.065 3.082 

 

3 

 

Irr = 200, 

T=20 

4.5 793.9 210.7 0.782 

12.1 789.4 589.7 0.797 

48.4 148.5 819.3 0.798 

121 0.038 857.2 0.8 

 

                          (b) With Partial Shading 

          Here two partial shading conditions are taken for 

simulation. All these values are given in below table. After 

simulation of PV modules also ZMPP values are also given 

for respective shading condition. Among the four series 

connected PV modules we provide 3 different irradiation to 

simulate partial shading condition having the maximum Irr = 

800 W/m2. Here two shading conditions are simulated each 

for 10 sec.  

          When partial shading is taken into consideration, for a 

definite weather condition, ZMPP can vary very widely 

according to the shading. So even if at the time of peak load 

sufficient irradiation is available for partial shading, boost 

converter may not track MPP. 

          In previous case (without partial shading) for Irr= 800 

W/m2, boost converter tracks MPP properly. But due to 

different partial shading scenario as presented here ZMPP 

varies, so boost converter also fails to track MPP for 

maximum available Irr = 800 W/m2 and T= 30oC. Similarly 

for the same reason sometimes buck converter can also track 

MPP accurately for high irradiation value as ZMPP vary 

widely for same maximum irradiation available to PV cells. 

 

 

 

 

 

 

 

Fig. 8(a). P-V curve for partial shading condition 

 

 

 

 

 

 

 

Fig. 8(b). I-V curve for partial shading condition 

Table IV: Required operating point parameters for different 

shading conditions 

 

            As from result it is clear that buck converter failed to 

track MPP in light load condition but successful for high 

load for first shading condition. For second shading 

condition it failed to track MPP. Boost converter works  

 

 

 

 

 

 

      Fig. 8.Tracking of MPP for Buck converter for load 

      resistance 4.5Ω, 12.1Ω, 121Ω  with partial shading   

Sl 

No. 

Series 

connecte

d Module 

No. 

Irr 

values 

(W/m2) 

PMPP 

 

 (KW) 

VMPP 

 

 (V) 

IMPP 

 

 (A) 

ZMPP 

 

 (Ω) 

1. 

(0 to 

10 

sec) 

Module 1 

& 2 

250  

 

0.8646 

 

 

125.6 

 

 

6.88 

 

 

18.24 Module 3 800 

Module 4 200 

2. 

(10 

to 20 

sec) 

Module 1 

& 2 

800  

 

2.143 

 

 

91.34 

 

 

23.46 

 

 

3.893 Module 3 700 

Module 4 300 
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       Fig. 9.Tracking of MPP for Boost converter for load 

      resistance 4.5Ω, 12.1Ω, 121Ω  with partial shading   

 

 

 

 

 

 

      Fig. 10.Tracking of MPP for Buck-Boost converter for         

      loadresistance 4.5Ω, 12.1Ω, 121Ω  with partial shading 

 

Table V: Power produced by converters in partial shading 

 

successfully for second shading condition but for first 

shading condition it failed. But in each case Buck-Boost 

converter tracks MPP successfully as sown in table-V. 

 

VI. CONCLUSION 

          If partial shading is ignored, boost converter can track 

properly for most of the time. But for shading condition as 

the value of ZMPP is totally unexpected (for a given weather 

condition), neither Boost nor Buck converter can able to 

track MPP all the time as each has its own restriction to 

have required Zin value for all loading conditions. This 

limitation can be overcome by buck-boost converter. As 

during lower irradiation and temperature which corresponds 

to higher value of ZMPP, the converter works in buck mode 

(for D = 0 to 0.5) and during higher irradiation and 

temperature which corresponds to lower value of ZMPP, the 

converter works in boost mode (for D = 0.5 to 1) to adjust 

the value of Zin of the work near ZMPP. Hence the ability to 

track MPP gets improved by buck-boost Converter.  

          Further work in this area may use other converter 

topologies and also with inverter topologies to show how 

compatible it is with MPPT algorithm and various loads i.e. 

industrial loads, medical equipment etc. for less size, cost 

and reduced ripples in output voltage and current. 
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Name 

of 

Conver-

ters 

Power (KW) produced by PV system  

           (for different load) 

Shading condition-1 Shading condition-2 

Load Resistance Load Resistance 

4.5Ω 12.1Ω 121 Ω 4.5Ω 12.1Ω 121 Ω 

Buck 0.854 0.858 0.110 1.97 1.31 0.155 

Boost 0.650 0.658 0.861 2.12 2.122 2.123 

Buck- 

Boost 

0.860 0.859 0.857 2.12 2.125 2.132 
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ABSTRACT— In this paper fault detection and 

classification scheme using K nearest neighbor (KNN) has 

been presented for AC/DC transmission line with DFIG 

(doubly fed induction generator). The power system model 

consist of 1000 MW synchronous generator, 510 MW wind 

far, three phase transmission line of 500 kV and 30km 

length and HVDC line of 1000 MW. The model has been 

implemented with the corresponding parameters in 

MATLAB and simulated for different scenario. The raw 

current and voltage acquired for the sensors have been 

processed by performing discrete wavelet transform to the 

derive the discriminatory attributes with maximum disparity 

between the healthy and faulty cases.  Following feature 

extraction, the required tasks of fault detection and 

classification scheme in AC and HVDC lines have been 

achieved using KNN. Further, the efficacy of the proposed 

KNN based scheme has been validated for varying fault 

scenarios pertaining to wide variation in fault resistance, 

inception angle of fault and fault location. For all tested 

cases, the proposed scheme is able to achieve a fault 

detection and classification accuracy of 100%. 

 
 Keywords- Doubly Fed Induction Generator Windfarm, 

HVDC, K-nearest neighbor classifier, Discrete Wavelet 

Transform Fault Detection, Fault Classification  

 

I. INTRODUCTION  

In the present era, countries all over the world are trying to 

enhance their economic conditions by improving industry 

which demands more energy. It motivates the power system to 

improve by combining both conventional source of energy and 

renewable source of Energy. Among renewable sources, wind 

energy is aggrandized because of its all day wind availability. 

But most of the wind farms are developed in offshore area. So 

it is difficult to route wind power to mainland grid efficiently. 

As HVDC transmission line is more efficient of transferring 

bulk amount power over long distances due to continuous 

technical improvement in power electronics [1]. However, the 

integration of a DFIG Based Windfarm into AC/HVDC 

system will influence the fault level and network topologies of 

the power system. These fault levels are intermittent in nature 

and existing protection schemes may fail to operate because of 

their pre-set condition. Therefore, the design and selection of a 

proper protection scheme is essential for reliable control and 

operation of renewable integrated power systems. Reliability 

of AC/HVDC system increase by addition of DFIG based 

windfarm which is possible by improvement of the propensity 

of its protection scheme. However, the inclusion of windfarm 

affects the existing protection schemes of AC/HVDC System 

because of variable speed of wind turbine and its different 

power rating and others threshold parameters which make the 

system protection task quite difficult [3]. In AC transmission 

line two types of fault can occur i.e. shunt fault and series 

fault.  Further, shunt faults are differentiated into 

asymmetrical fault (LG, LL, LLG) and symmetrical fault 

(LLL, LLLG). In HVDC line, the DC pole-to-Ground fault 

and pole-to-pole fault on dc-link can occur. The successful 

and reliable operation of any transmission network is closely 

related to the accuracy of the associated fault detection and 

classification scheme. An accurate scheme minimizes the 

damage post fault and also helps in attaining the pre-fault 

condition at the earliest.  
Currently, distance relays are used as primary protection for 

AC lines. In addition, other dominant schemes are based on 

rate of change of voltage and travelling wave, with under-

voltage protection and current differential protection engaged 

for backup protection schemes. The notable schemes for fault 

detection/ classification in HVDC lines can be found in [4-9]. 

A directional pilot protection based on travelling wave has 

been reported in [4]. Related to fault transient voltage, a non 

unit dc line protection Approach is published in [5]. In [6], 

fault detection using power frequency current has been 

reported. In [7], linear distribution of low frequency voltage 

signals is utilized to implement distance protection. The 

unbalance in the current magnitude has been used to 

incorporate differential protection on the distributed-parameter 

transmission-line model is presented in [8]. For fault 

identification and fault pole selection criterion, in this paper 

the compensated current of the common mode and the 

differential mode are used. Earlier applications of KNN in 

power system protection include development of a detection 

and classification module in [9]. However all the above 

mentioned protection scheme developed for HVDC line did 

not consider the impact of integration of a DFIG based wind 

farm into HVDC system.  

 
The global search capability of heuristic dynamic 

programming has been exploited for developing an adaptive 

modulation approach for AC/DC power system in [10]. The 
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fast power routing capability of HVDC has been analyzed in 

[11], by interfacing a DFIG wind farm with LCC-HVDC 

system. Some new protection scheme also developed for multi 

terminal HVDC connected offshore Windfarm [13]. For 

microgrid connection extreme learning machine is also 

developed in [15] 

The KNN based scheme for AC/DC network [12, 14] uses the 

standard deviation of approximate coefficients of current and 

voltage signals measured at relaying bus (Bus-2). The scheme 

has been extensive validated for different faults in both the AC 

and DC line. 

 

II. DFIG WIND FARM BASED AC/HVDC SYSTEM 

UNDER STUDY 

 

The single line diagram of benchmark power system used in 

this paper is shown in Fig.1. The model comprises of two 

sources i.e. a 600 MW wind farm and a 1000 MW 

synchronous generator, integrated with HVDC transmission 

line, controlled by two thyristor based converters [10].  A 

monopolar HVDC transmission line with the earth as a return 

path which connects two AC systems of different frequencies 

is considered. The power generated from the sources are 

transmitted  to the grid via a HVDC line of 300 km. Rectifier 

and inverter are connected on both side of the HVDC link. 

The raw time domain current and voltage signals acquired 

from the sensors at the relaying busses are utilized for the 

development of the fault detection and classification modules. 

 

   Fig-1 single line diagram of   AC/HVDC transmission line 

with DFIG Windfarm 

III. Analysis of Fault 

To develop an accurate protection scheme for the HVDC 

system, fault analysis in terms of variation in the voltage and 

current profile post-fault has been carried out. In order to 

depict DC fault, a pole to ground fault has been simulated at 

150 km from the relaying point and corresponding voltage and 

current waveforms are depicted in Fig.2. 

 

a 

 
b 

Fig-2 (a) Current (b) Voltage in HVDC transmission line 

during a pole to ground fault at 0.6 sec. 

 

a 

b 

Fig-3 (a) Current (b) Voltage of Bus B2 during a AG fault in 

AC transmission line at 0.2 sec. 

 

Similarly, in the AC a single line to ground fault section 

between Bus-2 and Bus- 5 has been simulated at 10 km with  

inception angle of fault(Фi) = 0 ° and  resistance of fault (Rf)= 
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20 Ω from relaying point. In fig-3, the corresponding current 

and voltage waveforms are depicted. 

From Fig 2 and Fig. 3, it is confirmed that the magnitude of 

current signals increases while there is decrement in the 

voltage signals in both the fault conditions (i.e. fault in HVDC 

and AC LINES). Thus current and voltage signals are the best 

indicative of fault conditions.   

IV.  KNN BASED FAULT DETECTOR AND FAULT CLASSIFIER  

A. Pre-processing and Feature Extraction Process 

Pre-processing   of signals and extraction of discriminatory 

attributes is useful operation to obtain the suitable feature 

which can represent the present condition of the line 

effectively. The time domain instantaneous current and 

voltage signals are obtained at bus-2 by simulating the power 

system model under different fault scenarios. Following this, 

in the proposed scheme, the approximate coefficients are 

derived from the raw current and voltage signals collected 

from bus-2 is processed through Discrete wavelet transform 

(DWT). The attraction of DWT toward protection schemes is 

due to its both time and frequency domain Delineation. As 

compared to the more widely used DFT approach, DWT 

provides a better description since it is not just a single 

transform, but rather a set of transforms, each with a different 

set of wavelet basis functions. In this protection scheme, for 

feature extraction from instantaneous values of voltage and 

currents and voltages signal DWT technique is utilized. After 

obtaining the approximate coefficients, the standard deviation 

of approximate cofficients are then estimated which is fed as 

inputs to present KNN based fault detector and classifier. 

Consider different fault scenarios, six numbers of input 

features are obtained for the presented KNN based fault 

protector. Features are  

1- Standard deviation of approximate coefficient of 

voltage signal (σVa, σVb, σVc ) of phases a, b and c at 

Bus -2. 

2- Standard deviation of approximate coefficient of 

current signal (σIa, σIb, σIc ) of phases a, b and c at 

Bus- 2. 
3-  The detailed description of variation in fault parameters 

considered in the proposed scheme is deal in Table 1. 

 

Table-I 

 Fault Simulation Parameter 

Simulation Parameters Parameters Details Number  

Types of feature Voltage, Current 2 

Numbers of Features Va,Vb,Vc,Ia,Ib,Ic 6 

Types of fault LG,LL,LLG,LLL, 

DC Pole to ground 

12 

Fault Resistance (Ω) 0,15,30,50 4 

Inception 

Angles(Degree) 

0°,90° 2 

Number of Sections S1,S2,S3 3 

Measurement Point B2 1 

 

 

3. KNN BASED CLASSIFIER PROTECTION SCHEME 

As mentioned in section 1, the inclusion of DFIG windfarm in 

the HVDC system may affect the conventional protection 

schemes and demands a new protection strategy which 

protects both AC and HVDC Transmission Line. For this 

purpose, KNN based protection method has been developed in 

the present work. The flowchart detailing the different stages 

of the algorithm is depicted in Fig. 4.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig-4 Flowchart of proposed scheme 

 

K-Nearest Neighbour is a supervised learning based classifier, 

where K is the numbers of classes nearest neighbour to a test 

case. The value of k varies between 3 to10. The KNN 

classifier predicts the class of test point. For the protection of 

the power system model under study, a total of two KNN have 

been developed. The first KNN will identify the internal fault 

(fault in HVDC line), external fault (fault in three phase line) 

and no fault case. Thus for fault detection module has three 

target values i.e. 1, 2 and 0 representing fault in HVDC line, 

three phase line and no fault condition. Following detection of 

fault, KNN-2 classifies the type of faults in AC line. For three 

phase line the total possible faults are 11 (a-g, b-g, c-g, a-b, b-

c, c-a, a-b-g, b-c-g, c-a-g, a-b-c-g). Thus, in case of 

classification task there are total eleven outputs representing 

each type of shunt faults in three phase lines. Thus KNN-1 

supplies the details idea about the presence of fault and also 

differentiates between AC and DC faults while KNN-2 

classifies shunt faults in AC line.   

4. PERFORMANCE EVALUTION OF PROPOSED 

SCHEME 

 

Simulation of Hybrid 

AC/HVDC System 

Measurement of voltage and 

current of Relaying Bus 

DWT 

Extraction of standard deviation of 

third level approximate coefficients 

KNN Based classifier 

Fault 

Detection 

Fault 

classification 

Start 
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Following the improvement of the KNN based fault protection 

technique, testing of proposed KNN is accomplished for a 

variety of fault conditions to analyze the relay performance. 

The network was tested using different shunt faults in AC 

lines and DC faults in DC line with varying fault locations, 

resistance of fault and inception angles of fault. 

 

A. Evaluation for varying fault locations 

The appropriateness of the scheme has been evaluated by 

conducting extensive simulations on both the AC and HVDC 

line. The  exhibition of the suggested scheme for the tested 

cses are depicted in Table II. 

  

Table II 

Test results for different fault detection with varying fault 

types in AC line 

 

Fault type 

Fault Location Outputs of KNN1 

based fault 

detector/classifier 

Fault in 

AC line 

a-g 5 km away from 

relaying point in 

AC line 

 

2 

b-g 2 

c-g 2 

a-b-g 2 

b-c-g 2 

a-c-g 2 

a-b 2 

b-c 2 

a-b-c-g 2 

Fault in 

DC line 

p-g 150 km away 

from relay point 

HVDC line 

1 

p-g 1 

p-g 1 

p-g 1 

No fault   0 

 

From the test results illustrated in Table II, it is confirmed that 

the suggested scheme detects AC and DC faults correctly with 

100% accuracy.  

B. Evaluation for varying fault locations 

 

To validate the robustness of the proposed KNN-based 

detector/classifier, faults of varying types have been simulated 

at different locations of both the AC and DC lines, with 

different fault parameters. The different scenarios pertaining 

to fault resistance of 50 Ω and inception angle of 0°) are 

detailed in Table III. From the table, it is clear that the 

proposed network gives accurate results and perfectly 

identifies the fault. Further, the response of the KNN scheme 

also tested for fault cases (pole to ground fault) occurring at 

HVDC line at different locations form the relaying point. The 

test results detailed in the Table IV confirms that the proposed 

KNN based detector correctly detects the fault at different 

locations. Therefore, the proposed KNN based protection 

strategy is insensitive to the changes in the location of faults.   

 

Table III 

Test results for several shunt faults with varying fault 

locations (La) in AC line 

Fault 

location 

(km) 

Fault 

type 

Outputs of KNN2 

based fault 

detector/classifier 

1 a-g 1 

3 b-g 2 

5 c-g 3 

10 a-b-g 4 

12 b-c-g 5 

16 a-c-g 6 

22 a-b 7 

24 b-c 8 

26 a-b-c 9 

29 a-b-c-g 10 

 

C. Evaluation for varying fault resistance 

  

Any reliable protection scheme needs to validate for different 

resistance of shunt faults. Achieving robustness against fault 

variation is a challenge. In this context, the proposed KNN 

based fault detector and classifier has been gauged for fault 

resistance varying from 0 Ω to 50 Ω and inception angle of 

fault varying from 0˚ to 360˚. Results of some test cases are 

stated in Table III. Fault cases are simulated at fixed fault 

location (La=15km). From the test clearly that the proposed 

scheme is immune to fault variation and gives accurate result 

and perfectly identifies the faulty phases. 

Table IV 

Test results for DC faults with varying fault locations (La) in 

HVDC line 

Fault location 

(km) 

 

Fault type 
Outputs of KNN 

based fault 

detector/classifier 

1 P1 1 

50 P1 1 

90 P1 1 

150 P1 1 

200 P1 1 
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Table V 

Test Results for Different Shunt faults with several fault 

inception angle (Φ=0°) and fault resistance (Ω) at La = 15 Km 

Fault 

resistances 

(Ω) 

Inception 

angle of 

fault 

Type of 

fault 

Outputs of KNN 

based fault 

detector/classifier 

 

0.01 

 

0˚ 

a-g 1 

b-g 2 

c-g 3 

 

50 

 

90˚ 

a-b-g 4 

b-c-g 5 

a-c-g 6 

 

100 

 

180˚ 

a-b 7 

b-c 8 

a-b-c 9 

 . 

5. CONCLUSION 

In this paper, the feature space to classification output 

mapping capability of KNN classifier has been utilized to 

develop a  accurate and reliable fault protector (detector and 

classifier) for AC/DC transmission line. The proposed scheme 

is able to detect faults of varying types in both the AC and DC 

sections of the line. Further, the proposed scheme also identify 

the line (AC or DC) in which fault has occurred. The scheme 

was extensively validated for faults occurring at various 

locations with different fault resistance and inception angles 

.The test results depict that the proposed ANN based 

protection technique is accurate in detecting and classifying all 

types of faults in both AC as well as HVDC line. 
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Abstract— Now-a-days, a lot of clinical data are used for 
utilizing the intellectual advancements of clinical basis 
leadership. In the area of health sector, the need for improving 

the nature of patient's lives and decreasing the expenses as well 

as measures the work engaged with their everyday medicinal 

services condition is very important. An Electronic health 
record (EHRs) is a data record set which resides patient 

diagnostic lab records with different parameters, 

physician/consultants’ histories, also in the accounts of different 

sections of the hospital. Earlier, in the case of heart disease 
prediction, we have attained a bulk unorganized set of data since 

the time series of the EHR system. By dividing and taking out 

these time-sensitive EHRs information, we can 

distinguish/perceive the aggregate factors among all the 
obtained set of clinical data for our research purpose. Despite 

the fact that it is troublesome undertaking to utilize the current 

EHR information legitimately, on the grounds that they might 

be repetitive, not in a standardized structure, and some of the 
data missed/blanked. Consequently, this paper has been 

proposed a viable and solid design of the Dynamic LSTM model 

for coronary illness forecast. The main aim of doing this paper 

has been used to predict heart sickness utilizing an alternate 

information mining arrangement system. In this paper, we have 
designed a Dynamic LSTM using classification techniques and 

generated a training and test model which produce a more 

accurate result as compare to previously LSTM risk algorithm. 

One of the advantages of the proposed algorithm is it can work 
on dynamic dataset records and capable to produce a more 

efficient classified result for heart disease prediction. 
 
 

Keywords—Electronic health record, Deep learning, Dynamic 
LSTM 

 
I. INTRODUCTION 

 
Heart disease/ Coronary illness is a popular term that 

implies that the heart isn't used regularly. Children can be 

brought into the world with heart-related problems. This is 
called inherent heart disorder [1]. Many of the heart/coronary 

related diseases can be acquired. Coronary illness, which 
incorporates ischemic coronary illness, coronary heart 

disappointment and different sicknesses of the heart, is the 
main source of all around. It represents the greater part of all 

s because of cardiovascular illness. 

 

 
Coronary illness can cause angina (chest torment), heart 
assaults (myocardial localized necrosis) and unexpected heart 

failure. A heart assault is typically the principal indication of 
coronary illness. A Heart disease ordered into three classes: 
 
• Coronary artery disease – This disease occurs when 
veins are not passing on blood properly in the heart. 
 
• Congestive heart failure – This disease occurs 
when a heart is not pumping properly. 
 
• Bad heart rhythms – This is a very rare heart disease. 
This disease defines the electronic pulse like the movement 
of the heart. 
 

CVDs are the number 1 explanation behind at around 
the globe. A bigger number of individuals die every year from 

CVDs than any other reason. A normal 17.9 million people 

passed on from CVDs in 2016, addressing 31% of each and 
every overall demise. Of these deaths, 85% is a result of heart 

strike and stroke. Out of the 17 million startling misfortunes 

(more youthful than 70) on account of non-transmittable 

diseases in 2015, 82% are in low-and focus pay countries, and 
37% are realized by CVDs. Most cardiovascular ailments can 

be evaded by keeping an eye on social danger factors, for 

instance, tobacco use, bothersome eating routine and weight, 
physical inaction and destructive use of alcohol using people 

wide philosophies [5][6]. 
 

Peoples/Individuals with a cardiovascular ailment or who 

are at high cardiovascular hazard (because of the nearness of 
at least one hazard factors, for example, hypertension, 

diabetes, hyperlipidemia or officially settled malady) need 

early identification and the board utilizing directing and 
prescriptions, as fitting. Coronary illness and stroke together 

added to 28·1% of all-out deaths in India year 2016 — 

contrasted and 15·2% in 1990. Coronary illness added 17·8% 

of all-out deaths and stroke contributed 7·1% of complete 
deaths. The extent of deaths and incapacity from coronary 

illness was essentially higher in men than in ladies, however, 

was comparable among people for stroke. Death due to 
cardiovascular diseases increases from 13 lakh in 1990 to 28 

lakhs in the year 2016. 
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So, diagnoses & prediction of heart disease earlier is 

compulsory and treatments for individuals/peoples who are 
probably going to have a coronary illness and help them have 

a longer life. 

 

A favored technique to determine the issues of precise 

finding and the conveyance of focused treatments is the 

continuous execution of complete physical assessments [4]. 

Be that as it may, total and continuous physical assessments 
would prompt information over-burden. So, in this paper, we 

design a novel approach namely Dynamic LSTM model with 

classification techniques. The main purpose of this algorithm 
to produce accurate results for finding out heart disease 

prediction. 

 

A Data mining alludes to extricating or mining 

information from a lot of information. As it were, Data 

mining is the science, workmanship, and innovation of 

finding huge and complex assemblages of information so as 
to find helpful examples. To accomplish an objective, the 

proposed calculation deals with information mining 

characterization strategies. Characterization is an established 
issue in AI and information mining [1][23]. In other words, 

the order issue is worried about producing a portrayal or a 

model for each class from the given informational index. 

"Characterization" is a standout amongst the most vital 
information mining strategies. It is utilized to foresee 

bunch/class enrollment for information cases. 

 

The remainder of the paper is broken down into six 
sections. Section II gives a review of the previous work in this 

area and its different aspects. The Background and related 

work covered in this section. Section III identifies the 

problems with the existing approach and Section IV presents 
proposed work. The experimental results define in Section V. 

This paper concludes with Section VI, which contains a 

summary and future work for further research. 

 

II. BACKGROUND AND RELATED WORK 
 

Ji.Zhang et.al [1]design a bagging based troupe display 
is used to anticipate the patient's condition one day ahead of 

time for creating the last suggestion. A blend of three 

classifiers artificial neural network, least squares-support 

vector machine, and naïve Bayes are utilized to develop a 
group structure. This proposed framework is a promising 

device for examining time arrangement medicinal 

information and giving precise and solid suggestions to 
patients experiencing endless heart infections. 

 

Fen Miao et.al [2] proposed an improved RSF (iRSF) with a 

novel split standard and a halting basis for distinguishing 
progressively exact indicators that can isolate survivors and 

non-survivors and, in this way, improve segregation capacity. 

Initial, a weighted log-rank test was utilized to part the hub 

and can be connected to non-relative risk circumstances to 
improve the test for a scope of elective theories. 

 

Afef Mdhaffar et.al [4] presents a novel wellbeing 
examination approach for heart failure prediction/ 

 
expectation. It depends on the utilization of complex occasion 

preparing (CEP) innovation, joined with measurable 
methodologies. A CEP motor procedure approaching 

wellbeing information by executing edge-based investigation 
rules. Rather than having to physically set up limits, our novel 

factual calculation naturally figures and updates edges as 
indicated by recorded chronicled information. 

 

Chrysa et.al [5] The heart phonocardiogram is breaking down 
by utilizing Ensemble Empirical Mode Decomposition 

(EEMD) joined with kurtosis highlights to find the proximity 

of S1, S2 and concentrate them from the recorded 
information, framing proposed HSS conspire, to be specific 

HSS-EEMD/K. 

 

Bo Jin et.al [3] proposes a successful and strong design for 

heart disease prediction. The primary commitment of paper 
is to anticipate heart failure(attack) by utilizing a neural 

network (i.e., to foresee the likelihood of cardiovascular 
sickness dependent on patient's electronic restorative data). 

Specifically, they utilized one-hot encoding and word vectors 
to demonstrate the analysis occasions and anticipated heart 

disappointment occasions utilizing the fundamental 
standards of a long short-term memory model. 

 

Assessments dependent on a genuine informational 
collection show the promising utility and adequacy of the 
proposed engineering in the expectation of the danger of heart 
disappointment. 
 
 
 

III. PROBLEMS WITH THE EXISTING APPROACH 

 

Coronary illness or CVDs are the number 1 reason for at 
around the world for death. A bigger number of people die 
every year from CVDs than from some other reason. 

 

In our proposed approach we have increased the 
accuracy and efficiency by replacing the static LSTM which 

was used in the traditional approaches by dynamic LSTM. 

Our results clearly depict that the dynamic LSTM have higher 
accuracy than static LSTM. A few investigations/studies in 

the writing have been led utilizing outfit approaches, with 

some achievement, in the medicinal area [1][4]. However, 

none of them drew closer or tackled the issue that we manage 
in our examination to give exact suggestions to coronary 

illness persons to take or cure further medical test in for 

coming days. 

 

IV. PROPOSED ALGORITHM 

 

We contrast to the above-mentioned problems with the 

existing approach, we develop a classification technique with 

dynamic LSTM Model framework for heart disease 

prediction earlier stage. Our proposed model working on the 

basic LSTM model [3].  
To handle Electronic health records data, we proposed a new 

algorithm namely Dynamic LSTM model (Long Short- 
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Term Memory Model). In our algorithm we use a training 

data set and test data set. This algorithm gives better result 

compare to the above mention algorithms [1]. We are shown 

details of the algorithm in this section. 

 

We utilize Classification methods of data mining. 

Classification is the handling of finding a lot of models (or 
capacities) those define and recognize information classes. A 

classification technique has two types of data set namely 
training and test data. First, one is used to implement a model 

or classifier and the second dataset is used for testing of 
implemented model. There are some popular classification 

methods like: 
 
A.  CART : 
 

CART represents Classification and Regression Trees. 

CART is one of the famous techniques for structure choice 

tree in the AI people group [13][28]. It was created by 

[Breiman and his team. At 1984] and is portrayed by the way 

that it develops binary trees, specifically every interior 

hub/node must be precisely 2 active edges, every one of 

which presently endeavors to part in a similar way as the root 

hub/node. The parts are chosen to utilize the Gini index. 
 

B.  Bayesian classifier: 
 

A Bayesian classifier is a measurable classifier. This 

classifier is used for prediction with probabilities. 

 

C.  Fuzzy logic: 
 
Fuzzy logic is a set of the rule-based classification system. It 

improves all the problems of crisp and rule-based classifiers. 

 

D. Association rule mining : 
 

This is an imperative & active field of data mining 

researcher. One strategy for association rule mining, called 

associative classification/characterization, comprises of two 

stages. In the primary advance, affiliation guidelines are 

produced utilizing an adjusted form of the standard affiliation 

rule mining calculation known as A prior. The second step 

builds a classifier dependent on the affiliation rules found. 
 
 

E.  LSTM Model: 

 

Hochreiter and his team design an LSTM model 
demonstration. It’s a unique RNN method. To fulfill a 

requirement of long-term memory, the RNN capture of 
condition/situation of the current concealed layer. The result 

of the calculation comes in the form of an exponential 
increment and it shows time, cost of a model. That is a reason 

RNN is not applicable for long term memory calculations. 

 
F.  Dynamic LSTM Model: 

 
A collaborative approach is an effective model, which 

combines all the multiple parent classifiers to solve a problem 

and increasing performance of every base classifiers. The 

working principle is taken from LSTM model and deep 
learning. There are two different datasets namely training 

data set and test data set. This model is also in working 

condition if data varies [3]. 

 
 

  
 

Fig. 1. Framework of proposed dynamic LSTM model. 
 

 

V.  RESULT ANALYSIS 

 

We used a real-life data collection “HEART-DISEASE 
dataset” occupied from UCI repository. This data composed  
from four following different locations: Cardiology 

University Hospital. The characteristics of the multivariate 
attributes of the dataset are shown in Table 1. 

 
 

TABLE Ι. MULTIVARIATE ATTRIBUTES OF DATASET 
 

Attribute name Attribute type 
  

Age Numeric 
  

Sex Binary 
  

Cp Numeric 
  

Trestbps Numeric 
  

Chol Numeric 
  

Fbs Binary 
  

Restecg Binary 
  

Thalach Numeric 

Exang Numeric 

Oldpeak Numeric 

Slope Numeric 

Ca Numeric 

Thal Numeric 

Target Numeric 

Bglf Numeric 

Bgl pp Numeric 

Bglr Numeric 
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A property of this dataset is that it is a multivariate and 

generally used for classification purpose. This dataset 
contains categorical, integer and real attributes. Basically, 

there are 14 different attributes that were used earlier and 3 
more attributes namely Bglf (blood glucose level fasting), Bgl 

pp (blood glucose level PP) and Bglr (blood glucose level 
regular) are added to find accurate results. 

 

Table III clearly shows that when dynamic LSTM model is 

chosen with numerous classification techniques such as LR, 
KNN, CART, NB and SVM gave the better results. Graphs 

are plotted in between the Baseline and the prediction values. 
The corresponding graphs are as given below.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. The layout of Heart disease dataset in histogram format  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Dynamic LSTM model Trained on regression Design of 

Heart Disease Prediction Problem. 
 
 

 

Classification techniques with dynamic LSTM model are 
implemented on Python 3.6 version. This model is tested on 
different parameters and classification techniques: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Classification of Heart disease by CART technique  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Classification of Heart disease by KNN technique  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 6. Classification of Heart disease by LR technique 
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Fig. 7. Classification of Heart disease by Support vector machine  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8. Classification of Heart disease dataset by Naïve Bayes method  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9. A line plots of the series creates & shows a clear growing learning. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 10. Collective comparison of classification tehcniques  

 

 
TABLE II. RESULT OF TEST DATASET 

 

Classification   Accuracy  
     

(Test 

predicts, 
Train 

predicts)   (85.97968, 87.23571) 
     

 TABLE III. RESULT ANALYSIS BASED ON K-FOLD 
   METHOD  

    

Classification  Mean Distribution Standard Deviation 
techniques  Accuracy Accuracy 

LR  0.070000 0.043333 

KNN  0.926667 0.059255 

CART  0.996667 0.010000 

NB  0.996667 0.010000 

SVM  0.996667 0.010000 

 
TABLE IV. COMPARE LSTM AND DYNAMIC LSTM  

 

LSTM            DYNAMIC LSTM 

 

ROC- AUC 0.6827 LR 0.043333 

PR- AUC 0.2678 KNN 0.059255 

F1 - SCORE 0.2188 CART 0.010000 

  

 

VI. CONCLUSION & FUTURE WORK 
 

In this section, we conclude the paper with overall 
findings as well as suggestions for future research work. The 
paper proposes a design of original methodology for finding 
accurate result and helps in earlier diagnoses of heart disease 
predictions. The proposed model gives more efficient and 
accurate result as compare to previous diagnoses models and 
algorithms. This classifier varies according to the different 
data records. One of the advantages of this model is that it can 
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work on a real, numerical and categorical dataset. In 
future work, this model can be used in diagnosing of 
different diseases prediction. 
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Abstract— In this paper, we propose a hybrid approach for 

wireless sensor networks which can reduce the total energy 

consumption of network operation therefore improving network 

lifetime along with complete coverage of remote monitoring field. 

The proposed method named as Hybrid Weight based Coverage 

Enhancing Protocol (H-WCEP) helps to select appropriate 

cluster heads and their respective cluster members by using 

weighted sum method and subsequent routing path by genetic 

algorithm. The network lifetime and coverage lifetime are 

computed by implementing this approach to achieve continuously 

monitoring of remote monitoring areas. The results of H-WCEP 

outperform as compared to other existing protocols. The network 

lifetime and full coverage lifetime of H-WCEP increase by 48 

percentage and 42 percentage approximately respectively. 

Keywords—wireless sensor networkS; network lifetime; full 

coverage lifetime. 

 

I.  INTRODUCTION  

Recently, remote sensing systems have received significant 
attention in electronic and computer science applications. In 
wireless Sensor Networks (WSNs), tiny component known as 
sensors are perform sensing and on-board processing, 
communication and storage facilities. The WSN provides 
remarkable benefits for a number of real world problems such 
as military surveillance, agricultural monitoring and oil 
pipelining monitoring [1] etc. The WSN has come to stay as 
one of the highly advanced technologies that can immediately 
respond against the rapid change in sensed data and send this to 
data analysis center in areas which could not be connected 
through cabling. Various applications of WSN are discussed in 
[2].  

 In order to tackle design challenges of WSNs, clustering 
algorithms play a very significant role. The clustering 
algorithms in WSN can greatly contribute to lifetime, energy 
efficiency and scalable issues of network [3]. The large number 
of sensors is deployed in remote monitoring field. In clustering, 
the sensor nodes are grouped into clusters. Each group/cluster 
of sensors is managed by a specific sensor called as Cluster 
Head (CH) and other group/cluster members in cluster are 

known as Cluster Members (CMs). The CMs monitor or sense 
the specific environment periodically. The CMs process the  

 

Fig. 1. Cluster based WSN 

sensed data and transmit to their respective CH. The CHs 
aggregate data from their respective CMs and then transmits it 
to BS. In this way, clustering reduces the energy consumption 
and numbers of messages communicated to BS decreased. 
Moreover, data at BS can be encrypted in efficient manner 
before further transmission to any data centre[4].Thus, 
clustering achieves prolonged network lifetime [5].The 
measurements of various performance metrics  viz. total energy 
consumption, network lifetime, number of CHs selected in 
each round, number of alive nodes in each round, and QoS 
support like coverage etc. are used to determines the 
performance of clustered based WSNs.Fig.1 indicates the 
clustered based network WSN architecture. 

 The prime objective of this paper is to present an energy 
efficient clustering protocol which is suitable for remote 
military area surveillance for achieving prolonged lifetime. 
Recently, proposed algorithm Weight based Coverage 
Enhancing Protocol (WCEP)[6] provides the full coverage for 
longer time as compared to existing clustering protocols. The 
WCEP works on the basis of weighted sum theory and it 
increases the lifetime and full coverage by minimizing the 
energy consumption during cluster formation. But, unable to 
minimize the energy consumption during inter cluster 
communication phase. 
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 In this paper, Hybrid-WCEP (H-WCEP) is proposed to 
decrease energy consumption of the network by using Genetic 
Algorithm (GA) during data transmission of WCEP. A hybrid 
approach of weight based method for clusters formation and 
GA for data transmission is opted to achieve the objective of 
prolonged full coverage. The cluster head nodes (CHs) and 
cluster member nodes (CMs) are selected on the basis of 
coverage governing parameters. The coverage governing 
parameters taken for this selection procedure are; network 
remaining total energy, overlapping, node density and degree 
of sensor node. To conserve the energy consumption, weighted 
sum method is used. In this method, different weight values are 
assigned to governing parameters. The optimal set of CHs and 
alive nodes (as Cluster Member nodes CMs) are selected. Since 
simple evolutionary optimized algorithm GA has more 
capability to determine optimal path from CHs to Sink, this GA 
adopted in inter cluster communication of data transmission in 
order to conserve the energy consumption. 

 The rest of the paper is organized as follows. Section II 
discusses the literature review. Section III discusses the 
proposed H-WCEP. In Section IV, experimental results are 
discussed and finally in Section V, the paper is concluded. 

II. LITERTURE REVIEW 

In literature review, we studied different approaches to 
optimized energy usage to improve Quality of Service (QoS) in 
WSNs. The cluster based protocols mimic remote sensing in 
real time situations. Generally, these protocols are criticized for 
energy efficiency that involves limited QoS in WSNs. The 
brief description of related literature is as follows:  

[7]proposed distributed cluster based routing protocol 
namely Low Energy Adaptive Clustering Hierarchy (LEACH) 
protocol for micro-sensor networks. LEACH improved the 
network life time, latency and application perceived quality in 
micro sensor network. However, the study does not investigate 
good distribution of CHs in the network and sink is assumed 
only one hop far away from other nodes/ CHs which is not 
feasible in geographically large network. The work had been 
extended further based on centralized approach, namely 
LEACH-C protocol. Still, it cannot solve the limitation of 
scalability in network. To extend network life time by 
uniformly CH distribution across the network and load 
balancing, the amalgamated concept for CH selection, [8] 
introduced a Hybrid Energy Efficient Distributed Clustering 
(HEED) protocol. The HEED incorporates two parameters: 
residual energy of node and node’s proximity to its neighbors.  
However, the rise in iterations involved in cluster formation 
can lead to overhead cost.  

[9] Proposed Distributed Weight-based Energy-efficient 
Hierarchical Clustering protocol (DWEHC) that designs multi-
level structure in intra-cluster communication and limits a 
number of children of parent node. The author introduced the 
idea to select CH by calculating weight based on its residual 
energy and distance to its neighbors. This newly proposed 
technique improves HEED protocol by developing balanced 
size clusters and optimizes intra-cluster communication using 
location 

In [10], the authors proposed a protocol incorporating 
residual energy and other metrics like distance to aggregation 
point, node reliability, and mobility for CH selection by using 
evolutionary computing method with purpose of maximizing 
network life time.  

The CHs election techniques called as Coverage Preserving 
Clustering Protocol (CPCP) was proposed with aim of 
coverage preservation [11]. The CPCP is based on four  
coverage aware cost metrics which selects CH, active nodes 
and routing nodes from densely deployed sensors  respectively. 
The CPCP integrates problem of coverage and energy 
consumption in network. But these cost metrics cause a large 
computational burden on sensor nodes. The CPCP is also 
unable to minimize redundantly covered area in each round. 

 In [12], the authors described a multi-function based on two 
factors i.e. choosing optimal CHs locations and minimizing 
transmission distance. In this protocol, topology of network is 
designed with three level hierarchical levels. Two CHs at level 
2, One CH at level 1and sensor for collecting data placed at 
level 0. The BS knows the position of all nodes. Thus achieves 
the minimum distance for transmission.  

A GA-based adaptive clustering protocol was proposed by  
[13] to achieve good performance in network life time in 
WSNs. Additional information was updates before beginning 
of first round. In this phase, role of node as sensor or CH, node 
identifications and geographical position are send to BSs. GA 
finds an optimal probability of nodes being CHs by minimizing 
the total energy consumption in one round. The optimal 
probability was determined by an evolutionary optimization 
process. This process incorporated non-deterministic rules in 
probabilistic transitions for prolonging the network life time. 

The Distributed Energy Efficient Clustering Algorithm 
with Improved Coverage (DEECIC) was implemented to 
increase network lifetime and coverage using average number 
of clusters in scheme [14]. In this, CH is opted from a crowded 
area with more remaining energy and more degree of sensor.  

Coverage aware Unequal Clustering Algorithm (CUCA) is 
distributed scheme to prevent hot spot issue and achieves 
energy efficient coverage preservation in WSNs  [15]. The 
CUCA targets to obtain network load distribution uniformly. 
The CUCA necessitates overburden of control packets in 
routing purposes. As a result, unnecessary consumption of 
energy in each stage takes place that is unacceptable. 

The WCEP is an energy efficient full coverage protocol [6]. 
The WCEP reduces computation burden of sensors and attains 
pro-longed full coverage with improvement in scalability. The 
WCEP incorporate the concept of clustering and sleep 
scheduling efficiently[16]. The WCEP is based on weight 
values which are assigned to certain governing parameters viz. 
network remaining total energy, overlapping degree, node 
density and degree of sensor node. These governing parameters 
affect the energy and coverage issues magnificently. However, 
main focus of WCEP is optimal selection of CHs and CMs, 
whereas energy consumption during data transmission is 
ignored.  

The CPCP [11] and WCEP [6], both primarily focuses on 
cluster formation process but there is significantly less 
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importance given to energy consumption during data 
transmission phase of clustering. Therefore, motivation behind 
this proposes work is reduction in energy consumption during 
data transmission phase of WCEP. This has led to more 
conservation of residual energy and helps in more coverage. 

III. PROPOSED WORK 

The proposed work presents a hybrid approach using 
weighted sum method and evolutionary method to achieve 
coverage of remote and harsh environment for longer period of 
time. The proposed work is based on Weight based Coverage 
Enhancing Protocol (WCEP) for clustering and Genetic 
Algorithm (GA) for transmitting the data to end user controller. 
In clustering, CHs and CMs are selected in appropriate number 
for maintaining full coverage in each communication round. 
The process of clustering considers assigning weight merits to 
remaining total network energy, overlapping, node density and 
degree of sensor. The weighted sum method helps in 
conserving energy using different weight merits to respective 
governing parameters depending upon situational requirements. 
Further, GA based optimization procedure performed with each 
communication round to conserve the energy. The proposed 
hybrid approach is named as Hybrid -Weight-based Coverage 
Enhancing protocol using Genetic Algorithm (H-WCEP). The 
stepwise procedure of H-WCEP is discussed below:  

A. Information Update 

We assume that ‘N’ sensors are deployed in squared remote 
monitoring field in uniformly random manner. The deployment 
of sensors is such that they confirm the 100% coverage at the 
start of network procedure. The sensors are assumed stationary 
after deployment and each sensor is awared its own location 
and BS. The BS is placed at fixed point. The wireless 
communication channel is symmetric which means monitoring 
and communicating range is same. The range of sensor and 
transmission range is modeled as disk sensing model [8]. The 
transmission range is considered at least double the sensor’s 
range. The network considered for proposed work is 
homogeneous i.e. all sensors have same computing and 
communication capacity. 

B. Network Model  

 In this step, four coverage observing parameters are 
incorporated to assign a value to each sensor. These governing 
parameters are residual/remaining total network energy, 
overlapping, node density and degree of sensor. At each 
communication round, sensor dissipates part of their limited 
energy. As a result, remaining energy is called as residual 
energy of sensor need to be update periodically. The other 
governing parameters are node density, degree of sensor and 
overlapping degree are calculated only once at the start of 
network procedure. For each sensor, energy dissipation in 
transmitting and receiving ‘L’ bit information by each sensor is 
measured using simple radio model [6], [7], [11]. Equation (1) 
represents energy consumed by transmitter for performing 
transmits circuitry operation and Equation (2) indicates 
receiver’s energy consumed due to receiver circuitry when it is 
receiving data. 



    
                                      where =2 or 4 
                                                    

                                                                  

 

 

 

(1) 

 

And Equation [7] indicates formula for energy consumption 
in receiving L-bit packet. 

 (2) 

 

In equations (1) and (2),  

L=Length of transmitted/ receiving packet, 
d=Distance between transmitter and receiver, 

d0=Threshold distance (  calculated from Equation (3): 

 

 

 

(3) 

The electronics energy controlled by digital coding, 
modulation of signal, filtering of packets, and spreading of the 
signal.  

If d < d0 , then free space model is used. It means =2, and 

amplifier energy becomes . Otherwise,  d ≥ d0  multipath 

fading channel model is applied which means  and 

amplifier energy becomes .  

With each communication round, residual energy is given 
by Equation (4):  

 
(4) 

The other governing parameters such as node density can 
be calculated by obtaining number of sensors within its cluster 
range. The degree of sensor is determined by number of 
covered points in its range. The overlapping degree is number 
of sensors which produces overlapping area in the monitoring 
field. Higher the values of these governing parameters (residual 
energy (Eresidual), overlapping degree (Olapping) , node density 
(ND) and degree of sensor(Ds) for particular sensor make that 
eligible to become live sensor. The weight w1, w2, w3 and w4 
are assigned to governing parameters using weighted sum 
method in order to calculate the weight value of each sensor. 
Equation (5) represents the formulation to compute sensor 
weight. 

For a specific covered point, higher the weight of sensor, 
higher the chance to become live, otherwise idle or sleep.  

 

 

(5) 
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Equation (6) is used to obtain CH role for a sensor in terms 
of CH weight. 

(distance between 

Sensor and Sink) 

(6) 

 

C. Clustering Method 

In the clustering method, set of sensor nodes are selected as 
CMs/ CHs which will be active and rest will be in sleep mode 
for a particular communication round. The proposed clustering 
algorithm comprises of two phases: cluster formation phase 
and data transmission phase. 

 Cluster Formation Phase:  

The cluster formation phase of proposed algorithm uses a 
weight based method along with sleep scheduling 
mechanism to conserve energy while maintaining prolong 
full coverage of the monitoring field. The total weight of 
each sensor is calculated on the basis of governing 
parameters Eresidual, Olapping, ND and Ds. The selection of 
sensor as live sensor is based on maximum value of total 
weight of sensor for specific covered point. The total 
weight of sensor and distance from sink determines the 
CHs. These selected CHs find live sensor as part of cluster 
and termed as CMs within its cluster radius. These 
appropriate numbers of specific CMs and CHs are selected 
repeatedly that maintains the coverage in each 
communication round. 

 Data Transmission Phase:  

In the data transmission phase, intra and inter cluster 
communication ensures that live sensors communicate to 
their respective CH directly using single hop method during 
intra cluster communication. The CHs transmits data to 
sink via multi hop method. The data transmission phase is 
optimized using energy and distance parameters using GA. 
The GA helps to determine path with minimum energy 
consumption to transfer all data from sensor CHs to sink. 
To find out an optimum path, the GA generates all possible 
paths for each of CH. Then, each path is evaluated to 
determine fitness value using fitness function of GA. The 
best chromosome is selected among number of generations 
by means of minimum energy consumption and minimum 
distance during data transmission. The data transmission 
phase of WCEGA is further elaborated in Algorithm 1, as 
follows: 

Algorithm 1: Data Transmission using GA 

D= cumulative distance between sensor and Sink 
w1=weight for residual energy 
w2= weight for distance 
 
 
 
 

Data_transmission (CHs, live sensors, Eresidual, x, y) 

{ 
     FOR i=1 to length(Cluster Head) 
              FOR generation i=1 to 10 
// Create the chromosomes 
       FOR i=1 to 20 
          Determine the path from each CH to sink 
  // Compute the fitness of each chromosome  
          Fitness=w1 * Eresidual + w2 * D 
         END 
 // Select best-ranking individuals to reproduce using fitness 
value 
             
 // Breed new generation using crossover and mutation  
    Produce new offspring  
    Evaluate the individual finesses of the offspring 
    Exchange worst ranked part of population with off- 
spring 
       END //end generation FOR loop 
     Obtain the best route from specific cluster head to sink 
       END //end Cluster Head FOR loop 
      } 

 

IV. RESULTS AND ANALYSIS 

In this section, the impact of governing parameters on 

performance metrics for remote WSNs has been investigated. 

The results of WCEGA protocol is compared with common 

coverage aware clustering protocol (CPCP) and Weight based 

Coverage Enhancing Protocol (WCEP). The CPCP discussed 

four coverage aware cost metrics i.e. energy-aware (Cea), 

minimum-weight (Cmw), weighted sum (Cws) and coverage 

redundancy (Ccc). The CPCP (Cmw) focuses longer 100% 

coverage of monitoring field. Therefore, out of four CPCP 

cost metrics, CPCP (Cmw) is taken for comparison in these 

simulations. Generally, coverage related clustering protocols 

are compared with coverage, lifetime and energy consumption 

of the network. 
  In simulations 200 nodes, each with initial energy 1J are 
taken into monitoring field. The sensors are distributed 
randomly across 100x100 square units monitoring field. The 
implementation of WCEGA is iterated based on lifetime of 
network i.e. energy level of sensors become equal to threshold 
energy of sensor. The threshold level of energy is assumed 
zero in this paper. In all communication rounds of network 
operation, live sensors are selected to collect the sensing data 
and transmit them to their CHs using single hop 
communication. Once CH obtained data from its cluster then it 
transmits the data further to sink using multi-hop 
communication by GA method. The sink is located at (50,50) 
co-ordinates. The radius of each sensor is 15m and their 
communication radius is 30m. The parameters of proposed 
model are given Table I and parameters for GA approach are 
listed in Table II. 
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TABLE I.  SIMULATION PARAMETERS  

 

Parameters Value 

Initial Energy (Eint) 1 J 

Transmission/Receiving electronics 

circuitry constant [7] 
50 10-9J/bit 

Amplifier circuitry constant [7] 10 -12J/bit/m2 

Size of Data Packet [7] 240bits 

Sensing Range (Rs) [7] 15m 

Cluster Radius(Rc) [7] 30m 

Transmission Range 40m 

 

TABLE II.  SIMULATION PARAMETERS  

Parameters Value 

Population Size 20 

Generation 10 

Crossover 0.05 

Mutation 0.01 

Weight1 for distance factor 0.3 

Weight 2 for energy factor 0.7 

 

A. Coverage lifetime Energy Consumption Comparison 

The H-WCEP outperforms in comparison to other similar 

protocols i.e. CPCP and WCEP. By decreasing the 

consumption of energy during data transmission, it increases 

the coverage of network. The Fig. 2 depicts comparison of 

coverage of network in H-WCEP with WCEP and CPCP 

(Cmw) with time.   

 

 

 
Fig. 2. Comparison of Coverage lifetime  with Time for WCEP, CPCP 

(Cmw) and H-WCEP 

 

Fig. 3. Average CHs energy with Time for H-WCEP in comparison to  

CPCP (Cmw) and WCEP 

The Fig. 3 indicates higher value of average residual energy 
of CHs in H-WCEP in comparison to WCEP and CPCP (Cmw) 
with time.   

On the other hand, an important criterion to evaluate energy 
consumption of WSNs is the average number of CHs with 
time. If the Number of CHs are high, energy consumption 
increases. Fig. 4shows that H-WCEP has relatively low number 
of CHs as compared to CPCP(Cmw) and WCEP. 

  

Fig. 4. Comparison of number of Cluster Heads Vs Time for H-WCEP, 

CPCP (Cmw) and WCEP 

B. Lifetime comparison  

Network lifetime is defined as start of specific WSNs to 
death of first sensor. Generally, lifetime of WSN is determined 
by time taken by First Node Dead (FND), Half Node Dead 
(HND), Last Node Dead (LND) and these are considered for 
evaluate performance of cluster based WSNs [11]. Further, 
FND indicates start of network operation to death of First 
sensor Node Died. The HND indicates start of network 
operation to death of Half sensor Node Died. The LND 
indicates start of network operation to death of Last sensor 
Node Died. The Fig. 5 represents that H-WCEP exhibits better 
results than other considered protocols. 
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Fig. 5. Lifetime of WCEP, CPCP (Cmw) and H-WCEP in terms of FND, 

HND and LND 

V. CONCULSION  

In this paper, an evolutionary based method has proposed to 
improve longer full coverage in energy efficient clustering 
protocol. The proposed hybrid method helps in determining 
efficient optimal path for effective set of CHs and its members. 
The H-WCEP uses genetic algorithm based routing method 
that consider distance between cluster head and sink and sensor 
node’s residual energy. Therefore H-WCEP achieves increase 
in network lifetime and full coverage lifetime. Thus, our hybrid 
approach uses network energy in effective manner for 
enhancing the full coverage lifetime in WSNs.  

In our future work, we can extend this work by 
incorporating mobility of sink and pre-determined sensor 
deployment to enhance the coverage lifetime.  
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Abstract— Electric bicycles or e-bikes are gaining momentum 

in the market as they are offering a smooth, noise less and 

pollution free option for individual transportation in cities as well 

as in countryside.  E-bikes are usually with a battery powered 
electric motor drive with an additional option for pedaling. In 

this work a low cost e-bike was designed and developed with a 

brushless DC hub motor with controllers. For smart control , 

smartphone was used a console and the e-bike can be controlled 

using a mobile application which was connected to the e -bike 
through Bluetooth. The controller will pick the gradient of the 

terrain and will control the power of the motor, which results in 

energy saving.  Predicted range of the e-bike, speed, acceleration 

and total distance covered were displayed in the console along 

with the geographical position on the map and throttle control 
options. The bike with the proposed control tested and the results 

were giving a reduction in current drawn from the battery.  

Keywords— Electric bicycle, E-mobility, Range prediction, 

Intelligent control, Terrain intelligence. 

I. INTRODUCTION  

Electric bicycles generally known as e-bikes are the 

bicycles integrated with electric motors for propulsion. These 
e-bikes are battery powered with either pedal assist provision 

or with throttle control to ride through different terrains. E-
bikes offer more comfort and less noisy operation than usual 

pedal powered bicycles, so the market for e-bikes is growing 

all over the world. Increase in fuel prices and polices by 
various countries to reduce emissions are also driving the 

market for e-bikes. Riding bicycles is a healthy and eco-
friendly practice and e-bikes with pedalling option is adding 

comfort and efficiency to that.  Global opportunity and 
industrial forecast report by Allied Market research shows that 

the market of e-bikes expected to grow annually at a rate of 5 

% to a total value of 23.83 billion USD in 2025 from the total 
value of around 20 billion USD in 2018. Market analysis also 

indicates that countries with higher population density are 
having higher demand for e-bikes and the Asian countries are 

leading the trend [1]. Also the development in Lithium-ion 
battery technologies after the year 2012 and the availability of 

low cost, efficient and light vehicles are also offer better 

prospects for the market for e-bikes.   

Since e-bikes offer a pollution free and comfortable drive, 

lot of research and developments are happening in the 
technological area which offer better solutions in mobility as 

well as in sports goods category. Multiple fuel options, hybrid 
vehicle and improved efficiency are the major areas of many 

of these researches [2]. E-bikes are mainly of two types; a 

pure electrical powered one with electrical motor which is 
controlled through a throttle by the user to obtain different 

power depending on the intention of the user and the second 
one is a pedal assisted one or a pedelec, in which the power is 

supplied by both the electric motor as well as pedalling power 

together. In any e-bike the range of the bike is determined by 
the battery capacity, motor power, driving terrain, human load 

and the control mechanism [3]. Pedelecs need pedalling to 
actuate the motor operation and the comfort level is less 

compared to a fully battery powered one, but will be having 
higher range per charge. There were some studies conducted 

on optimization of power in pedelecs [4].  

Fully battery powered e-bikes with BLDC hub motor offer 
more comfort and can replace conventional fuel based two 

wheelers in populated cities, especially for short distance 
commutation. Lower distance per charge and throttle control 

are the main drawbacks of such vehicles [5]. There were few 
techniques adopted to improve the efficiency of the vehicle 

and thus the battery backup, like the regeneration during the 
slowing down regimes [5]. The regeneration techniques were 

improved with the help of bi-directional controllers [6] and 

with EMC compatible controllers [7]. The BLDC motor based 
e-bikes can additionally save power during when the power 

demand is less, like in the case of climbing down the hill. 
Since the controller is feeding the supply to the BLDC motor 

based on the rotor position, there is an option to save power 
depending on the road conditions [8, 9].   

In this work, we designed and developed a battery 

powered e-bike with a BLDC hub motor. The rider can control 
the e-bike using a hand controlled throttle. To improve the 

efficiency and the range, a gradient senor based controller is 
provided, which help in suitably giving the throttle based on 

the gradient of the road in the auto run mode. The rider’s 
mobile phone is used as the console for the e-bike, which will 

display the predicted range, speed, acceleration as well as the 

total distance covered. The bike tested in different terrains and 
the results showed improved power efficiency as well as 

longer range per charge.   

This paper is organised as follows; in section II the design 

of the e-bike is described, controller details are given in 
section III. The gradient based control mechanism is described 

in section IV, integrated e-bike with controllers is presented in 
section V, results and discussion are given in Section VI and 

conclusion is given in section VII. 
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Fig. 1. Forces acting on a bike, while climbing a slope 

II. DESIGN OF THE E-BIKE 

A single rider bike with some minor additional load 

carrying capacity which can run for a medium trip length of 50 
km is explored.  To obtain better comfort and easier mobility, 

a fully electric powered bike is preferred over pedelecs. If the 
rider needs to shift to pedalling mode, the motor can be 

switched off and run as a normal bicycle. The design starts 
with the propulsion motor, the specification of which depends 

on the weight of the rider and the other loads on the bike apart 
from the traction force. There are few options available for the 

motor type, but a BLDC can provide more torque, stability, 

higher efficiency as well as lower noise compared to DC 
motors. Even though the control circuit of the BLDC is 

complex, lack of commutators and smaller size will give 
BLDC motors an edge over its competitors.  

The following values were selected for the selection of 
motor power. Mass of bike frame and accessories – 12 kg, 

battery and controller – 3 kg, cyclist – 80 kg, load – 5 kg. So 

total weight – 100 kg. As given in Fig. 1,  the bike is climbing 

a slope with an inclination of θ, the traction force Fp has to 

overcome the normal component of weight Fd and the friction 
and windage force Fwf. If the linear speed of the vehicle V is 

assumed as 20 km/h. An additional aerodynamic load of 20W 
is assumed when riding at V km/h [10]. The power is 

calculated as 260 W and a 36V, 250 W, 250 rpm BLDC hub 
motor with a maximum torque 32Nm selected to fix on the 

rear wheel hub.  

III. BLDC MOTOR CONTROLLER 

BLDC motors offer higher torque over a range of speed 
with higher efficiency than DC motors. The motor use a set of 

MOSFET bridge to energize the phase windings according to 

the position of the rotor with respect to the stator. The position 
of the rotor is sensed through a set of Hall Effect sensors. In 

three phase wound motor, three set of Hall Effect sensors are 
used to precisely locate the position and these signal output 

from the sensor will be used as the feedback for speed control. 
For the e-bike speed control, a throttle is connected on the 

handle, where the rider can adjust it with hand or fingers. 

Similarly braking and ON-OFF control signals are also fed to 
the controller through cables. Fig. 2 shows the outline of the 

controller. In addition to the power control, the controller 
should be capable of protecting against abnormal voltage and  

 

Fig. 2. Block diagram of BLDC motor controller 

current values. So over voltage and over current protections 

are also incorporated in the controller.  

IV. GRADIENT BASED CONTROL MECHANISM 

The gradient of the road is measured by a gradient sensor; 
the sensor will feed different voltages based on the gradient of 

the track.  If the gradient is negative, the sensor will feed zero 

and with increasing positive slope, it will give positive 
voltages. This voltage values are augmented by the throttle 

output voltage values in the auto run mode. In negative slopes, 
the motor will be switched off and in positive slopes the motor 

will be powered based on the voltage values fed by the sensor 
and processed by the microcontroller.  

The rider can opt for normal riding mode or auto run 

mode. As shown in Fig. 3, the modes are selected based on the 
relay selection. In auto run mode, the gradient sensor will give 

voltage values, which the microcontroller will process and 
categorize into five different levels. For negative slopes it will 

give zero voltage and for the positive slopes between 10
0
 and 

50
0 

it will a voltage between 3.4V-6.6V and which is 

calibrated as comparing with the throttle voltage values. While 
climbing down the slope, the motor will supply with zero 

power and at higher positive slope motor will be running at 

highest power. This control scheme is based on the terrain 
intelligence and which was implemented to improve the power 

efficiency and thus to improve the range of the bike [11]. The 
system is compatible with the pedalling mode also, where with 

the help of a switch; we can totally disconnect the motor from 
the battery. In case of the battery charge is exhausted the rider 

can shift to pedalling mode just with toggling the switch. 

 

 

 

Fig. 3. Gradient sensor based auto run mode 
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V. E-BIKE INTEGRATED WITH CONTROLLERS 

A normal pedal bicycle was converted into the e-bike by 
fixing a 250W, 36V BLDC hub wheel motor in the hub of rear 

wheel of the bike. Modifications were done on the wheel 
holder as well as chassis to accommodate the motor in the 

hub. The tire size was 66 cm and with a frame size of 45.7 cm. 

The brake levers are replaced with hybrid brake levers which 
are capable of controlling mechanically, also capable of 

producing braking signals for the motor controller [12]. A 5V 
electric thumb throttle was fixed on the right hand side of the 

handle to control the acceleration. The throttle was provided 
with a key to switch ON or OFF the electric motor mode.  

The power for the motor is provided with a 37V, 10.4 Ah 

Li-ion battery packs. It was a custom designed pack with 40 
numbers of 3.7V, 2800 mAh batteries connected as 10 in 

series and 4 such units connected in parallel. The batteries are 
with 2C rating and suitable for faster charging. A battery pack 

is provided with charge controllers and protective circuits. 
Total weight of the battery pack is around 3kgs and a metal 

holder is provided on the chassis for fixing it comfortably on 
the bike. 

To monitor the State of Charge (SoC) of the battery a 

voltage sensor and a current sensor were included in the power 
circuit. The voltage sensor was connected across a high 

resistance potential divider circuit to reduce power losses and 
to obtain more reliable readings. The voltage and current 

sensor output were fed to a Arduino Uno microcontroller and 
SoC calculations are done there. The current sensor output is 

used to monitor the current values and to provide protection in 

case of abnormal operations. These sensor values are also used 
to calculate the instantaneous power consumption. The Hall 

Effect sensor outputs were used for speed measurement. Fig. 4 
shows the outline of the microcontroller part.  

Fig. 5 shows the actual view of the e-bike integrated with 
the battery pack, motor controller and sensors. The 

components added to the e-bike were placed carefully to 

reduce the aerodynamic resistance as well as to improve the 
comfort of the rider. The controller and the microcontroller 

circuits were provided with an enclosure to ensure safety and 
to have a better appearance.  

 

 

Fig. 4.  Outline of the Microcontroller circuit  

 

Fig. 5. The e-bike integrated with controllers and sensors 

 Terrain intelligence of the e-bike was provided with a set 

of gradient sensors. These sensors were calibrated to measure 
the gradient of the road whether it is positive or negative. 

These sensors will provide voltage signals based on the slope 
of the road and for better accuracy these sensors were fixed on 

the horizontal part of the frame. These signals were fed to the 
microcontroller, which will give a voltage signal output 

calibrated with the throttle signal values. When the bike is 
climbing down the hill, the voltage signal output will be zero 

from the microcontroller and the motor will be disconnected 

from battery.  

 Fig. 6 shows the various modes of operation of the e-bike. 

The rider can select the pedalling mode with the help of the 
‘kill switch’ provided. In normal mode, the rider has to apply 

the throttle based on the slope of the road. If the rider opts for 
the ‘auto-run’ mode, the motor will be driven automatically by 

providing appropriate power calculated based on the gradient 

sensors. 

 Modern e-bikes are provided with consoles to display the 

measurements like speed, time etc. But such consoles are 
costly and not suitable for low cost e-bikes. In this project we 

had developed a mobile phone application which will help the 
rider to use own smart phone as a console while riding. The 

mobile application will fetch the predicted range, total 

distance covered and the instantaneous power consumption of 
the motor in addition to the current taken from the supply 

through Bluetooth from the microcontroller unit. Presently the 
mobile phone application is developed for Android platforms, 

but can be easily modified to make compatible for other 
platforms also. A simple holder for the smart phone was 

provided on the frame of the bike to safely hold the phone. 

  
Fig. 6. Flow chart for various modes of operation of the e-bike 
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VI. RESULTS AND DISCUSSION 

The 36V, 250W, BLDC hub motor was tested for the 

performance using a mechanical loading with spring dials. The 

motor shown very good speed regulation with a maximum 

speed of 275 rpm at very light load and with a minimum speed 

recorded during the test was 224 rpm during the test. The 

motor was capable of producing a maximum torque of 19.08 

Nm. The maximum efficiency of the motor was found to be 

81.54% which shows it is much superior to a DC motor. The 

maximum efficiency recorded at around the half full load and 

the efficiency at higher loads found to be in close range of 

maximum efficiency. The load test values are tabulated in 

Table I. Fig. 7 shows the variation of torque with the output 

power. Fig. 8 and Fig. 9 show the variation of speed and 

efficiency with the output power respectively. The vibration of 

the e-bike with the BLDC was found to be very small even at 

higher motor speeds.  

 

 
Fig. 7. Torque Vs Output Power curve 

 
Fig. 8. Speed Vs Output Power curve 

 
Fig. 9. Efficiency Vs Output Power curve 

TABLE I PERFORMANCE OF 250W, 36 V BLDC MOTOR 
 

Sl. 
No 

Voltage 
(V) 

Current 
(A) 

Torque  
(Nm) 

Speed 
(rpm) 

O utput 
power 
(W) 

Effici-
ency 
(%) 

1 37.2 1.1 0.55 275 15.85 38.72 

2 37.2 1.14 0.584 272 16.64 39.24 

3 37.2 1.32 0.78 269 21.98 44.76 

4 37.2 1.56 1.12 264 30.98 53.38 

5 37.2 2.1 1.86 261 50.86 65.10 

6 37.2 2.82 2.675 257 72.02 68.65 

7 37.2 3.65 3.86 254 102.71 75.65 

8 37.2 4.48 4.86 252 128.30 76.99 

9 37.2 5.28 5.92 248 153.81 78.31 

10 37.2 6.11 7.024 245 180.28 79.32 

11 37.2 7.09 8.426 243 214.50 81.33 

12 37.2 8.21 9.864 241 249.04 81.54 

13 37.2 9.54 11.048 238 275.46 77.62 

14 37.2 10.52 12.98 234 318.20 81.31 

15 37.2 11.86 14.42 232 350.47 79.44 

16 37.2 12.98 16.02 230 386.01 79.94 

17 37.2 14.44 17.88 228 427.08 79.51 

18 37.2 15.9 19.08 224 447.74 75.70 

The integrated e-bike was tested on different terrains and 

found to be with easily controllable with thumb throttle. At 

higher slope the motor takes higher current to supply the 

higher power requirement. Noise and vibrations were less 

compared to a normal pedal bicycle. The maximum speed 

recorded with a rider weighing 80 kg was 25 km/h. The 

battery pack was capable of providing around 1.5 hours of 

back up with a single charge. Around 40 km range with a 

single charge make it a good choice for usual scenarios like 

urban travel, countryside commutation, in tourism and in 

sports.  

The terrain intelligence system was introduced only in 

auto-run mode. In auto-run mode no throttle control is 

required and only braking signal to be applied whenever 

required. In auto-run mode, the gradient sensor output was 

used to generate the signal corresponds to throttle signal. In 

usual throttle control, the throttle voltage signal was varying 

from 3.4V to 6.6V. In auto-run mode also the voltage signal is 

calibrated to these levels using the microcontroller 

 
TABLE II PERFORMANCE OF 250W, 36 V BLDC MOTOR 

 
Slope of the terrain 

(Degrees) 

Voltage output from 

microcontroller (V) 

Less than -5 0 

-5 to 10 2.4 

10-20 2.8 

20-30 3.2 

30-40 3.5 

More than 40 3.66 (max) 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1149



 

 

program. Only four levels of voltage signals were provided in 

the terrain intelligent system. In Table II the levels used were 

consolidated. Presently only a rule based algorithm was used 

to control the motor power. A more complex intelligent 

algorithm can be used to control the motor. 

The terrain intelligence system was capable of saving 

power consumed by the motor. In normal thumb throttle 

controlled mode, the throttle was applied based on the 

assessment of the rider based on his comfort and the road 

conditions. Most of the time the perception of the rider will be 

fuzzy in nature and there will be definitely some scope for 

optimization in throttle control. To verify the power savings in 

the terrain intelligent control mode, the currents taken by the 

motor in throttle control mode and terrain intelligent mode 

were compared. Since the power consumed by the motor is 

directly proportional to the current drawn from a constant DC 

voltage supply, the reduction in current while riding in same 

terrain with different modes can be seen as the difference in 

power. The e-bike was tested under some known slopes in 

different operating modes and the results are tabulated in 

Table III. The reduction in current is evident in terrain 

intelligent mode. The percentage power savings can be better 

if the e-bike run in a complex track with varying slopes. 

A mobile phone application was developed for Android 

platform and the current, predicted range, speed and 

instantaneous power consumption were displayed on it. The 

microcontroller fixed on the chassis is acquiring the voltage of 

battery, current drawn from the power circuit and calculating 

the above parameters and will send to the mobile application 

through the Bluetooth module. Fig. 10 shows the display of 

mobile application. The rider can select the mode and drive 

accordingly. The predicted range is calibrated to give the 

minimum distance the bike will run before recharging the 

battery 

 

 

 
 

Fig. 10. Display of the mobile application 

 

 

 
TABLE III POWER SAVINGS IN TERRAIN INTELLIGENT MODE 

 
Slope of the 

terrain 
(Degrees) 

Current (A) 

Thumb 
throttle mode  

Current (A) 

Auto-run Mode 

Power 

saving (%) 

Less than -5 0 0 0.00 

-5 to 10 3.4 3.3 3.03 

10-20 4.5 4.2 7.14 

20-30 5.6 5.2 7.69 

30-40 6.4 6.0 6.67 

More than 40 6.9 (max) 6.5 (max) 6.35 

 

I. CONCLUSION 

E-bikes are gaining popularity especially in populated 

cities. Riding comfort, long range per charge of battery and 

capital cost are the major considerations while people 

selecting e-bikes in present market. In this work a BLDC rear 

hub motor powered e-bike was developed and tested in 

various terrains. A gradient sensor based throttle control 

provided in the auto-run mode was making it terrain intelligent 

by providing throttle equivalent signals to the motor. The 

results showed that the terrain intelligent control is capable of 

saving power consumed by the motor while riding under 

different slope conditions. A mobile phone application 

developed and which can display the current, predicted range, 

instantaneous power of the motor can serve as a console for 

the e-bike, thus the cost of the e-bike can be reduced. 

Presently only a rule based terrain intelligent system was 

employed but a better algorithm can be tried to improve the 

power savings. Regeneration and charging of battery while 

pedaling are the future works to be added to the project. 
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Designing Of Beach Rescue Drone Using GPS And 

Zigbee Technologies

   Abstract -- This paper designs a flying lifeguard drone accessory 

which will deliver an automatic inflating vest to the drowning 

victim. It is observed that 40% of beach deaths are occurring every 

year according to statistics due to unavailability of the rescuer on 

time. There is a need for a system which can increase the victim’s 

survival time.  In this project a wrist band is used by the swimmer 

which has an emergency button. This is suitable for people who go 

deep into beaches. If a person gets pulled into the sea by the waves, 

they can press the button on the device, a drone will detect the 

location of the person using GPS and Zigbee and will go to the victim 

and drop a life jacket. After which the coast guard can save the 

drowning victim. There will be many drones present at the beach 

for the rescue process, but only one drone should be selected for the 

rescue process for there  a GUI is created with the help of Visual C 

where in the life guard can select the drone for the rescue mission. 

 

   Keywords- global positioning system(GPS), life-ring, Zigbee, 

Arduino, pixhawk, visual c, servo motor. 

I. INTRODUCTION 

The drone technology has been used by different organizations 

and hobbyists. However, the advantages of this technology 

extends beyond these applications. The use of drone leads to 

safe, cost-effective solutions ranging from data collection to 

delivery. In the present scenario where autonomy and collision 

avoidance technologies improve, so does the drone’s ability to 

perform complex tasks increase [7]. This project presents the 

design of the ring buoy Delivery Drone System, which delivers 

ring buoy to the drowning victims before the lifeguard reaches 

[6]. Once the victim has a ring buoy, he/she can survive until 

the lifeguard reaches him/her. Lifeguards and rescue crews 

around the world are now   considering drones to be life-saving 

equipment. These drones can quickly deliver flotation devices 

to the drowning victims, saving time and reducing panic. 

Drones could soon become a standard life-saving accessory for 

lifeguards and rescue teams.  

Even just a few seconds in the water can make a difference 

between life and death, and these drones can fly much faster 

than people can swim. A drone carries a payload of inflatable 

ring buoy and can fly to the drowning victim. Upon arrival of 

the drone above the swimmer, it releases the ring buoy. The 

whole process is completed within 60 seconds. The swimmer 

wears a notification device which is like a strap band which fits 

on the wrist of the swimmer, that can send GPS signals to the 

drone [1][12]. 
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II.   SYSTEM MODEL 

 

Fig 1. System block diagram 

The lifeguard process and the drone system are not dependent on 

each other, that is if the lifeguard due to some reason is not able 

to reach the drowning victim in time, the drone will still 

continue and drop the ring buoy. 

The drone process will start and simultaneously the lifeguard 

has to swim to the drowning victim. This victim is positioned 

on the rip current and is trying to escape. 

As shown in fig(1), with the help of an emergency button on 

the wrist band the swimmer will be sending GPS signals to the 

drone with the help of the ZigBee transmitter [1][2]. 

As shown in fig (5), the rescue station receives the location of  

the victim  with the help of ZigBee receiver and finds the exact 

spot and coordinates with the victim. The rescue station [5] is 

where the life guard will select which drone will be selected for 

the flight. The rescue station will plan the mission for the drone 

[3]. The rescue station will then command the drone to lift-off. 

The drone leaves the home point to the given coordinates. 

The drone will then detect the exact location of the drowning 

victim and start hovering towards the drowning victim. When 

the drone reaches the victim in time, it will drop the ring buoy 

near the drowning victim. The victim grabs it, and then the 

drone returns back to its home point [6]. This will increase the 

victim’s survival time. Lifeguard has identified the zone of the 

victim and is prepared for rescue process. 

 

Working 

Let’s consider a swimmer named ‘X’ has gone deep into the  

sea. Then ‘X’ is attacked by rip currents in the sea. ‘X’ has 

worn the wrist band ,with an emergency button on it. Now 

when the ‘X’ feels it can’t resist the rip currents it will press the 

button on the wrist band. 

When this button is pressed this sends an SOS signal to the 

rescue station, fig5 which shows the GUI of rescue station. The 

rescue station has an option of alarm which turns red whenever 

the button is pressed. The SOS message consists of the GPS 

location of ‘X’. 

This alerts the lifeguard that the swimmer is in in danger. The 

lifeguard at the rescue station selects the alarm button which 

has turned red and this creates a notepad. 

This updated notepad is uploaded in the mission planner 

software as shown in fig3. By selecting “do action” in the 

mission planner software the Pixhawk present on the drone 

receives the signal and follows the waypoint and drops the ring 

buoy and saves the swimmer ‘X’. 

After the drone has dropped the ring buoy the lifeguard will 

also swim to ‘X’. 

Hardware used: 

1.Emergency Button :- It is placed on the wrist band used by the 

victim. It has a ZigBee module present in the band. This 

module is used to send GPS co-ordinates to the drone. 

Whenever the emergency button is triggered the ZigBee 

module sends GPS co-ordinate to the drone [4]. 

 

2.Zigbee:- It is used to transmit and receive GPS coordinates. 

The transmission of the GPS coordinates is done by the wrist 

band and the reception is done by the rescue station [1][2]. 

 

3.Rescue station :- It consists of computer hub where the 

ZigBee receiver will receive the GPS coordinates from the 

victim and then select the drone which will be sent for the 

rescue mission[3]. 

4.Servo Clamp :- A servo clamp is used to hold and drop the 

life ring. The clamp is connected to the pixhawk which 

instructs when to release the life ring.  

 

5.Pixhawk:- This is a  flight controller which manages the 

motion of the drone by setting appropriate speeds for the BLDC 

motors. It receives commands from on board/off board 

computer via MAV Link protocol and takes action according to 

them. [8] 

 

6.GPS:- NEO-8m model is used for mapping the GPS co-

ordinates. 

 

7.Arduino Mega:- The Arduino mega board is used to build the 

wrist band. On this board is mounted GPS and Zigbee in 

transmitter mode. 

 

Software Used 

1.Arduino IDE:- Is the software used to program the GPS 

module in order to receive the real time coordinates. 

As shown in fig 4 are the GPS coordinates that were received 

from the drowning victim. These coordinates were received via 

a ZigBee module. The ZigBee module was configured only as a 

transmitter using the XCTU software. Using this software the 

ZigBee module was programmed in such a way that when the 

button was pressed the coordinates were transmitted. 

It was also used to handle the interrupts that were generated 

when the switch was pressed [10]. 

 

2.Visual C: The GUI for the rescue station is written in visual c. 

 

3.Mission planner: Mission Planner is used as a ground control 

station for the use of  Plane, Copter and Rover. It can be only 

used with Windows. It can also be used as a configuration 

utility or as a dynamic control supplement for autonomous 

vehicles. [11] 

 

II. DESIGN SOLUTION 

Design of drone 

The drone is designed in such a way that it can carry a payload 

of 1000g. The rpm of the motors is 980kv. The propellers used 

are  10inches.  It can fly up to a height of 100m. The battery life 

of the 3s lipo cell  is  4000mAH , which can work for15mins. 

The telemetry used by the drone to communicate with rescue 
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station has a range of 1000m. Weight of the quadcopter is 

2kg.The motors were controlled using ESC of 30mA. The 

frame used for the drone is S500. 

 

 

 

Fig 2. Drone model 

Design of Wrist band 
The design of the wrist band includes an arduiono mega board, 

GPS and zigbee. The GPS placed on the arduino board is 

programmed in such a way that it can take real time GPS 

coordinates[9]. The zigbee used is configured using XCTU 

software for transmission. It is also programmed in such a way 

that it can transmit the GPS coordinates. The arduino board also 

has a hardware switch which acts as an interrupt. On pressing 

of the switch the coordinates are transmitted. 

 

Fig 3. Flowchart of the proposed Solution 

The drone rescue process proceeds as follows: 

 

1.The system keeps on checking if the emergency button is 

pressed. 

2.If ‘yes’, it will send GPS coordinates to rescue station. 

3.If ‘no’ it will keep on checking. 

4.Rescue station receives the GPS coordinates and plans the 

mission for the rescue. 

5.Drone then reaches the GPS coordinates and drops the life 

ring. 

6.After the mission is completed it will return back to its home 

location. 

 

IV.  RESULTS AND DISCUSSIONS 

An .Autonomous flying of drone  

 

As shown in the fig (4), the mission is planned by the drone to 

reach the drowning victim. The drone follows the path as 

shown in the figure. The fig (4) is the snapshot of the screen 

that can be viewed at the rescue station 

 
Fig 4. Autonomous settings on mission planner 

Transmission of GPS coordinates 

As shown in Fig (5) are the coordinates received by rescue 

station sent by the drowning victim. These are the latitude and 

longitude values. This is the snapshot seen on the Arduino ide 

terminal. 

 
Fig 5. Receiving GPS coordinates 

 

B.GUI of rescue station 

 

As shown in fig. (6), is  the GUI of the rescue station. From this 

window you can select the port from which the data is going to 

be transmitted to the drone.  Also you can read the data that is 

being received by the Zigbee receiver. The required baud rate 

can also be selected from the drop down menu. When the send 

option is clicked the port status will go green when the data is 

transmitted. The drone selected option will show which drone 

is being selected. 
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Fig 6. GUI for rescue station 

 

 

C.Wrist band 

 

As sown in fig (7) is the wrist band that has an emergency 

button and zigbee transmitter. Whenever the button is pressed 

the GPS sends the data to the rescue station. 

 
Fig 7. Wrist band 

 

D.Final test of drone using servo motor 

 

As shown in Fig (8),is the drone that was tested using the drop 

mechanism. It is a holding a ring in the servo clamp. It drops 

when it reaches the drowning victim.  

 

Fig 8. Drone using drop mechanism 

V.   CONCLUSION 

This concept is developed in order to alert the divers at the 

beach. So that those drowning in the sea will be sent a life 

jacket using quadcopter technology before the diver arrives. 

The drone will reach the site by tracking the location using 

Global Positioning System (GPS). The proposed model can be 

used at various levels, for eg: drone companies, healthcare 

companies, government organizations. 

 

VI.     FUTURE SCOPE 

1.A camera can be used that allows the lifeguards to view the 

current situation.  

2.In future the drone can send real time video and audio feed to 

the rescue station for monitoring purposes. 

3.Another method is to use artificial intelligence where in it can 

automatically detect the drowning victim without the need of 

pressing the hardware switch. 

4.Implementing drones in medical field to deliver the medicine 

and first aid.  
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Abstract- Indian Railways is the third largest rail network in the 

world and provide an efficient service to travelers. Tracks running 

well over 60,000 KM helps connect about 7500 stations, ferrying 

nearly 20 million people every day. One of the important problems 

faced by train travelers in India is to find out whether the 

destination station has reached or not as the schedule is not always 

on time. The proposed system consists of 2 sub systems. One is 

integrated in the train engine for reading RFID tags installed in the 

entry of the station platforms [1]. Another is the mobile application 

which works in offline mode for providing useful information 

regarding the destination arrival time and also offers other features 

to a train commuter. This system works well during emergency 

situations where the normal mobile network and other modes of 

communication fail to provide train station information to 

travelling commuters.  
Keywords- Railways, RFID, Information Display Boards; 

I. INTRODUCTION 

Passengers travelling in night trains usually wake up 

early to know which station the train currently passed by. During 

early morning hours or at night the visibility of outside railway 

station boards at stations are not clear from travelling trains. 

Passengers are often frustrated with wanting to know the details 

regarding the station. The proposed idea is to develop an 

information system using LED boards in coaches for providing 

real time information regarding the current station passed by. 

This cost effective approach enhances user experience by not 

disturbing the passenger’s sleep in night trains as they need to 

wake up much early to avoid their destination been passed. 

Currently travelers rely on wakeup call service using 139 

services or manually search the place using other map services 

using GPS. Map services by Google rely completely on 

availability of Internet services like 3G and above networks 

which is not a reliable network during train travels and 

consumes huge battery power and packet data.  

There are number of existing online based services 

which give useful information regarding arrival or departure 

time, next stop arrival time etc. One such service offered by a 

private website not connected to Indian Railways is 

“www.etrain.info” [13]. Another service available to Indian train 

commuters is Rail Radar [14], a live train tracking service that 

runs on Google Maps. Available at 

http://railradar.trainenquiry.com/ the service allows you find out 

the exact location of a train. One of the oldest IRCTC initiatives 

for improving customer satisfaction is “Railways on SMS”. In 

this service, train travelers can send an SMS to 139 to avail 

following services- PNR status enquiry, fare enquiry, train 

arrival or departure enquiry, accommodation availability, train 

time table enquiry etc. All of these services rely upon the 

existing mobile communication networks. If train commuters are 

travelling through mobile cell networks with low range, internet 

based services is of little use.  Under emergency situations like 

flooding, earthquakes etc and in the absence of mobile networks, 

there is not a single service which can offer a reliable train 

station information details to the customers during their journey 

in the early morning hours or at night hours.  

The proposed system employs broadcasting of station 

information from a unit at station to the unit in train engine 

wirelessly upon the entry of that train to a station. The engine 

unit then updates this information in the LED units at each coach 

in real time. The proposed system also contains a mobile 

application. The train code displayed in the display boards can 

be entered into the mobile application which in turn gives details 

about estimated arrival time of the destination station. The 

customer can also set alarms by entering the destination station 

name or code into the application. 

Section II covers working of proposed system using 

RFID. In section III analysis of various feasibility issues related 

to integration of proposed system with the existing system is 

discussed. Cost effectiveness of RFID in our proposed system 

compared to GPS is evaluated in section IV. In section V brief 

discussion regarding implementation is provided.    

II. PROPOSED INNOVATION 

The proposed system employs Radio frequency 

identification wireless technology [9] and tracking system for 

updating railway station information from railway platform to 

the train engine and in turn transfers this information to the LED 

display boards at each coach in a wired fashion. RFID tags can 

be used for identifying products and objects uniquely. It contains 

an integrated chip, an antenna and a memory unit which stores 

information related to product’s electronic product code [EPC]. 

A Radio frequency identification system consists of 3 parts: - 

scanning antenna, RFID reader (transceiver) for decoding data 

and a RFID tag (transponder) [4]. The purpose of scanning 

antenna part of RFID reader is to radiate RF signals to do two 
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things: One, a means of communicating with the RFID tag and 

two, it gives the RFID tag the necessary energy for 

communication.  

 

 

 

 

 

 

 

 

 

Fig-1: Basic Layout 

Figure-1 shows the working our proposed system. The 

RFID tags installed at entry point of each station stores data 

related to the corresponding railway station known as “station 

tags”. Station tags are the short form notation which uniquely 

identifies each station name similar to station notations currently 

used in IRCTC.  The train’s engine uses an RFID reader to read 

and track the RFID tags installed in the station. The reader then 

passes this station tag information to the corresponding coaches 

in real time.  The tag installed at the stations contains details 

regarding the station name. The basic layout is shown in figure 

1. The most optimal location to store RFID tag is at the entry of 

the platform as shown in figure 2.  
 

 

 

                                                                                                                                                                                                

Fig.2: Position of RFID tags 

The position of RFID tag (As shown in figure-2) below 

the entry position of platform is safe enough to protect it from 

rain water and it gives the optimal shortest distance to the train 

engine RFID reader. Figure-2 actually depicts the position of 

RFID tags in the entry point of each station that is below the 

edge of platform pavement. When the train engine approaches 

the platform, RFID tag passes through the field of the RFID 

reader’s antenna and activates the RFID tag chip which in turn 

sends the data in its microchip to the RFID reader.  The RFID 

tags receive their power from the magnetic field generated by 

the RFID reader in train engine through inductive coupling. 

Coupling elements of the RFID tag converts the received 

magnetic field and produces a current which powers the tag. The 

RFID reader will decode the received signal and send the 

decoded data to the LED boards in coaches in wired manner.  

The main benefit of using RFID systems [11] is its non-

contact and non line of sight nature. RFID tags works in various 

challenging scenarios at remarkable speeds with response time 

taking less than 100 milliseconds in most cases. It also functions 

through a variety of substances like fog, snow, paint and could 

be effective in other visually and environmentally challenging 

conditions. 

WIFI hotspots within the train can provide connectivity 

with RFID reader so that commuters can obtain the real-time 

location details [1], [6]. The android application can be equipped 

with in-built algorithm for calculating the next station details, a 

machine learning algorithm for finding the expected destination 

time and other interesting features. Another add-on to the 

proposed system is using a handheld attachment connected to an 

android-based mobile device which gives more interesting real 

time information.    

Passengers often wake up early in the morning in night 

trains due to uncertainty in knowing which railway station the 

train might have reached. Due to the sudden changes in the 

railway station it seems harder for a passenger to read a railway 

station board in a moving station.  And passengers can’t fully 

rely on wakeup call service 139 either due to uncertainty of 

waking up a person in deep sleep and other external noises.   

The passenger’s experience will get enhanced in trains 

if they can see which railway station has arrived or which one 

just passed by. In AC coaches [2 Tier, 3 Tier or Chair car], the 

visibility of railway station boards is poor in day time and much 

more difficult during night or early morning hours.  The 

proposed system establishes a simple user friendly display 

system which gives commuters the necessary railway station 

details. 

One of the enhancement for the proposed system is by 

creating an android application that can give commuters more 

information regarding next train information, expected 

destination time, next stop where food is available in addition to 
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alarm settings. For this enhancement, WIFI technology can be 

utilized.  

III. FEASIBILITY OF IMPLEMENTATION OF THE 

PROPOSED INNOVATION 

Radio frequency identification belongs to a family of 

Automatic identification and Data capture. RFID tags are simple 

to use and works very well even during bad weather conditions. 

It would be impossible to know the station details from AC 

coaches when it’s raining.  The RFID tags proposed is used in 

passive mode which does not require any power source like a 

battery and hence will remain usable for longer period of time. 

The power comes from induction method from the RFID reader 

in the train engine, i.e; the induction from RFID reader is filtered 

and rectified into DC for powering the tags.  Once the RFID tag 

comes closer to RFID reader, the data in RFID tag’s memory 

will be read by RFID reader. These RFID cards or tags costs 

about Rupees 50 and the size are analogous to size of a coin. 

The RFID reader emits RF waves [5], [7] in ranges 

varying from few inches to 100 feet or more, depending upon 

the power output and RF used. The reader’s RF waves creates 

electromagnetic field and if the RFID tag comes within the 

sphere of this field it gets activated and send the memory data to 

the RFID reader which in turn decode it and produces useful 

information.  

Currently the railway employs LED display boards in 

coaches to display whether anyone currently occupied the toilet 

or not. This same system can be extended to display the current 

railway station just passed by. The non functional features are 

fully compatible with the existing system as the same type of 

contract can be extended to achieve this. The wiring operation 

can be made simpler by integrating the wiring with the 

connectivity mechanism already implemented from train engine 

to each coach for emergency braking system. The power 

requirement for the LED display is already implemented for 

toilet occupancy display board. For the start-up cost involves 

cost for readers, tags, software unit, wiring and display boards.  

To integrate with the existing system, the RFID system 

should be properly tested and implemented. Hence time must be 

spent as a best practice approach before finalizing the kind of 

RFID tag to be employed. The hardware should be tested for 

potential pros and cons. Testing phase should utilize different 

types of tags after proper type of RFID reader and antenna is 

selected depending upon the range requirement. 

Currently there is no such information system in any 

public transportation systems which employ RFID tagging 

methodology for passing station information to the commuter 

information boards. Presently in public buses the LED boards 

shows the next stop information.  

IV. COST EFFECTIVENESS OF PROPOSED DESIGN 

The cost of RDIF reader ranges from 300 to 1000. The 

setup cost involves cost for packaging the reader unit in engine, 

wiring to the respective coaches, LED display units per train and 

the control unit (software unit) which analyses and decodes the 

railway station information. Also it is expected that with more 

and more applications switching towards RFID technology both 

in commercial and industrial in near future the cost will reduce. 

The cost per unit of RFID tags will be reduced further if orders 

are in bulk.   

GPS: GPS (Global positioning system) reader system [14] offers 

tracking of objects using a tracking device that obtains signals 

sent from GPS satellites.  And these signals in turn used to view 

the real-time position of objects like car, busses etc and the 

digital screen is used for displaying the GPS data. The 

technology can triangulate the longitude, latitude, speed of the 

object and direction of movement. Nowadays GPS reading can 

be tracked using Internet or using mobile applications. The table 

[1] shows the comparison (relevant to the proposed system) of 

Passive RFID reading and GPS technology.  

Table.1 Comparison of RFID and GPS [12] 

KEY FACTORS PASSIVE RFID 

TAGGING 

GPS METHOD 

Range Limited 100% coverage on the planet 

Power Requirement 
Not power 

hungry 
Power hungry 

Cost Cheap Costly 

Reliability 

Consistency 

offered within 
the specified 

reading range 

Accuracy not guaranteed 
always and may change due 

to obstacles like trees, 

buildings and extreme 
weather conditions 

External Battery 

Source (During 
power failure) 

Not required Not always possible 

The RFID technology offers so many advantages [11] 

compared to other information transfer systems. RFID 

technology provides longer operational life as it doesn’t require 

external power source and the power is obtained in wireless 

mode. The usage of passive tags makes it easy to replace or 

maintain the tags. The cost of maintenance per passive tag is 

much lesser compared to active tags. The periodic maintenance 

can be conducted on the reader device in the train engine by 

checking the value read from a test RFID passive tag and 
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troubleshooting if any reading error occurs.  The tags at the 

station can also be tested periodically by the same approach.  

The main benefit of using RFID systems is its non-

contact and non line of sight nature. RFID tags works in various 

challenging scenarios at remarkable speeds with response time 

taking less than 100 milliseconds in most cases. It also functions 

through a variety of substances like fog, snow, paint and could 

be effective in other visually and environmentally challenging 

conditions.    

Few disadvantages of RFID [8] are discussed in this 

session. Reader collision occurs when the signals from two or 

more readers overlap. The tag is unable to respond to 

simultaneous queries. Systems must be carefully set up to avoid 

this problem. Few constrains anticipated during set-up phase is 

that the range should be properly calibrated for the proposed 

system by the hit and trail method. One of the constrain in using 

RF waves is the interference effect due to metal bodies. Tag 

misalignment, the presence of water in the vicinity of RFID 

reader system and the location selected for installing RFID tags 

poses some difficulties during reading phase.  

V. IMPLEMENTATION 

For the implementation purpose we used Raspberry Pi 

B processor (Fig.3), an RFID reader (based on 125 KHz 

frequency) and Python programming language. The proposed 

system can be integrated with mobile application or web based 

application. Another possible area of improvement is integrating 

with existing system of arrival or departure time prediction 

system. The program reads values (“Kottayam” and 

“Ernakulam”) from 2 tags and compares with the stored 

database to find the station code (Fig.4). The station code can 

then be sent to the information boards installed in train coaches.  

 
Fig. 3 Prototype: Raspberry Pi B processor with RFID reader 

 
Fig. 4 RFID Reading with Python program 

 The proposed can be integrated with existing arrival or 

departure time prediction system like Rail Radar. Indian 

Railways has launched Rail Radar [13], a live train tracking 

service that runs on Google Maps. Available at 

http://railradar.trainenquiry.com/ the service allows you find out 

the exact location of a train. Trains that are running on time are 

displayed in blue and those running late are shown in red. 

Clicking on a train shows the status of the train, and also the 

route. [15] Active RFID tags give 100% accuracy but in our 

proposed system we are using Passive tags. The accuracy of 

Passive tags depends upon environmental factors and metallic 

interferences at the time of reading. In ideal or optimal reading 

scenarios the accuracy is 99%.  

VI. CONCLUSION 

There is immense opportunity for RFID technology yet 

to be tapped in real world applications like real-time monitoring 

of logistics, real-time status value extractions of wireless sensors 

etc. The proposed work gave us in depth insight into the 

possibilities of RFID technology [10] in solving one of the 

important problems faced among train commuters in India. The 

same system can be applied flawlessly in other public modes of 

transportation especially in tier-1 and tier-2 cities. 

VII. FUTURE SCOPE 

The proposed system reduces the cost of implementation in 

public transportation bus’s location access systems. The RFID 

technology along with an offline mobile application can be used 

in tourism sector. Tourist’s locations and national museums can 

install RFID tags and provide an application so that they will get 

useful information.   
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Abstract— The newest favorable technology which supplies to 

the customer end data amenities at a high speed is the Worldwide 

Interoperability for Microwaves Access (WiMAX). By witnessing 

the foundation of the WiMAX physical layer a thought has been 

excellently attained concerning the system of WiMAX. The 

foundation improving the BER vs. SNR variation using the Firefly 

algorithm has been discussed in this paper using MATLAB 

(R2013b) simulator. The studies and research of the students and 

scholars are based on the meadow of WiMAX can use this model 

as a helpful reserve. The reimbursements of using Firefly 

algorithm in a WiMAX system have been depicted in this paper. 

Keywords— Orthogonal Frequency Division Multiplexing 

(OFDM), FA(Firefly Algorithm), Wide Area Ntwork(WAN). 

I.  INTRODUCTION  

The showground of telecommunication has a blowup demand 

of a superior set of amenities, for instance, immediate 

messaging, video conferencing, or any other kind of 

communication provision. New technologies are settled for the 

attainment of high data rates with the hundreds of persons 

demanding to get entree at an analogous tower. WiMAX 

(Worldwide Interoperability for Microwave Access) is an 

encouraging elucidation or a technology conveying digital 

Broadband Wireless Access (BWA) with augmented rapidity 

and distance that marks it underneath the Fourth Generation 

(4G) of expertise [1].  

Expansion of the WiMAX was completed by IEEE (Institute of 

Electrical and Electronics Engineers), a society that 

mechanisms for the educational and technical origination in 

innumerable castigations. IEEE 802.16 was the profitable 

standardization of the WiMAX family for which a group in 

June 2001 was molded baptized as WiMAX Forum. A wireless 

auxiliary to cables, DSL, and fiber providing much-advanced 

bandwidth over the corresponding reportage areas. Another 

headway in the clan of wireless communication is the forefront 

version of WiMAX, commonly known as WiMAX 2+ that can 

exert in amalgamation with LTE (Long Term Evolution) [2]. It 

is also from time to time termed as MAN (Metropolitan Area 

Network) interrelating the operators in a geographical section 

proposing resourceful interconnection to a Wide Area Network 

(WAN) [3]. 

Two groups of WiMAX have been volunteered to discourse the 

supplication of dissimilar types of access. IEEE802.16-2004 is 

the first version of WiMAX also designated as Fixed WiMAX 

intended for fixed applications from its base stations. It is 

centered upon the two standards specifically ETSI HiperMAN 

(High-Performance Radio Metropolitan Area Network) in 

addition to IEEE 802.16 agreeing global deployment. It 

encompasses the usage of 256 carriers Orthogonal Frequency 

Division Multiplexing (OFDM) and the profiles aimed at 

compliance testing. This version has its provision expanding to 

both line-of-sight and non-line-of-sight provinces providing a 

bit rate ranging from 32 Mbps to 134 Mbps. The second version 

or the modification i.e. IEEE 802.16e provisions mobile 

applications [4, 5]. This standard reinforced a lower bit rate of 

15 Mbps while providing access in the non-line-of-sight 

domain. It enabled full nomadic besides mobile users organized 

with roaming and handoff [6]. 

In the existence of noise, WiMAX writhes from stark enactment 

deprivation. In the literature, plentiful approaches have been 

offered to correct channel noise either in the time domain 

otherwise in the frequency domain. In previous papers, 

numerous computational intelligence techniques have been 

used that does not deliver a better result, here the proposed 

technique is utilized to deliver an improved result in 

comparisons to already implemented intelligence technique. 

For such circumstances, the proposed method in this paper i.e. 

the firefly algorithm is appropriate wherever performance is 

very authoritative although the computational cost is less 

indispensable [7-10]. 

The result is amended by the application of the firefly algorithm 

in the MATLAB (R2013b) simulator. The numerous iterations 

will be evaluated and the finest possible result retains the 

objective of entire operation i.e. improvement of SNR and BER 

in CODED-OFDM based WiMAX System by the application 

of FA [10, 11].  

Section II of the paper describes the literature survey and while 

section III describes problem statement and Section IV provides 

specifics about the system model. Section V describes the 

simulation results and Section VI describes the Conclusion. 
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II. RELATED WORK 

In [1] the model construction of the WiMAX physical layer and 

the enactment valuation for real-time audio data 

communication in WiMAX using convolution coding has been 

discussed. BER performance of the signal communicated over 

the AWGN channel is improved in the WiMAX system by the 

use of convolution coding. In [5] authors emphases on 

examining significant QoS parameters in the WiMAX system. 

Results showed that an optimum WiMAX network should have 

very a small value of delay and packet plummeted, while high 

values of throughput. In [6] WiMAX know-how, its simple 

conceptions, uses, and advantages/disadvantages are studied. 

Operation of the WiMAX system is corroborated under 

numerous channels in addition to modulation systems. The 

graph amongst SNR and BER for performance exploration has 

been drawn. In [10] discussion is made about various security 

problems in each version of the WiMAX system. The handling 

of the security problems and basic evolution of the technology 

has also been deliberated. The various solutions to tackle such 

security issues have also been proposed. Basically, a light has 

been thrown on the security issues and related solutions in the 

WiMAX system. Under the security’s umbrella numerous 

authentication, access control in addition to encryption 

technologies fall. After the clearance of all the problems related 

to security, this broadband technology plays a major role as a 

future technology of wireless communication. In [29] Non-

linear design problems solution by utilizing the newly 

developed Firefly Algorithm has been shown in this paper. As 

compared to solutions obtained in the literature previously, FA 

performs better for an optimization related standard pressure 

vessel design optimization. Nonlinear design optimization is 

successfully optimized using the Firefly Algorithm. Some 

standard test functions were used to validate the algorithms. 

Unconstrained stochastic functions were solved using the FA 

after new test functions are designed utilizing the singularity 

and stochastic components. 

III. PROBLEM STATEMENT 

WiMAX network lacks quality service because there are 

hundreds of people trying to get access at the same tower 

accompanied by various environmental factors like distraction, 

diffraction, etc. due to this maintaining high SNR and low BER 

becomes difficult. Hence an efficient technique i.e. Firefly 

algorithm has been amalgamated with the WiMAX system for 

the improvement of signal to noise ratio (SNR), bit error rate 

(BER). 

IV. PROPOSED ALGORITHM 

The Firefly Algorithm was advanced on the foundation of the 

idealized behavior of the fireflies and their flashing 

characteristics.  

As per the following three rules, the flashing characteristics are 

idealized as: 

 Regardless of the sex, each firefly is attracted to other 

fireflies as all fireflies are unisex. 

 For any two flashing fireflies, towards the brighter 

one, the less bright firefly moves since attractiveness 

and brightness are proportional to each other. Both 

attractiveness and brightness reduce as their distance 

upsurges as the attractiveness is proportional to the 

brightness. A firefly will randomly move in case of 

non-existence of a brighter firefly. 

 The objective function’s landscape helps to determine 

the firefly’s brightness or light intensity [11-13]. 

Fig. 1 Flowchart of the Proposed Algorithm 

V. SYSTEM MODEL 

Following are the steps to be followed in building up the system 

model in the MATLAB (R2013b) simulator. 

A. Assumption and Configuration 

Create the input environment with Length of FFT= 256, length 

of cyclic prefix= 256/8 =32, modulation size =64, 128, and 256, 

system bandwidth= 20 MHz, null subcarriers (guard and dc) 

=368, pilot subcarrier= 560, data subcarriers=1120, 

subchannels = 30, subcarrier spacing =10.93 KHz, guard 

time=11.4 us, symbol time= 91.4 us, OFDM symbol 

duration=102.8 us, number of OFDM symbols in 5ms 

frame=48.  

B. Steps followed in model building 

 

1) Signal generation for Transmission 

Generate random data that is further passed through various 

processes such as interleaving, forward error correction, and 

modulation. Now, implement the subchannelization and frame 

generation process. Convert the signal to time samples and add 

the cyclic prefix to it. 

2) Signal transmission 

Now the message signals are transmitted through the AWGN 

channel. 

3)  Improved performance   

Convert the signal to frequency samples and remove the cyclic 

prefix from it. Now the signals are demodulated and decoded. 

Necessary random data is now obtained. Computational 
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intelligence technique (i.e. firefly algorithm) is used for the 

improvement of signal to noise ratio and bit error rate. 

4) Necessary computation and comparison  

Measure the values of signal to noise ratio and bit error rate after 

the implementation of the Firefly algorithm using the following 

formulas. 

 Signal to noise ratio= ratio of signal power to the noise 

power. 

 Bit error rate= the number of bit errors divided by the 

total number of transferred bits throughout a studied 

time interval. 

5) Comparison 

Compare the base paper result with proposed results of 

performance improvement in CODED-OFDM based WiMAX 

system. 

VI. SIMULATION RESULTS 

Various results and comparison of proposed results with 

existing technique result in terms of SNR and BER in 

MATLAB (R2013b) simulator have been shown in this section. 

A. Variation of BER vs. SNR using different modulation 

techniques 

In table 1 and figure 2, it is observed that from the comparison 

of different modulation techniques and their performance 

against BER versus SNR results show that 256 QAM performs 

best (hence also termed as proposed results in next sub-section). 
 

TABLE 1 shows the comparison of BER and SNR for different modulation 

techniques 

 

Fig. 2 Variation of BER vs. SNR for 64-QAM, 128-QAM, and 256-QAM 

B. Variation of BER vs. SNR for the existing and 

proposed results 

In table 2 and figure 3, it is observed that from the comparison 

of existing results and proposed results using Firefly algorithm 

and their performance against BER versus SNR results show 

that WiMAX system performs best with Firefly algorithm. 
TABLE 2 shows the comparison of BER and SNR for existing and proposed 

results 

 EXISTING-

RESULTS 

PROPOSED-

RESULTS 

S.NO BER SNR BER SNR 

1. .000298 11.1 .000301 11.2 

2. .000289 11.76 .000299 13 

3. .000270 13.01 .000288 15.1 

4. .000254 13.7 .000267 17.2 

5. .000244 14.2 .000250 18.7 

6. .00021 14.4 .000216 19.45 

7. .00019 14.7 .000200 19.87 

 
Fig. 3 Variation of BER vs. SNR for existing and proposed results 

  

16-QAM 

 

128-QAM 

 

256-QAM 

S.NO BER SNR BER SN

R 

BER SNR 

1. .000299 11.1 .00029

8 

11.3 .000

301 

11.2 

2. .000296 11.76 .00029

5 

11.8 .000

299 

13 

3. .000273 13.01 .00028

9 

13.2

5 

.000

288 

15.1 

4. .000262 13.7 .00027

8 

13.8

6 

.000

267 

17.2 

5. .000255

7 

14.0 .00025

7 

14.9 .000

250 

18.7 

6. .000200 14.9 .00022

2 

16.4 .000

216 

19.4

5 

7. .000187 15.01 .00021

2 

16.7 .000

200 

19.8

7 
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VII. CONCLUSION 

In the noise presence, WiMAX wriggles from stark enactment 

deprivation. In the collected works, plentiful approaches have 

been presented to spot-on channel noise either in the time 

domain or else in the frequency domain. In previous papers, 

several computational intelligence techniques have been used 

that does not make available a better result, here the proposed 

technique is used to provide better upshot in comparisons to 

previously implemented intelligence technique. For the 

circumstances, the proposed system is appropriate wherever 

performance is very authoritative even though the 

computational cost is less vital. 

The result is improved by the application of the firefly 

algorithm. The numerous iterations are evaluated and the best 

possible result preserves the objective of the entire operation 

i.e. improvement of SNR and BER in WiMAX System by the 

use of FA. 
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Abstract—Plant growth monitoring and plant protection 

are the key elements in the plant production industry. 

These factors influence the quality and productivity of 

the plant and its yields. Diseases are the major factor that 

vitiates the plant health. More often they harm plant 

parts like fruit, flower, leaf or stem, but quite often the 

severity of diseases may even result in plant death. In 

recent years, computer vision techniques, machine 

learning algorithms, and deep learning models have 

gained importance due to their capability of dealing with 

complex data with precision. These techniques are well 

known for pattern recognition and classification 

problems. Therefore in this work, a multilayer 

convolutional neural network is proposed for the 

classification of diseased plant leaf images. The real-time 

images of four different plants in healthy and diseased 

condition are collected for validating the performance of 

the proposed model. Results, when compared with other 

methods, shows the higher classification accuracy of the 

proposed model. 

Keywords—Computer vision, Convolutional neural 

network, Deep learning, Image classification, Plant 

pathology. 

I. INTRODUCTION 

The plant growth monitoring and plant protection 

are the key concepts for agriculture. The production 

from a field is completely depended on how healthy is 

the plant being evolved. This in turns further imitates 

on the quality and quantity of the plant yields. There 

are several factors responsible for influencing the plant 

health, some of them are soil type, moisture level, 

humidity level, nutrient content, weed, and diseases, 

etc. Among them, plant disease is the major factor that 

decreases plant production. These diseases can occur 

in any part of the plants including stem, flowers, fruits, 
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leaves, stem, etc. More often a severe loss to the plants 

is observed when a disease is diagnosed in the plant 

leaves. Since leaves are the main source of producing 

food for the plants, therefore, entire plant life is 

depended on them. There is the number of factors 

responsible for affecting the plant health, but majorly 

those are categorized among two known as abiotic 

factors and biotic factors. The abiotic factor is the non-

living entities that include temperature, humidity, 

climate, etc. whereas biotic factors are the living 

organisms that include fungus, bacteria, or virus. We 

cannot countermeasure the environmental factors but 

on the other hand, while espousing suitable 

mechanisms abiotic factors can be counter-measured 

[1]-[3]. 

Generally, the conventional way of diagnosing a 

disease from the plant is done with the help of an 

expert. The samples of the plant have been gathered 

and observations have been made based on both 

physical and laboratory investigations. The functional 

part of these systems requires an expert known to be a 

plant pathologist to make decisions and also physical 

intervention. Usually, this entire process is time-

consuming and often ends up with a high cost [3], [4]. 

With the increasing demand for food production, it has 

become essential to adopt some real-time and 

automated measures to overcome the old-fashioned 

means of diagnosing plant diseases.  

Computer vision methodologies have been used in 

the number of applications for pattern recognition, 

classification, object segmentation, etc. Images and 

image processing techniques are to the core for all the 

computer vision applications. They play a key role in 
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storing and analyzing the useful and important 

information from a scene. Nowadays, it has been 

observed that a number of methods based on Machine 

Learning (ML) and Deep Learning (DL) has been used 

for processing an image. These methods are known for 

their capability of handling complex images and also 

for their higher accuracy. Deep learning models are the 

subpart of machine learning well well-known for their 

layered structures. These networks simulate the 

conventional artificial neural networks that map the 

functional capability to simulate the thinking process 

of the human brain [5], [6]. These networks are 

unsupervised in nature generally compromised of the 

stack of layers over one another.  Deep learning is also 

termed as deep neural networks or convolutional 

neural network having the capacity of learning from 

unstructured data [7], [8]. In recent years, deep neural 

networks have been extensively used for the purpose 

of classification.  

Therefore, in this study, we present a deep neural 

network for the classification of healthy and diseased 

leaves images [9]. The real-time images of the leaf 

have been acquired for this purpose. This dataset 

compromises of both the healthy and diseased leaf 

images. The images are then labeled for their classes. 

Then the entire dataset is divided among training and 

testing datasets. Three cross fold strategy has been 

adopted to validate the performance of our proposed 

multilayer convolutional neural network. The network 

is first trained with the help of the training database 

and then the trained model is then validated with the 

help of testing database for its accuracy. Finally, the 

results of the proposed model have been compared 

with other methods for its classification accuracy. 

The rest of the article is organized as in section 2 

literature related to a disease classification using deep 

learning has been presented, followed by proposed 

work in section 3, section 4 presents the details of the 

multilayer convolutional neural network, followed by 

results in section 5, finally, section 6 concludes this 

article followed by references.  

II. LITERATURE REVIEW 

The various studies related to deep learning have 

been done and summarized in this part. Edna Chebet 

Too et al. in [1] have studied the deep learning models 

named as VGG 16, Inception V4, ResNet, and 

DenseNets for the plant disease classification. They 

have broadly presented the fine-tuning and evaluation 

methodology of these dense layer architectures. The 

results were validated on the images taken from 

plantVillage dataset. Shanwen Zhang et al. in [4] have 

proposed a global pooling dilated convolutional neural 

network (GPDCNN) for the classification of 

cucumber plant leaf disease.  The presented model also 

combines the benefits of dilated convolution and 

global pooling. The model was validated for six 

different cucumber plant leaf diseases. Among 

DenseNets has obtained higher classification 

accuracy. S. Lakshmi and R. Sivakumar in [10] have 

worked with the artificial neural network and 

convolutional neural network for the classification of 

algae disease from the images. In [11] Yuan Yuan et 

al. have used the concept of transfer learning by 

utilizing the two-deep networks named as AlexNet and 

VGGNet for the classification of diseases from the 

plant images. Eight different kinds of crop diseases 

were considered for this work.  The images were 

acquired from the plantVillage image dataset.  In [12] 

Artzai Picon et al. have presented an adapted Deep 

Residual Neural Network-based algorithm for the 

classification of different diseases. The authors have 

acquired about 8178 images from the two sites located 

in Spain and Germany. Konstantinos P. Ferentinos in 

[13] has used a convolutional neural network for the 

classification of leaf images among healthy and 

diseased. For this purpose, the images were selected 

from the open data repository of about 87848 images 

with 25 different plants.  Focusing on the different 

diseases of the Grape leave images named as Esca, 

Black rot and Chlorosis, P. Goncharov et al in [14] 

have present a deep learning architecture. This 

research is primarily focused on the classification of 

diseases and the protection of plant from those 

diseases.   

With the help of the convolutional neural network, 

K. R. Aravind et al. in [15] have classified three 

disease form the grape leave images. For this purpose, 

the authors have used the AlexNet model that is 

validated with the help of 4063 images taken from the 

plantVillage dataset. Yang Lu et al. in [16] have 

presented a deep convolutional neural network for the 

classification and diagnosis of ten different diseases 

from the rice leaf images. For this purpose, the 500 

images are acquired in the real-time conditions. The 

proposed work is validated for ten cross strategy for its 

accuracy. Qiaokang Liang et al. in [18] have proposed 

a deep network named as Plant Disease Diagnosis and 

Severity Estimation Network (PD2SENet) for the 

classification of diseases from the plant leaf images. 

This works simultaneously for the diagnosis and 
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severity of the diseases occurring in the plant. A three-

channel convolutional neural network (TCCNN) is 

proposed by Shanwen Zhang et al. in [19] for the 

classification of the diseases from the vegetable leaf 

images. Aravind Krishnaswamy Rangarajan et al. in 

[20] have used two deep learning models named as 

AlexNet and VGG16 net for the classification of leaf 

images among healthy and diseased. The tomato leaf 

images were taken from the plantVillage leaf image 

dataset categorized among seven classes. With the 

capability of learning from the unstructured data, deep 

learning model has proven to play a significant part in 

the diagnosis of the diseases from the plant images. So, 

in this work, we present a study for the classification 

of plant leaf images among diseased and healthy.  

III. PROPOSED WORK 

The flowchart for the proposed work is given in 

Figure 1. At first, our primary focus is on the 

acquisition of the database. This has been carried out 

at Shri Mata Vaishno Devi, University, Katra, 182320, 

India. We have acquired images of 4 different plants 

containing both healthy and diseased images. Then the 

collected images are labeled and divided among 

training dataset and the testing dataset in the ratio 

70:30. The proposed multilayer convolutional neural 

network is the trained with the help of training dataset. 

After this, the trained MCNN model is then validated 

for the classification of leaves. Finally, the images are 

classified among diseased and non-diseased leaf 

images.    

Image 
acquisition

Image 
preprocessing

Image 
labelling 

Training 
datasset

Testing
 dataset

MCNN 
training 

Trained
 MCNN

Classification 
results

 
Figure 1. Flowchart for the proposed work 

IV. MULTILAYER CONVOLUTIONAL NEURAL 

NETWORK (MCNN) 

Deep learning models are similar in learning 

capabilities to the conventional artificial neural 

network. These models are well known for their 

capability of solving complex problems with higher 

accuracy. There are a number of deep learning model 

available like GoogLeNet, AlexNet, ResNet, VggNet 

etc. These models are varied based on their 

configuration details like the number of units, their 

depth, the learning algorithm, etc. These models 

generally have a layered architecture stacked over one 

another. More often depending on the complexity of 

the problems the number of layers namely 

Convolution layer, Max-pooling layer, Fully-

connected layer can be varied to the desired accuracy 

of the result. This is an important feature of the deep 

learning model. However, the deeper is structure the 

more complex is to handle it. This also increases the 

computational overhead of the network. Deep models 

are also known for their requirement of a high amount 

of data to give superior results [9].  

For this work, we have proposed a simple 

convolutional neural network that is inspired by the 

AlexNet model. The figure 2 shows the architecture of 

our proposed network. It consists of 6 convolutional 

layers each followed by ReLU, 3 Max-pooling layers, 

a flatten, and 2 fully-connected layer, where the last 

layer acts as an output layer consist of the Softmax 

activation function. The training of CNN has been 

performed with the help of BPA or SGD [9]. The 

various configuration details of the model have been 

illustrated in Table I. 

TABLE I. MCNN CONFIGURATION DETAILS 

No. of Convolutional layers 6 with 3×3 filter 

No of Max-pooling layers 3 with 2×2 filter 

No. of Fully-connected layers 2 

Dropout rate 0.2 to 0.5 

Learning rate 10-2 

Momentum 0.09 

Weight decay 1e-6 

Activation function ReLU 

Batch size 12 

Epochs 100 

Training algorithm BPA / SGD 
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Figure 2. Proposed CNN architecture 

V. RESULTS 

The training was accomplished on the GPU of an 

NVIDIA GTX1080 card using the CUDA platform. 

This process has been completed in about two and a 

half days. The proposed model has validated on about 

1345 images collected for four different plants. Some 

of the sample images are given in Figure 3. The entire 

collected images are being first labeled and then 

divided among two sets in the ratio 70:30. The class 

labeling for different plant images is given in Table II. 

The network is trained for three cross-validations i.e. 

first to classify the given image is of plant leaf or not, 

second is to classify the given image is the healthy 

image, and third is to classify the image is the diseased 

image. The training is accomplished using the 70% 

images of the database. The result was evaluated using 

the classification accuracy for the training of the 

network as well. The average training accuracy of the 

proposed model is found to be 98.58%. Then the 

trained network is tested for its accuracy using the 

testing database. The testing of the network is 

completed in within six minutes. The classification 

results of the proposed model are also compared with 

the other methods. Table III shows the higher 

classification accuracy of the proposed network.   

TABLE II. LABELLING OF IMAGES 

Plant name Healthy class Diseases class 

Arjun P00 P10 

Alstonia P01 P11 

Mango P02 P12 

Sukh chain P03 P13 

  

  

  

Figure 3. Samples images of Arjun, Alstonia, Mango, 

and Sukh chain plants  

  TABLE III. RESULTS FOR DIFFERENT METHODS  

Algorithms PSO SVM RBFNN MCNN 

Accuracy 87.96 91.57 95.21 98.24 

Missing 

report rate 
12.04 8.43 4.79 1.76 

False report 

rate 
8.23 5.54 2.36 0 

 

Finally, for the proposed work a number of 

challenges have been encountered. Most of them are 

related to the acquisition of the database. The images, 

when captured in the real environment, are appeared 

with the number of noises with them. Some of them 
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include the illumination, temperature, overlapping of 

leaves, and background details. The proposed CNN 

performs better under such unavoidable conditions. 

But, in the future, the model can be more deepen to 

further overcome the vulnerabilities present in the 

images.   

VI. CONCLUSION AND FUTURE WORK 

Plants are important for nature and as well as equally 

important for the living being. They are the essential 

part as they provide us with food, shelter, medicine 

and many more. Plants are also get affected by the 

diseases and the disorders as the human being does. So 

in this regard, some appropriate, timely, and accurate 

methods are to be adopted for suitable plant growth 

monitoring and plant protection. Therefore in this 

work, we have proposed a multilayer convolutional 

neural network for the classification of diseased plant 

leaf images. The results were validated on the database 

acquired for four different plant leave images 

categorized among healthy and diseased. The 

proposed model with 98.24% achieves higher 

classification accuracy when compared with the other 

state of the methods. In the future, the presented model 

can be further enhanced for the classification of 

different plant leave and diseases.    

TABLE IV. GLOSSARY 

Acronyms 
 

CNN Convolutional Neural Network 

GPU Graphics Processing Unit 

SVM Support Vector Machine  
PSO Particle Swarm Optimization 

RBFNN Radial Basis Function Neural Network 

MCNN Multilayer Convolutional Neural 
Network 

BPA Backpropagation Algorithm 

SGD Stochastic Gradient Descent 
ML Machine Learning 

DL Deep Learning 

ANN Artificial Neural Network 
ReLU Rectified Linear Unit 
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    Abstract—Cooperative communication in MANETs has grow 

to be an interesting area, as it perk up system efficiency but still 

lacks system design. Cooperative routing method includes route 

discovery, reply, enhancement and data forwarding resulting in 

mobility conflict and path enhancement. Hosts are typically 

battery operated, path selection method takes keen on energy 

utilization, harvesting ability and link break probability to 

establish suitable path across the network .  Using data stored in 

Cooperative Table and Relay Table we suggest a new Trusted 

Constructive-Relay-based Cooperative Routing (TCRCPR) 

protocol with trust inference framework, which provides trust 

assessment along with results in novel TCRCPR . A new path 

selection method incorporate route metric value from  MAC 

layer as remaining energy, EH(energy harvest) ability and 

generally entire network performance is enhanced comparatively 

and appreciably. Network layer frame unambiguously cover 

cooperative trusted path discovery, trusted path reply, trusted 

path improvement and trusted data forwarding. Hence this 

structure results in efficient throughput lower packet delay ratio, 

packet control, less energy consumption and secured data 

transmission and hence can be incorporated by means of existing 

lower layer mechanisms and can provided great efficiency in 

performance of MANETs.  

 

Index Terms—cooperative communication, trust based routing 

protocol, trust framework, reliability, mobile ad hoc network  

I.INTRODUCTION 

Mobile ad hoc networks (MANETs) were designed for 
environment which are co operative and are self-configuring, 

infrastructure-less network connected wirelessly having 

features such as frequent change in topology, weak physical 

protection, no centralized administration, limited bandwidth, 

limited operating range and high dependence on intrinsic node 

cooperation which exchange information while there is no 

central authority and fixed infrastructure. The lack of 

communications in MANETs makes reliability an issue and 

data transmission over multi-hop in the occurrence of 

malicious hosts. Few more issues faced by MANETs are 

repeated link breaks caused due to mobility along with fast 

tiredness of energy cause of restricted battery also impacting 
on the flexibility in MANETs. MANETs are mainly 

vulnerable to various kinds of routing attack occurred 

internally [13].It also faces some intrinsic challenge when 

compared with traditional wireless networks. Earlier proposed 

routing protocols for ad-hoc networks were ineffective 

handling attacks. 

    In paper work, a novel routing protocol called “CRCPR” 

based on cooperative communication is studied further to 

support MANETs. By exploring cooperative communication 

through trust evaluation and available information, energy 

consumption during transmission is bargained and decreased. 
Further implementing relay theory based on a Relay Table, [6] 

TCRCPR introduced offer huge efficiency by providing 

secure data transmission, trusted path discovered and  great 

robustness adjacent to node mobility by inducing link breaks. 

Route selecting method selects new route and make use of 

Route matrix value from Physical/MAC layer as remaining 

energy [7], EH capability and determine ultimate route by link 

break probability significantly affect network performance. 

CRCPR proposes to select new route for assortment 

mechanism considering energy consumption, energy 

harvesting, and link break probability that helps determining 

an appropriate route across a network. 
    Even after having so many advantages of cooperative 

communication, there are still  some issues in systematically 

designing in this routing scheme include route discovery, 

reply, enhancement of path, data forwarding, mobility 

resistance facilitated, and path selection both effecting energy 

factors and  has less efficiency and performance is also less. 

TCRCPR remove the mobility concern via self supervision, 

relay data forwarding and provides secure trusted 

communicating path between source and destination .There is 

legacy on association amid participant to attain desired 

functionalities, with above proposed concept we propose a 
novel objective that is trust inference structure, which 

performs assessment plus prediction. The procedure of host 

trust evaluation based on nodes previous behaviors. To 
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increase the reliability of data delivery  trust establishment 

scheme which is in Hermes[1], which allow source node to 

direct data under “trustworthy” with midway nodes. In this 

design, every host will be assigned“trustworthiness” [3] to its 

neighbor hosts based over how data is forwarded by analyzing 
continuous observations. The theory of trust-worthiness runs 

on conception of “opinion” which hosts in a network have on 

one other. Then using trusted data sequence info the SCGM 

(1, 1)-weighted Markov stochastic chain measure predicts 

trust for upcoming decisions [3]. In this paper we propose a 

fresh trusted routing protocol with CRCPR to increase the 

trust, performance, security and efficiency. All simulation 

result from ns2 tool are shown in the result section. Also a 

final point, investigational outcome are subjected to convince 

presented idea via concluding routing valuations. 

  

II.RELATED WORK 

 

A. Energy Efficient Cooperative Routing 

 

 Recently, research interest on cooperative communication for 

efficiency has increased in [11]. Author address orderly 

approach for evaluating obtainable scheme in cooperative 

communication. To deal with this concern, the existing routing 

algorithm for energy efficient cooperative routing algorithm is 

proposed. Focusing on the transmit set collection strategy, that 

has huge impact on energy reduction and performance of 

schemes compared and notional investigation and obtain three 
theorems to initiate energy efficient cooperative routing. 

   In paper,[12] a study on cooperative routing for 

complementary the division of energy amid nodes done. By 

introduce new method for routing cooperative relay hosts are 

assigned power for transmission and equilibrium the left over 

energy amid adjoining nodes to make the most of the lifetime 

of the set of connections. Targets the systematically 

cooperative scheme [10] finding the best multiple hop 

transmission strategy in such a network where we determine 

hosts implicated in each hop, is a extremely significant trouble 

to overcome this problem control observation are available at 

each and every node which describe information 
organization[11].   

   In [6] study, the intellect  light-weight trust-based routing 

protocol Intrusion Detection System (IDS) use trust each host 

posses for other, restricted computational supply needed. In 

paper,[14] proposed has light weight proactive source routing 

(PSR) protocol maintaining additional network data compared 

to  distance vector ( DV) routes to starting place routing, 

though it have minor operating cost compared with 

conventional protocols.  

 

B .Trust Efficiency 
  

In (MANETs), basic start node always depends on 

supplementary nodes for promoting data packets scheduled 

multi-hop path to sink. Security with reliability is big issue 

addressed in ad hoc atmosphere. In this research paper 

proposed a scheme for trust establishment in MANETs aim 

provide trustworthiness of data packet forwarded over 

multiple hop route [1]. Using a Bayesian framework, every 

node are provided  a “trustworthiness” value to neighbor node 

forming opinion for packet forwarding behavior by direct 

observation based on trustworthiness value evaluated in 
network. Opinion metric is implemented to ad hoc routing 

protocols for getting dependable packet liberation later 

presented consequences reveal the efficiency of the trust 

concern design. Many schemes for security are proposed in 

MANETs to identifying malicious nodes with mean behaviors 

like packet reducing, alteration, and misrouting on cooperation 

amongst the host .In paper, [5]proposed defines trust-based 

detection algorithm factoring in a node's status for MANETs. 

The algorithm provides less communication overhead with 

node distributed.   

 

III. TRUST BASED COPERATIVE ROUTING  
 

TCRCPR is a routing protocol which is similar to cooperative 

protocol that is reactive in nature to built path during 

transmission and does not maintain any table but proactive 
routing maintain local table for each data transmission and any 

modification in network topology updates for betterment. 

   From a variety of routing scheme for MANETs dynamically 

routing having been discussed in [2] such as cooperative  

communication and dynamic routing for energy saving 

CRCPR[2] is over looked again for betterment of  routing with 

mobility of nodes to decreased  energy consumption provide 

reliability and increase performance. 

   TCRCPR provides efficient cooperative routing with trust 

format includes cooperative trusted route discovery, route 

reply, trusted path enhancement, trusted path selection, and 

trusted cooperative data forwarding.  Further, finds a novel 
path on basis of energy utilization, EH, and link break 

probability therefore contributes for cost-effectiveness, energy 

consumption and better performance ensuing since mobility-

induced frequent link break. 

 

 
 

Fig. 1. TCRCPR Structure 

 

Fig. 1 illustrate Cooperative trust frame. It is one tiny sub 

layer acting without affecting inside the network layer .  

It support regular IP traffic, one hop and multi hop ad hoc 

mobile communication. TCRCPR framework is similar to that 

of CRCPR frame work its just that trust inference is added to 

improve efficiency. TCRCPR has three parts: 
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1) CRCPR tables: the COP Table(cooperative table) with 

trust, Relay Table, and Cooperative trusted Neighbor Table. 

2) Control packets: Trusted Cooperative Hello packet, 

Trusted Cooperative Route Request Packet, Trusted 

Cooperative Route Reply Packet, and Trusted Cooperative 
Confirm Packet. 

3) Trust Routing function: Trusted Route Discovery, Trusted 

Route Reply, Trusted Path Enhancement, and Cooperative 

Data Forwarding. 

 

A. Neighbor detection 

Neighbor discovery is the major role in routing data packet. 

Many protocols for adhoc networks, includes localization and 

routing. When neighbor discovery fails, protocols 

performance decreases. In networks there will be 'N ' no of 

nodes in which malicious nodes will also be present which can 

bring down the entire network. 
   In paper,[2] we present Trust Based Multicast Routing 

protocol used in network where each node acts as smart agent. 

Also each agent poses capability of estimate neighbor node 

trust and select one trusted path for routing of packets.  

 Fig. 2.  Cooperative Trusted Neighbor Table Creation. 

 

But once the frame work start working and network 
established neighbor address tables are created intelligently 

using algorithm COP possibility detection [ 2].By using data 

transformation info as shown in Fig.2 cooperative neighbor 

table is built with new column added NSN Addr List field and 

Broadcast/Unicast field[2]. 

     For a topology with more than four nodes Fig.3 it is very 

difficult for the algorithm to generate and preserve topology 

but performance will be promising in terms of   reduced 

frequent link break and saving energy but creation and 

maintenances of algorithm of this kind of topology is very 

complex. In dynamic MANETs designing and 

accomplishment of such algorithm is not realistic.  
     Further, easy results in easy understanding of subordinate 

layer means for cooperative communication and frame 

management challenges are studied fully for cooperative 

communication. Besides, COP topologies know how to 

coexist with the MANET’s .This provide chance to increase 

performance and save energy, results in forcefulness. Here 

each node forward data by selecting a trustable entry by 

broadcasting data packet to there neighbor node and observing 

time interval of data transmission. The main idea is to detect if 

any malicious node found in the topology.  Ratio of no of  

packet  correctly forwarded to that of number of packets 
expected in a given time interval[9]defines historical 

observation .Behavior of node during forwarding of packets 

are monitored which is required to follow  hence  consistently 

data forwarding takes place and the  packet are received by the 

intended node.  When a node performs suspiciously value of 

attributes reduces. 

Hence causes packet loss or packet tampering and noted as 
there was a malicious behavior in the network and mark its 

entry in COP table.  

    In detail Host in the network initially receive first data 

packet is considered as source which has been initialized to 

value 1  and the intermediary Nodes (INs) will be allotted in 

table with traveling time from previous node. In the beginning 

before trusted COP source forwards data, it selects appropriate 

route by referring to trust attribute value from built   COP 

Table list and packets are placed. Then these packets are sent 

to all available neighbor routes soon after notifying them to be 

ready to transmit data via Cooperative (C) nodes. Then, once   

COP Table is established across the topology data starts 
forwarding with genuine routes. 

Cooperative Network also includes some participants who 

remain quite are never disturbed until triggered using the COP 

Table once data is c onfirmed. 

Fig. 3. COP table creation. 

 

Relay Table Creation:  As soon as the table Fig.3 is 

rationalized by the packet, every IN runs the COP algorithm 

[2] new fill in takes place in COP table and all the reliable 

entries are obtained and rest entries are deleted as invalid 

entries. If the neighbor still remains even after the entry in the 

table is deleted relay table is built. If the entry is deleted but 
path still stay in the topology then its referred as malicious. 

 

 B. Trust-Based Route Discovery and Reply 

 During data transmission a node is required to route packets 

to a target, therefore it broadcast demanded packet for search 

for a path across MANETs. A novel request handling idea of 

trust based path handling has been implemented and intended 

to let cooperative topology info to route packets toward 

destination.This handling is similar to AODV topology. In this 

COP topology,  intermediate node once receives a request 

packet it immediately finds  upstream host of previous hop 

performs “last hop replacement,”  where to get closer to COP Des and to decrease 

the sum hops in the absolute route it  replace previous hops IP 

address through its own IP address within packet IP list. 

Further with the help of C nodes final route in the topology is 

selected and this outcome effective point-to-point association 

of link transversely contained by the COP topology. This  not 

only  throw in to saving energy but  also improve the 

robustness cause even if any  C host (node) go far from COP 

topology, a Relay Table is preserved association among  
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Source and  Sink.  Additional COP topologies draw, in the 

ultimate path, then it will lead to huge robustness and increase 

energy savings. Elaborating more with trusted route discovery 

and route reply to confirm genuine route: 

1.The new fields are added with packets called RPT-Reverse 
Path Trust RT-Required trust. RPT is calculated using path 

trust equation [3] .The minimum value of trust flow between 

the intermediate nodes to reach destination is used and as 

source does not have any previous node its value is fixed and 

initialized to one.  

2.In Packet Forwarding Strategy  ahead getting a data packet 

from host .The later hop neighbor say 'x' check if it has no 

route to the previous node  then route entry is created stored 

node ID for backward tracing . 

3. Trust value calculated between 'x' and previous node. If 

obtained RPT value is greater than RT then it’s kept in wait 

state else packet will be discarded. Nodes keep checking if the 
packets received are same by the receiver if yes understood as 

lower hop count else goes into wait state in the mean time 'x' 

node may receive other copies if values as well from other 

nodes  where again step 3 is conceded out . If host ‘x’ have 

suitable path to recipient(s) in the table it created and unicast 

packet to previous nodes else again step 2 carried out. 3. New 

Fields added here additional fields introduced control package.  

    1.The Forward Path Trust (FPT) field indicates minimum 

constant item for consumption of trust data has conceded in 

the path reply time, also initialized to value 1.  

    2. The recently added field Required Trust (RT) has the 
similar denotation. 

    3. The Reverse Path Trust (RPT) field position to min value 

obtains from packets and last hop indicated to the multicast 

receiver. 

Once data reached multicast receiver Table Packet Forwarding 

Strategy is done by intermediate nodes which includes once 

after packet reaches multicast receiver it calculates trust value 

previous hop(s). A broadcast packet table created to its 

neighbors. Intermediate node say ‘xm’ receive  packet from 

node ‘xn’, next node ID is cross checked  to see whether its 

entries matches with its own ID if  not from backward 

learning node recognizes it is malicious.  
Now FTP assessment over written to minimum and if this 

value satisfy the trust condition then host ‘xm’ broadcasts its  

matched entries in the table. If packet forwarding crowd 

receive numerous packet entries with dissimilar FPT ideals 

minimum FPT value is selected by the source from packet 

received. This procedure constructs two-way trusted path 

starting sources to receivers and vice versa hence trusted 

packet delivery done. 

 

C. Trusted Path 

Path trust represent data will be forwarded from routing path 
which is used.  

 
Where xs represents a sender, XD receiver, xm and xk are two 

neighboring nodes on path, and xm-> xk indicates that xk is the 

next hop of xm. When control packet are received node tend to, 

update essential routing records in routing table accordingly. 

1. Path Trust Update: Here PTU includes Source Address 

address of source node, Update Address includes node ID with 

trust estimation of a given node, Change Address a node with 
behavior change recorded here and Update Trust Value in 

control packet.  Consider xk as next node of xj, then trust of 

node xk evaluated by xj over two succeeding time intervals is 

bigger or equivalent to the trust revise threshold ζ, host xj 

generate PTU. If observed host ought to be no lesser than trust 

constraint for packet broadcast. 

First of all, node xj looks route set ‘X’ in i.e considered as next 

hop for node there now xj becomes xk next node becomes 

transmitting node where as next node that xk is not the node 

needed this info is updated there for trust is node and its path. 

Subsequent, PTU data is put on air by xj for one hop to save 

energy. Further whichever node getting this data look in favor 
of the path set ‘Y’ where later hop xj, and next hop of xj is xk 

in routing table. Appropriate neighbors update routing info. 

After execution source node refreshed by node xj it unicasts a 

PTU packet using packet table forwarding. Finally route 

reliance (trust) updated and decided either to employ the novel 

trail is not. 

 

2. Path Hand-off Procedure is a way to find alternate route 

when trust value of an exacting node becomes inferior to 

needed trust constraint for packet broadcast. Initially, host xm 

following confirm that host xk is a unfriendly host , its takes 
care of path hand-off procedure and informs the downstream 

node xj should  stop forwarding packets to node xk then routing 

entries  are also deleted from routing table. Routing entries of 

xk is deleted by xm and again re-transmission takes place for 

next neighbor node. 

Once after receiving packet, again each neighbor will build 

and unicasts packet to its next. If no route is known packets 

simple broad casting and specify there is no next hop available 

and malicious. This is entered in table and flag set done. Until 

a new efficient trusted path is recognize this redundancy is 

enough to set up alternate trusted route.  

 
D. Route Enhancement 

 In this section we discuss about those routing path which do 

exist in routing table but not in neighbor table this kind of 

route are deleted. C nodes created between the source and 

destination nodes will enhance the routing of packets where 

neighbor association among C host in COP Table along with 

the Relay Table is enhanced by the unicast scheme when some 

unwanted routes not present in neighbor table are removed. 

Therefore both broadcast and unicast are considered valid. 

Both this casting confirms subsequently hop legitimacy. And 

hence increase chance of finding valid reliable route. This 
unicast design flows as follows when a host receive a data 

from its C hosts it unicasts this to further C host or spread to 

neighbor. To make use of improved neighbor connections in 

communication of packets increases overall path robustness. 
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E. Data Forwarding 

Once after final path for data transmission refer Fig.5 is 

confirmed before data is about to send there are three ways 

contributing in trust based constructive data forwarding 

normal manner is executed only when next hop address 
matches of its own, cooperative manner C nodes starts sending 

data cooperatively with trust to destination which is alike the 

“Usual form for Cooperative Communication”[10].  

 

 
Fig. 4. Flowchart of  data forwarding in TCRCPR. 

 

F. Route Selection Criteria 

In TCRCPR, to obtain the ultimate path with maximum 

performance coefficient Q, we require info distinct in [2]. 

1) Energy Harvest Degree: 

 
     From (1), Node i   has energy harvest degree with stable   
values of ‘n’ associated to energy translation effectiveness Ce 

and energy harvest involvement Ki, where Ki is determined by 

battery capability Cai. 

Generally it’s fixed for all devices. Ri  as energy accumulation 

rate is different. 

 
 

 

2) Real-Time Residual Energy Degree 

 

    Er real- time remaining energy of node i and Er ≥ 0. 

   Hi  Energy harvests degree. n1 and n2 are the stable ideals. 

   Equation (3) guarantee Ei is contained by the range [0, 1]. 

 

3) Energy Drain Rate Coefficient  

Reveal the power consuming rate of each host. Even if single 

host has outstanding energy, its life span will be extended 

even if it has more energy intense rate. 

 

 
Therefore, ai   (energy drain rate coefficient) used in ultimate 

path selection scheme eliminate node with high energy drain 

rate. 

 

4) Link Break Degree Li make use of reflected stability of 

each connection, which is evaluated using. 

 

 
where pi is the diverse link probabilities in TCRCPR,  selected  

factors  makes  our  ultimate  chosen  path  more  secure. 
 

5) Link Break Probability for TCRCPR, pi  has of  three 

diverse link break probabilities a normal link pn  two host 

converse with every one other directly,  COP link pc (i.e., a 

link  between IN1 and IN2) an separate COP link pnc ( i.e., a 

link do not survive among IN1 and IN2). Where     pn=p (7) 

 

P (Ldotted) = 1 − (1 − pn) 2  = 2p − p2         (8) 

P (Lsolid) = pn = p                                     (9) 

P (Ldashed) = 1 − (1 − pn) 2 = 2p − p2             (10) 

 

Here the dotted “link” for unconnected COP link Ldotted, solid 

“link” Lsolid and also dashed “link” Ldashed.  

 

IV. SIMULATION RESULTS WITH COMPARISION 

  

 
 

Fig. 5. Topology of MANET nodes 

 

     According to the experiment, several advantages of the 

design have been proved in this result. First, with Trusted 

Cooperative Neighbor Table, COP Table, and Relay Table 

stored in the help of topological data structure has helped to 

improve the performance of the CRCPR greatly. Second, 

security issue also has  solve to great extend with the help of 
building trust among the neighbor which has reduced  control 

overhead by detecting malicious node with the trust value and 

excluding them without affecting overall network performance 

while routing the packets and packet loss also reduced with 

genuine node transformation and resulted in higher through 
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put comparatively . Third, the liveliness factor (EH and ER) 

when choosing the finishing path, the network duration is 

extended actually. 

 

              
 

Fig.6. Connection Establishment          Fig.7. Detection of Trusted path 

 

 
 

 

Fig.8. Xgraph Indicating Throughput between TCRCPR and CRCPR 

 

 

 
    Fig.9. Xgraph to show Control packet between TCRCPR and CRCPR 

 

 
 

Fig. 10. Xgraph to show Packet loss ratio between TCRCPR and CRCPR 

 

V.CONCLUSION AND FUTURE WORK 

In this work, we focus on a routing protocol called “CRCPR” 

based on cooperative communication to supports MANETs 

which are dynamically reconfigurable. By exploring this 

communication more adoptable by using information 

structure, energy utilization during transmissions can be 

radically decreased. Further introduced CRCPR [07] deals 

with node mobility issue robustness is providing flexibility 

from induced link breaks by using relay principle but still 

lacks in efficiency. This paper presents Trust based Routing 

Protocol in MANETs which takes trust idea to provide trusted 

routing protocol. The concept CRCPR incorporates with Trust 

to increase the efficiency of energy consumption providing 

effectiveness by allowing nodes to act as smart agent. Where 

agent has the ability to estimate the trust of neighbor and 
selects a trusted route for data transmission with trust 

assessment and hence achieving reliability, robustness and 

increase in performance and lower energy consumption with  

TCRCPR.  In future work, deep study on trusted strategy can 

be done majorly focusing on security levels that can be 

provided to make the topology more secure and in turn 

enhance performance. 
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Abstract— following research paper presents hybrid 

photovoltaic array (PVA), Solid oxide fuel cell (SOFC) and 

generation network having some related to MPPT, Availability 

of Sun irradiance, PV String failure & Shadow effect on PV 

Panel. Solid Oxide Fuel Cell [SOFC] generates electricity 

directly by electro chemical process. Here SOFC model will 

generate electricity whenever Solar power fails to generate 

electricity according to grid code due to switching harmonics. 

This proposed system increases the Reliability of local 

distribution system. This proposed hybrid Solar plus SOFC 

model will sure help in Smart grid implementation. In this 

paper we have implemented complete three -phase PV with IC 

MPPT Controller SOFC hybrid generating power system in 

MATLAB Software. 

Keywords— Maximum power point tracking (MPPT), PV, 

Solid oxide fuel cell (SOFC), Power quality (PQ), Total voltage 

harmonic distortion (THD).  

I. INTRODUCTION 

 Recent research and development towards finding 
alternate generation sources has encouraged exploration of 
non-conventional energy sources in order to meet growing 
load demand, decentralised generation has remarkable 
advantages duo to locally available non-conventional sources 
of energy[1,4]. Electricity can be obtained explicitly by PV 
system. Aside these energy sources like PV and wind are 
stochastic in back up unit to assure uninterrupted power 
supply. Current harmonics, unbalanced liner loads, reactive 
power and excessive neutral current are among the sole 
factors responsible for power quality at distribution end [6]. 

PV cell is one unit of PV array. Several PV cells can be 
connected in series or parallel combination to develop PV 
module  as shown in Fig.1. They may be assembled to make 
panels[2,13]. BP MSX 60 PV Module having two parallel 
string with 18 cells in one string is used as basic unit of 
model. PV panel modelling describe in section II with Boost 
converter and Incremental conductance MPPT [3]. 

 It is feasible to employ PV in coordination with fuel cell 
to meet variable load demands for either utility or stand-
alone application [10, 14]. Non-linear power electronic (PE) 
loads insert high harmonic components in figure of non-
sinusoidal current/voltage and need to be forced to improve 
supply quality at user end actively.  

Together as a hybrid power supply system as solar ia 
intermittent in nature, SOFC and battery will provide back 
up when solar generation is reduced. In this way combined 
operation of sources will improve the reliability of supply to 
consumers. These sources provide DC power output, which 
may be converted in to AC supply for AC loads. This 
conversion is done by PWM inverters at particular frequency 
power System.  

 

 

Fig. 1. Photovoltaic panels  

Further Solid oxide fuel cell mathematical modelling 
[9,11,12], MATLAB Simulink model is described in section- 
III. In the section-IV Hybrid PV & SOFC Simulink Model is 
proposed, whose schematic is depicted in Fig.2. The 
Simulink output load voltage waveform with time reference 
shows the reliability of proposed system. Three phase filter, 
pulse width modulation (PWM) based voltage source 
inverter (VSI) [8, 15], SOFC and incremental conductance 
(IC) MPPT based Controller are the main highlights of the 
proposed system.  

 

Fig. 2. Block diagram of three phase isolated (PV+SOFC) hybrid 

generating power system. 

II.  SOLID OXIDE FUEL CELL MODELLING 

PV panel output depends upon the irradiations received 
on its surface. Sun light is not available equally and 
moreover different environmental condition may break the 
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process of PV panel, hence voltage output is not fully 
guaranteed. This makes the system unreliable in terms of 
output voltage available at boost converter end. Thus, to 
enhance the reliability of the system SOFC is added here.  
Assumptions in SOFC modelling are all gases having deal 
state, temperature invariant so that Nernst’s equation applies. 
Simulink architecture is shown in Fig. 3. 

 

 

Fig. 3. Simulink model of solid oxide fuel cell (SOFC) 

  

SOFC is based on electro-chemical properties and Nernst 
Equation (9) which is described from equation (4) to (6).   
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Where :- 

Uf  =fuel uutilization factor 

qr = Molar flow rate 

Kr = No/4F is constant  

2

2

in

H

OH in

O

q
r

q
  = Hhydrogen to oxygen flow rate 

Ifc = Fuel cell stack current 

2 2 2
, ,H H O Op p p = Hydrogen, Water & Oxygen pressure  

The SOFC mathematical model parameters values used 
in MATLAB is illustrated in Table 1. 

TABLE 1 SOFC parameters details 

 
Parameter Detail Value 

T Absolute Temperature 1273 K 

I_FC_0 Primary Current 100 A 

F Faraday Constant 96.487e-6 

R Universal Gas Constant 8314 

Eo Standard Potential  1.18 V 

No Series Cells 525 

Umax Maximum Utilization Factor 0.9 

Umin Minimum Utilization Factor 0.8 

Uf Utilization Factor 0.85 

KH2 Hydrogen valve Molar Constant  8.43 e-4 

KH2O Water Valve Molar Constant  2.81 e-4 

KO2 Oxygen Valve Molar Constant  2.52 e-3 

τH2 Hydrogen Response Time  26.1 sec 

τH2O Water Response Time  78.3 sec 

τ O2 Oxygen Response Time  2.91 sec 

Rohm Ohmic Loss Per Cell 3.2813e-4 

τ e Electrical Response Time 5 sec 

rHO Hydrogen to Oxygen Ratio 1.145 

III. SOLAR INVERTER MODELLING 

Equivalent circuit of the PV cell contains a current 
source, diode, shunt resistance and a series resistance. Solar 
cell equivalent circuit is shown in Fig. 4. 

Iph
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-

V

 

Fig. 4.  PV cell network. 
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, 0, [exp 1]pv cell cell

qv
I I I

kT

 
   

 
                         (7) 

Where, 

Ipv, cell = Iincident light current 

Id  = Shockley diode equation  

Io, cell   = Reverse saturation current  

q     = Electron charge  

k   = Boltzmann constant 

T  = Temperature  

Rp  = P-N junction resistance due to leakage current  

Rs   = Contact resistance of semi-conductor layers 

     In Two stage Solar inverter, PV power produced by 
PV Panel here is optimized by IC MPPT with boost 
controller which work on basis of switch duty cycle, boost 
converter amplifies applied input PV array voltage. To obtain 
maximum power, duty cycle of switch is controlled by 
MPPT in proposed work. Calculations for inductor and 
capacitor value are calculated as follows: 

Edc
L

Fs I





                                                                   (8) 

Eo
C

Fs V





                                                                 (9) 

Eo Edc

Eo



                                                           (10) 

IV. THREE-PHASE INVERTER  

The three-phase VSI square wave inverter as described 
can be applied to create balanced three-phase AC voltages 
with fundamental supply frequency.  

However 5
th
, 7

th
 and other odd multiples fundamental 

frequency voltages distort the output voltage not desirable at  
all. VSI based on MOSFETs switch is explained in Fig.5. 

 

Fig. 5. Basic diagram of three phase VSI invertrer. 

Distributed generation is now utilized more and more in 
world with aim to integrate renewable electrical energy 
sources into traditional electrical energy power system.  

 

Fig. 6. Three phase PWM inverter  module. 

Normally, energy sources utilized in DG are linked to a 
DC-bus, while utility grids work with alternating current 
(AC). Therefore to merge such energy into grid it is needed 
to use power electronic converters (PEC), it is applied to 
step-up the alternative energies voltage, convert DC to AC 
and for synchronization with utility grid. So, VSI is mostly 
applied to convert DC-AC signal.  

 Passive filter system is applied to manage priority of 
power quality improvement using L_C filter. This system is 
given away in Fig.7. 

 

Fig. 7. Performance of three phase filter.   

V. PROPOSED THREE PHASE  HYBRID MODEL 

Here our main aim is reliable power system for smart 
grid implementation which is realized by means of high 
speed DC circuit breaker. Operation of these circuit breaker 
is based on time signal. Through above methodology we 
connect solar inverter and SOFC in hybrid mode to 
overcome deficiencies of solar power. Generally, to get 
connection with grid it requires filter. Thus most common 
exercised passive filters are inductor (L), capacitor(C) and pi 
(π) LCL filter.  

Active power filter(APF) is also a solution for harmonics. 
It detects electric current/voltage of nonlinear load and 
injects a compensation of electrical signal to compensate 
components that feds to grid. 

The filter voltage, current, frequency and overall power 
handling are affected by designing of particular device or 
circuitry. The variable DC signal output of a photovoltaic 
(PV) panel is converted into a fundamental frequency 
alternating current (AC) using solar inverter.  

The proposed hybrid Simulink model of single phase isolated 
(PV+SOFC) generating power system is examined in Fig.8. 
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Fig. 8. Matlab Schematic l of Proposed 3-Phase Isolated (PV+SOFC) 

Hybrid Generating Power System. 

VI. SIMULINK RESULTS  

 
As per parameters describe in Table 1 results are 

obtained with Simulink model PV+SOFC for supply quality 
in distribution system energy sources. These are illustrated    
Fig.  9 to Fig.14. 

 

Fig. 9. System load voltage waveform with time signal of three phase 

isolated (PV+SOFC) hybrid generating power. 

 

Fig. 10. THDv (Total voltage harmonic distortion) with LC filter 

 

Fig. 11. THD (Total voltage harmonic distortion) without LC filter. 

 

 

Fig. 12. Voltages at different stages of model and switching signal.   

Load voltage waveform and time signals having 
simulation time period 0.2 second above model is shown in 
Fig.4. From simulated waveforms it is clear that we has 
achieved a reliable three-phase hybrid PV+ SOFC generating 
power system. 
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VII. CONCLUSION  

     Hybrid PV+SOFC (photo voltaic + solid oxide fuel cell) 
three phase isolated power system model is implemented in 
MATLAB 2015 Simulink software. Complete load 
waveform shows improved reliability of distribution system. 
The implemented hybrid model practically suitable for local 
distribution system, agriculture, multi buildings societies etc. 
Total voltage harmonic distortion with LC filter at 
fundamental frequency (50Hz) with level of voltage 565.3V 
is 3.23% and without LC filter is 28.62%. Pulse width 
modulation is including and filtering is also include 
performance analysis three phase PV (photovoltaic) and 
MPPT (maximum power point tracking) Controller. 

VIII. REFERENCES 

[1] Seema Agrawal, Seemant Chorsiya, D.K Palwalia, 
“Hybrid Energy Management System design with 
Renewable Energy Sources (Fuel Cells, PV Cells and 
Wind Energy): A Review”, IJSET, vol. 6, no. 3,. 
pp.174-177, 2018 DOI : 10.5958/2277 1581.2017.00104.8 . 

[2] S. Jiang, D. Cao, Y. Li and F. Z. Peng, “Grid-
Connected Boost-Half-Bridge Photovoltaic 
Microinverter System Usingm Repetitive Current 
Control and Maximum Power Point Tracking”, IEEE 
Trans on Power Electr), vol. 27, no. 11, pp. 4711 – 
4722,  2012. 

[3] K. H. Hussein, I. Muta, T. Hoshino and M. Osakada, 
“Maximum photovoltaic power tracking: an algorithm 
for rapidly changing atmospheric conditions,” IEE 
Proc. Gen. Trans and Distri, vol. 142, no. 1, pp. 59 – 64, 
1995. 

[4] Navadol Laosiripojanaa, Wisitsree Wiyaratnb,Worapon 
Kiatkittipongc, rnornchai Arpornwichanopd, Apinan 
Soottitantawat, Suttichai Assabumrungrat; Reviews on 
Solid Oxide Fuel Cell Tech; Engineering Journal, vol. 
13,  no. 1, 2009.  

[5]  M.G. Villalva, J.R. Gazoli and E.R. Filho, 
“Comprehensive approach to modeling and simulation 
of photovoltaic arrays,” IEEE Trans Power Electr., vol. 
24, no. 5, pp. 1198 – 1208, 2009. 

[6] L.P. Sampaio, M.A.G.D. Brito, G. De, and C.A. 
Canesin, “Grid-tie three-phase inverter with active 

power injection and reactive power compensation,” 
Renew. Energy, vol. 85,  pp. 854 – 864,  2016. 

[7] S. Agrawal, D. K. Palwalia  and M. Kumar, 
”Performance analysis of ann based three-phase four-
wire shunt active power filter for harmonic mitigation 
under distorted supply voltage conditions”, IETE 
Journal of Research, 2019. 

       DOI.10.1080/03772063.2019.1617198. 

[8] M.  Ciobotaru, T.  Kerekes ,R.   Teodorescu and A.  
Bouscayrol ,“PV inverter simulation using 
MATLAB/Simulink graphical environment and PLECS 
blockset,” IEEE Annual Conf on Industrial Electr. , pp. 
5313 – 5318, 2006. 

[9] R. Yadav and G. Shankar, “Modelling and Simulation 
of Solid Oxide Fuel Cell”, Int Conference on 
Computation of Power, Energy, Information and 
Comm.,  2014.  

[10] Seema Agarwal, Seemant Chourasiya, Rakesh Kumar 
Kumawat, D.K. Palwalia, “Performance Analysis of 
Standalone Hybrid PV-SOFC- BATTERY Generation 
System’’ Int Adv Research Journal in Science, Engg. 
and Tech. (IARJSET), vol 2, no. 1, pp. 49-53, 2015. 

[11] X. Xue, J. Tang, N. Sammes and Y. Du, “Dynamic 
modeling of single tubular SOFC combining heat/mass 
transfer and electrochemical reaction effects,” J. Power 
Sources,  vol. 142, no. 1/2, pp. 211 – 222,  2005.  

[12]  T V V S Lakshmi, P Geethanjali and K. Prasad S, 
“Mathematical modelling of solid oxide fuel cell using 
Matlab/Simulink” Int Conf on Microelectronics, Comm 
and Renew Energy, 2013.  

[13] M. Bouzguenda, A. Gastli, A. H. Al. Badi and T. Salmi, 
“Solar photovoltaic inverter requirements for smart grid 
applications", IEEE PES Conf. on Innovative Smart 
Grid Technologies - Middle East, pp. 17-20,  2011. 

[14] Seema Agrawal, D.K. Palwalia, “Analysis of 
Standalone Hybrid PV-SOFC-Battery Generation 
System Based on Shunt Hybrid Active Power Filter for 
Harmonics Mitigation,” IEEE 7th Power India 
International Conference, pp. 1-6, 2016. 

        DOI: 10.1109/POWERI.2016.8077229.  

[15] R. K. Kumawat, S. Agrawal, S. Chourasiya, D. K. 
Palwalia, “A Comparative Study of Power Inverter 
Topology and Control Structures for Renewable Energy 
Recourses”, Int Adv. Research Journal in Science, 
Engineering and Technology, , vol 2, no. 1, pp. 350 – 
354, 2015. 

 

 

 

 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1181

https://www.tandfonline.com/author/Agrawal%2C+Seema
https://www.tandfonline.com/author/Palwalia%2C+DK
https://www.tandfonline.com/author/Kumar%2C+Mahendra


  Emotion Recognition Using Feature-level Fusion of 

Facial Expressions and Body Gestures    

 
Tanya Keshari 

Dept of Computer Science & Engineering  

Amrita School of Engineering, Bengaluru 

Amrita Vishwa Vidyapeetham, India 

tanya251108@gmail.com 

Suja Palaniswamy* 

Dept of Computer Science & Engineering  

Amrita School of Engineering,Bengaluru 

Amrita Vishwa Vidyapeetham, India 

p_suja@blr.amrita.edu 

 

 
Abstract—Automatic emotion recognition using computer 

vision is significant for many real-world applications like photo-

journalism, virtual reality, sign language recognition, and Human 

Robot Interaction (HRI) etc., Psychological research findings 

advocate that humans depend on the collective visual conduits of 

face and body to comprehend human emotional behaviour. 

Plethora of studies have been done to analyse human emotions 

using facial expressions, EEG signals and speech etc., Most of the 

work done was based on single modality. Our objective is to 

efficiently integrate emotions recognized from facial expressions 

and upper body pose of humans using images. Our work on 

bimodal emotion recognition provides the benefits of the accuracy 

of both the modalities. 

Keywords—facial emotion recognition, body gestures,bimodal 

emotion recognition,feature-level, hog feature, SVM. 

I.  INTRODUCTION  

The world of computing has changed over last 40 years. In the 

recent years technology has developed where 3D gestures are 

used in television, smartphones and PC for Human Computer 

Interaction (HCI). Universal gesture recognition market size is 

increasing at a fast pace and global annual rate is predicted to 

expand at 22.2% by 2025 [1]. 

 

In the present-day context of interactive and intelligent 

computing, an efficient HCI is of utmost importance. Emotion 

and gesture recognition can be coined as an approach in this 

direction. 

 

Emotions are conscious expressions categorized by powerful 

cerebral activity and a firm intensity of pleasure or displeasure. 

Humans direct their emotional state through several conduits: 

facial expression, speech, and body gesticulations etc., The 

process of identifying emotions from facial expressions is 

called Facial Emotion Recognition (FER). There are 7 basic 

emotions: disgust, anger, fear, neutral, surprise, sad, and happy.  

 

Gestures can be described as any non-verbal communication 

that is expressed to communicate a particular message. In the 

epoch of gesture recognition, a gesture is well-described as any 

corporal body movement, that can be understood by a motion 

sensor. Recognizing gesture is the capability of a computer to 

comprehend gestures and accomplish commands based on 

those gestures. Gesture recognition systems finds applications 

in several interesting areas: Lie detection, Distance learning, 

photojournalism, tutoring system and biometrics etc., 

In this work, a feature-level fused bimodal emotion recognition 

model is proposed based on two different modalities: facial 

expressions and upper body gestures.  

 

The remaining sections of the paper are systematized as 

follows: Section 2 brief the literature surveyed for this work. In 

Section 3 dataset description is specified. Phases in emotion 

recognition are detailed in Section 4. In Section 5, experiment 

and results are discussed. Finally, the last section includes 

conclusion and future works. 

II. LITERATURE REVIEW 

For human behavior understanding and HCI, facial emotion 

recognition has gained interest of several researchers. Emotion 

recognition has attracted researchers in computer vision from 

mid 1970s. Several methods for emotion recognition from 

images and videos have been proposed by researchers since 

1990. Recognition of emotion from facial expression is 

researched thoroughly in past few decades but emotion 

recognition from body gesture is a challenging task. An 

emotion recognition system has 3 main components: face/body 

detection, feature extraction and classification. The literature 

survey focuses on the several methods that have been developed 

for the aforementioned modules. 

 

According to [2] the admixture of facial expression and body 

gesture overpower all other channels in making judgements 

about human expressive behavior. This work reflects the 

combination of the two channels at feature and output level to 

achieve better recognition rate. For extracting facial features, 

skin segmentation and histogram equalization are applied 

followed by feature extraction for body using segmentation and 

bounding box methods. 94.02 % accuracy was achieved by 

using BayesNet classification algorithm for feature-level 

fusion. 

Some of the works support the fusion of more than one channel 

and better results are obtained as compared to single channel.  

In [3], speech, gestures, and facial expressions are used and 

overall performance of 78.3% was achieved at feature-level 

fusion. For feature extraction from facial expression, and body 

gesture, MPEG 4 FAPs and EyeWeb platform are used 

respectively. Intensity, pitch, silence length, and MFCC are the 

features extracted from speech. 
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Other modalities are facial expressions and physiological 

signals. For facial expressions, features are extracted using 

Lucas-Kanade algorithm and 5 physiological signals are 

extracted using PROCOMP Infiniti system [4]. SVM classifier 

has been used. A novel fusion of depth and inertial sensor data 

for hand gesture recognition has been proposed in [5]. The 

authors have used Kinect SDK and wireless inertial sensor for 

data collection and Hidden Markov Model (HMM) for 

classification. Overall recognition of 93% was achieved.  

 

There are various existing technologies for gesture recognition 

like radar, and image-based gesture recognition etc., [6]. The 

authors in [7] presented a detailed survey on techniques used in 

image based emotional body gesture recognition. A survey of 

gesture recognition illustrating numerous methods and tools for 

gesture recognition like HMM, FSM, soft computing and 

connectionist approach are discussed in [8]. 

 

Hand gestures can be recognized using accelerometer and IMU 

[9]. A real-time emotion recognition using Raspberry Pi is 

illustrated in [10] where emotions are recognized using active 

appearance model and Adaboost classifier for embedded 

system applications. The authors in [11] proposed real-time 

FER using images with pose, age variations, and illumination 

using CMU-MultiPIE database and an in-house developed 

Amrita Emotion Database (AED). Apart from images, emotions 

can be recognized from videos using several techniques and 

authors [12] proposed method for the same using curves and 

surface normal. 

 

In all the above previous works, it is shown that the fusing two 

modalities or data from two modalities results in improved 

accuracy. Combination of upper half of body and facial 

expressions in emotion recognition is an emerging area of 

research and we have proposed a method for the same. The two 

modalities will complement each other and are expected to 

provide efficient recognition of emotions in case of ambiguity 

or if the subject is not expressive in one of the modalities. 

III. DATASET 

Several databases are available for emotion recognition from 

facial expressions like CMU-MultiPIE, BU3DFE, BU4DFE, 

and CK+ [13-15]. Databases for emotion recognition using both 

body gestures and facial expressions are not openly available. 

So, we developed an in-house “Amrita Emotion Database-2” 

(AED-2).  The age group of the subjects are 20-25. There are 3 

females and 6 males posed for 7 basic emotions (disgust, anger, 
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happy, fear, sad, neutral and surprise). Fig.1. shows sample of 

images from AED-2. The dataset contains a total of 100 images. 

IV. IMPLEMENTATION 

A. Proposed Method  

In this work, we have proposed 2 approaches for emotion 

recognition. An overview of the proposed method is shown in 

fig.2. In the first approach, emotions are recognized from facial 

expressions and upper body gesticulations independently. In the 

second approach the extracted features from facial part and 

upper body part are combined together to recognize emotion.  

 

The rationale in proposing two approaches is to evaluate and 

analyse the accuracies of both the approaches and to choose the 

optimal emotion recognized in case of ambiguities in the 

expressions in any of the modalities. The ambiguity may arise 

when the subject express different emotions using facial 

expression and upper body part. For example, facial expression 

may give happy and body parts may express surprise. In this 

case, the combined feature extraction approach will recognize 

correct emotion. In other cases, the emotion recognized will be 

the same using first approach. 

 

The basic steps in emotion recognition are image pre-

processing, feature extraction & selection and classification. All 

these phases are discussed in detail in this section. 

 

1) Image Preprocessing 

The images in AED-2 are of size3456 X 3456. So, we pre-

processed the image by cropping it to 512 X 512 to include only 

the key region (face and body) in the image. 

 

2) Face and Body Detection 

Detecting face and body in an image is a vital step in emotion 

recognition system. For an optimal detection of face and body 

separately, the image is segregated into two parts: face image 

and body image as shown in fig.3(a). Detection of face is done 

by Voila-Jones face detector [16]. Detection of torso, hands and 

shoulder are done by using K-means segmentation. Using K-

means clustering we segmented the image into two regions, 

                         
             Fig.3(a)Detecting face and body in the image                                                                                            Fig.3(b) K-means segmentation 
 
 

               
Fig.3(c) CIELAB (L*a*b) converted                 Fig.3(d) HOG features for face                                                      Fig.3(e) HOG features for Body 
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differentiating the body part from background as given in 

fig.3(b). The goal of K-means clustering is to classify set of 

patterns, points or objects into given number of clusters. Each 

pixel of image (with rgb values) is treated as a feature point 

taking a position in space. The standard K-means algorithm 

then randomly pinpoints, the various cluster midpoints in 

multidimensional space. Each point is then allocated to the 

group or cluster having closest random mean vector. The 

process is repeated until there is no noteworthy modification in 

the position of cluster mean vectors between two consecutive 

repetitions. K-means clustering [17] is an unsupervised 

approach and is used in several areas like data mining, image 

analysis, pattern recognition, face detection, and image 

segmentation etc.,  

 

3) Feature Extraction 

Detecting face/body in the image is the first step of extracting 

feature in emotion recognition system. The subsequent step is 

to ensure normalized color and so cropped body images are 

converted in CIELAB color space, as shown in fig.3(c). 

 

In this work, Histogram of Oriented Gradients (HOG) method 

is applied which is illustrated in fig.3(d) and 3(e). The HOG has 

been discovered as an effective technique for detecting face as 

well as for FER [18, 19]. The elementary notion of HOG 

features is to map the local object shape and appearance by 

scattering of edge directions or local intensity gradients. This 

orientation study is robust to illumination variations. The very 

initial step behind building the histogram is evaluation of 

gradient values. Generally, this technique filters the intensity 

data or color of the picture using filter kernels given below: 

[−1, 0, 1] 𝑎𝑛𝑑 [−1, 0, 1]𝑇 . 
 

The next step is to form histograms. The image is divided into 

number of cells and each cell covers group of pixels. Based on 

the gradient values calculated, each and every pixel in the cell 

have power to casts a vote for an orientation-based histogram 

mode. Extraction process using HOG method is illustrated in 

fig.4. 

 

4) Feature Fusion 

Feature-level fusion is a critical phase in the approach 2. There 

are plenty of feature-level fusion procedures such as 

concatenation, mutual information results, and Principal 

Component Analysis (PCA) etc., A description of feature-level 

fusion methods is discussed in [4]. The corpus used in this work 

is locally created and is small in size and so concatenating the 

features from two different modalities is the best approach to 

achieve improved accuracy.  

 

5) Classification 

 Most of the surveyed literature have used Artificial Neural 

Network, Support Vector Machine (SVM), and HMM as a 

classifier [3], [4], [7], [8], [20]. SVM is extensively cast-off in 

many fields like image classification, text & hypertext 

categorization, face detection, protein fold and remote 

homology detection, bioinformatics, and handwriting 

recognition etc., MATLAB software is used for evaluation and 

svmtrain & svmclassify are the inbuilt functions in MATLAB.  

 
Fig.5 Emotion recognized using two modalities for the same input image 
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We have developed an algorithm multiSVM classifier for 

classification of seven emotions. MutliSVM is described as 

follows: 

 

• Initially SVM is trained for dataset AED-2 for 7 

different emotions using svmtrain. It will generate 

train data containing classes with their feature set. 

• For each class i, where i<=n (where n =number of 

emotions, i.e. 7) 

• Execute svmclassify. 

The extracted features are classified using the 

procedure described and results 

 

V. EXPERIMENT AND  RESULTS 

Out of 100 images, 70% and 30 % of the images are taken for 

training and testing respectively. Table 1 represents the overall 

average accuracy using both approaches for 7 emotions. It 

shows that fusion of two modalities at feature–level results in 

better recognition rate as compared to any of the single 

modality. Inclusively, we have identified that fusion at feature-

level of two channels delivers noteworthy enhancements in 

emotion recognition. Proposed method proves that when we 

combine two modalities it can achieve better accuracy. 
 

Emotion wise accuracy for approach 1 and 2 are discussed in 

Table 2. It illustrates that 'disgust' and 'anger ‘are well expressed 

by facial expressions whereas 'happy' and 'surprise' are 

recognized better by body gesture. Expressions like 'happy' and 

'surprise' are confusing and are often misinterpreted as one 

another. In fig.5 the input image expressing 'surprise' emotion, 

is recognized as 'happy' by facial expression because the facial 

features for 'happy' and 'surprise' emotion are quite similar (eye 

wide open or wrinkle around the corner of the eyes mouth 

open). Fusion of features from two modality brings out the best 

of two different modalities and helps to overcome the drawback 

of any of the modality. For example, in fig.5 when the feature 

from both modalities is combined then correct emotion is 

recognized. Merging different modalities are beneficial in case 

of missing and unreliable feature due to noisy environmental 

conditions and corruption of signals during transmission. 

Approach 2 delivers better result for 'anger', 'happy', 'disgust', 

'neutral' and 'sad’. It proves that merging two modalities 

significantly improve the recognition rate for emotions like 

happiness, surprise, fear, sad and neutral as shown in Table 2. 

 

VI. CONCLUSION 

In this paper, we have presented a bimodal emotion recognition 

system constructed on face expressions and upper body 

gestures. We have proposed two approaches: In the first 

approach, emotions are recognized from upper body 

gesticulations and facial expressions independently. In the 

second approach the extracted features from facial part and 

upper body parts are combined together to recognize emotion. 

 

We have found that approach 2 achieves higher recognition rate 

than approach 1. This shows that combination of two modalities 

will provide the benefit of achieving better accuracy than uni-

modal approach. 

 

In future, this work can be extended using deep learning and for 

images with pose & illumination variations. More number of 

subjects will be added to the database. 

 

REFERENCES 

[1] https://www.grandviewresearch.com/industry-analysis/gesture-
recognition-market 

[2] H. Gunes, M. Piccardi, “Bi-modal emotion recognition from expressive 
face and body gestures”, Computer Vision Research Group:Jounal of 
Networkd and Computer applications, vol. 30 Issue4, pp 1334-1345,Nov 
2007. 

[3] Loic Kessous, Ginevra Castellano, George Caridakis, “Multimodal 
emotion recognition in speech-based interaction using facial expression, 
body gesture and acoustic analysis”, Journal on Multimodal User 
Interfaces, vol. 3, Number 1-2, pp 33, 2010. 

[4] F. Abdat, C. Maaoui and A. Pruski, “Bimodal system for emotion 
recognition from facial expressions and physiological signals using 
feature-level fusion,” 5th European Symposium on Computer Modeling 
and Simulation, 2011. 

[5] Kui Liu, Chen Chen, Roozbeh Jafari, Nasser Kehtarnavaz, “Fusion of 
Inertial and Depth Sensor Data for Robust Hand Gesture Recognition”,  
IEEE SENSORS JOURNAL, vol. 14, no. 6, June 2014  

TABLE 2 Emotion-wise accuracy (%) for approach 1 and 2 for 7 emotions 

Approach Modality Anger Fear Happy Disgust Neutral Sad Surprise 

Approach 1 Facial Expression 92 85 85 95 85 85 75 

Body Gesture 80 90 90 80 75 90 80 

Approach 2  Bimodal (facial 

expression and 

body gesture) 

95 91 95 96 95 94 93 

 

TABLE 1 Overall average accuracy for approach 1 and 2 for 7 emotions 

Modality Accuracy (%) 

Facial Expression 86 

Body Gesture 83.57 

Bimodal (facial 

expression and body 

gesture) 

94 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1186



[6] A. Asokan, A. J. Pothen and R. K. Vijayaraj, "ARMatron — A wearable 
gesture recognition glove: For control of robotic devices in disaster 
management and human Rehabilitation," 2016 International Conference 
on Robotics and Automation for Humanitarian Applications (RAHA), 
Kollam,  pp. 1-5, 2016. 

[7] Fatemeh Noroozi, Ciprian Adrian Corneanu, Dorota Kamińska, Tomasz 
Sapiński, Sergio Escalera, Gholamreza Anbarjafari, “Survey on 
Emotional Body Gesture Recognition,” JOURNAL OF IEEE 
TRANSACTIONS ON AFFECTIVE COMPUTING, Jan 2018. 

[8] S. Mitra and T. Acharya, "Gesture Recognition: A Survey," in IEEE 
Transactions on Systems, Man, and Cybernetics, Part C (Applications and 
Reviews), vol. 37, no. 3, pp. 311-324, May 2007. 

[9] Amritha Purushothaman, Suja Palaniswamy, " Development of smart 
home using gesture recognition for disabled and elderly", accepted for 
publication in Journal of Computational and Theoretical Nanoscience.  

[10] Suchitra, Suja, S.Tripathi, "Real-Time Emotion  Recognition From Facial 
Images using Raspberry Pi," Proc. of 3rd International Conference on 
Signal Processing and Integrated Networks, (SPIN), IEEE, Noida, India, 
pp 666-670, Feb 2016. 

[11] Suja P., Shikha Tripathi, "Emotion Recognition from Facial Expressions 
using     Images            with Pose, Illumination and Age Variations for 
Human-Computer/Robot             Interaction,"    Journal of ICT Research 
and Applications, Institut Teknologi Bandung (ITB),         Indonesia, 
vol.12,no.1, pp.14-34, 2018.         

[12] Prathyusha, Suja P., S.Tripathi, R. Louis, "Emotion Recognition from 
Facial Expressions of 4D Videos Using Curves and Surface Normals", 

International Conference on Human Computer Interaction, LNCS, 
Springer, pp.51-64, 2016. 

[13] 14 J. F. Cohn, and Y. Tian, "Comprehensive Database for Facial 
Expression Analysis," Proc. 4thIEEE Int'l Conf. Automatic Face and 
Gesture Recognition, pp. 46-53, 26-30, March 2000. 

[14] 15.R.Gross, I. Matthews, J. Cohn, T.Kanade and S. Baker, "Guide to the 
CMU Multi-PIE Database," Technical Report, The Robotics Institute, 
Carnegie Mellon University, 2007. 

[15] L. Yin, X. Wei, Y. Sun, J. Wang, M. J. Rosato, "A 3D Facial Expression 
Database For Facial Behavior Research," Proc. 7th Int'l Conf. Automatic 
Face and Gesture Recognition, pp. 211 – 216, 10-12 April 2006. 

[16] V. Paul and M. J Robust, "Real-time Face Detection", Int'l J. Computer 
Vision, vol.57, no.2, pp. 137-154, 2004. 

[17] Yousef Farhang, “Face Extraction from Image based on K-
MeansClustering Algorithms” (IJACSA) International Journal of 
Advanced Computer Science and Applications, vol. 8, No.9, 2017. 

[18] Deniz O., Bueno G., Salido J., De La Torre F. ,“ Face recognition using 
Histograms of Oriented Gradients,” Pattern Recognition 
Letters,  pp. 1598-1603, 2011.  

[19] Meena, Hemant & Joshi, S.D. & Sharma, Kamalesh,“Facial Expression 
Recognition Using Graph Signal Processing on HOG.” IETE Journal, 
2019. 

[20] A. Sarrafzadeh, S. Alexander, F. Dadgostar, C. Fan and A. Bigdeli, "See 
Me, Teach Me: Facial Expression and Gesture Recognition for Intelligent 
Tutoring Systems," 2006 Innovations in Information Technology, Dubai, 
pp. 1-5of Research. 1-7, 2006.

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1187



A Hybrid Cloud Approach for Efficient Data 

Storage and Security 
 

Sandeep HR 1, Dr. Thangam S. 2 

                                                                                  Dept. of Computer Science & Engineering 

    Amrita School of Engineering, Bengaluru 

     Amrita Vishwa Vidyapeetham, India 

                           E-mail: sandeephr68@gmail.com 1, s_thangam@blr.amrita.edu 2 

Abstract— Cloud computing these days, may be an 
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technology. It plays a vital role in terms of information 

storing and reducing the value to entrepreneurs. However, 
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issues for cloud computing. To produce the secure 

knowledge storage and retrieval, several techniques are 

projected however the bulk of them face some drawbacks 

that diminish the practicality of Cloud Computing. This 

work scrutinizes a hybrid cloud approach for efficient data 

storage and security. The aim is to propose a model to 

identify duplication and prevent it thereby using the cloud 

storage efficiently. 
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I. INTRODUCTION 

 

Moving ahead with time, we are all becoming smart and 

thus making the things we use smarter too. We are 

developing more and more devices and complicating the 

device by giving it various tasks to perform and making our 

own lives simpler because all the tasks that we are to do is 

done by the devices that we invented over time. For 

example, a coffee maker, its only supposed to make coffee 

upon putting the ingredients to make coffee in it. But now 

we have made it a smart coffee maker. So, it not only makes 

the coffee but also before leaving home intimates the user 

that his coffee is ready. Another example is of a smart 

home. Earlier one should have to remember to turn off all 

the lights and fans before leaving home. Else they would be 

running till they get back home in the evening. But now, 

since we have a smart home, we don’t need to remember 

and turn off all the lights and fans before leaving home. 

After 20 minutes the fans and lights are automatically turned 

off if no one is in the house because it’s a smart home. One 

more such example is a smart watch. Earlier the watch was 

just a device to give information about what time of the day 

it is. But now since it’s a smart watch, the watch gives many 

more details such as ‘xyz’ number of steps have been 

walked by the user, ‘abc’ number of calories have been 

burned, what is the rate at which the heart is beating or the 

user hasn’t moved from his place for more than an hour. So, 

what is the understanding is that, by making devices smart 

we are not only saving energy in doing the tasks that have to 

be done but also do much more work in the same time. 

There are many advantages in devices being smart and 

helping mankind do their daily routine much faster and in a 

much more efficient manner. Hence the more and more the 

devices becomes smart, the more and more time is available 

to do various other tasks but at the same time important and 

sensitive data is being shared over the internet which is 

some food for thought. After all, with every boon comes a 

bane!  

 

Another example is of the photo gallery in a smartphone. 

What’s new in the market these days is an app called the 

‘Google Photos’ instead of the traditional ‘Photo Gallery’ 

which used a fixed storage space in the smartphone. 

Whereas the ‘Google Photos’ is a cloud where the photos 

are uploaded when taken. The cloud is linked with a Gmail 

account and since it’s a big cloud there is no need to worry 

about how many photographs are there in our phones. And 

there is absolutely no need to worry about what we’d do 

with the photos on our old phone in case we buy a new 

mobile phone. The account that is linked to cloud does all 

the backing up and transferring of the photos and videos to 

the new phone as well. The photographs are so well backed 

up that years down the memory lane, Google reminds us 

where we were, with whom we were and what we were 

doing back then. To add to the nostalgia, it also gives us an 

option of viewing more photographs from that month of that 

particular year and be in the fantasy of it forgetting about 

where we are now and what we are currently doing. 

Probably one major reason for us to miss our old friends, 

college life, bunking, chit-chatting, etc. Also, if we find a 

particular snap very interesting, we take a screenshot of that 

and put it as our status on WhatsApp. Now this screenshot 

could be a snapshot of the original pic or of another 

snapshot too. After taking this snapshot, since it’s a new 

photograph in our smartphone, ‘Google Photos’ backs up 

this new snapshot too. Now an interesting thing to notice 

about this is that there are repeated pictures being saved in 

the cloud. Taking undue advantage of the storage space that 

is available and being offered we load everything in this 

huge cloud. Food for thought here is that while taking a 

snapshot of the original picture or snapshot of the snapshot 

if Google had told us that, that particular picture already 

exists in the cloud, it’d save us lot more space and avoid a 

duplication called deduplication. This is the current problem 

faced by majority of the organizations using cloud for 

various purposes. A deduplication [13] check could be done 

at various levels. For example, file level, where it checks if 

the filename is the same, or block level, where it checks if 

the content of the files is the same, etc. The following 

literature survey shows the research work done in this field 

to know what are the solutions fund till date to address this 

problem. Hence, having enormous space to save the files is 

not just enough but to use this space efficiently is of 

paramount importance in the present scenario. Also being 

safe with what data is shared is also very crucial. Afterall its 

better to be safe than sorry! The later sections elaborate on 

the proposed solution to this emerging problem and the 

future scope as to what else could be added to the current 

research work. 
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II. RELATED WORK 

 

 In [1] Cloud based attacks and vulnerabilities are collected 

and classified with respect to their cloud models. It also 

presents a taxonomy of cloud security attacks [12] and 

potential mitigation strategies with the aim of providing an 

in-depth understanding of security requirements in the cloud 

environment. [1] For example, the Authentication Attack, 

Password Reset Attack, Man-In-the-Middle Attack and 

Cloud Malware-Injection Attack. They also [1] highlighted 

the importance of intrusion detection and prevention as a 

service. [2] The outsourced cloud storage is not fully 

trustworthy; it raises security concerns. [2] Specifically, aim 

at achieving both data integrity and deduplication in cloud 

by proposing two secure systems, namely SecCloud and 

SecCloud+. [2] SecCloud introduces an auditing entity 

which helps clients generate data tags before uploading as 

well as audit the integrity of data having been stored in 

cloud. [2] SecCloud+ is designed motivated by the fact that 

customers always want to encrypt their data before 

uploading, and enables integrity auditing and secure 

deduplication on encrypted data. [3] Implementing cloud 

computing empowers numerous paths for Web-based 

service offerings to meet diverse needs. [3] Loss of sensitive 

data has increased users’ anxiety and reduces the 

adoptability of cloud computing in many fields, such as the 

financial industry and governmental agencies. The proposed 

approach in [3] divides the file and separately stores the data 

in the distributed cloud servers. [3] The proposed scheme is 

entitled ‘Security-Aware Efficient Distributed Storage (SA-

EDS) model’, which is mainly supported by proposed 

algorithms, including ‘Alternative Data Distribution (AD2) 

Algorithm’, ‘Secure Efficient Data Distributions (SED2) 

Algorithm’ and ‘Efficient Data Conflation (EDCon) 

Algorithm’. [4] To protect the confidentiality of sensitive 

data while supporting deduplication, the convergent 

encryption technique has been proposed to encrypt the data 

before outsourcing. [4] To better protect data security, this 

paper [4] makes the first attempt to formally address the 

problem of authorized data deduplication. [4] Different from 

traditional deduplication systems, the differential privileges 

of users are further considered in duplicate check besides 

the data itself. [4] Security analysis demonstrates that our 

scheme is secure in terms of the definitions specified in the 

proposed security model. [4] This model shows authorized 

duplicate check scheme incurs minimal overhead compared 

to normal operations. [5] Gives details of the vulnerabilities 

in cloud computing [14]. It’s a survey paper which surveyed 

on the various techniques used till date for cloud computing, 

what are the issues in doing so, how they can be combated, 

etc. [6] Talks about an efficient deep learning model 

proposed to predict the overload on the cloud. they also 

work on virtual machines on the cloud. results obtained 

show that there is a good prediction and it’s a good learning 

model which can be used by the industries. [7] For data 

security a hashing algorithm is used to generate an 

immediate cipher txt which will be combined with other 

offline cipher texts to get the actual cipher text. The 

proposed work proves data integrity without any doubt. [8] 

Is a survey paper giving insights about what exactly is cloud 

computing, how exactly things work in cloud computing 

[11], how are these various computations done, what are the 

risks involved in doing so, etc. [9] in this paper they have 

made use of amazon web services- EC2 for their 

computations and study the services the cloud can offer. 

[10] In this paper the problems of data not being in 

encrypted form in cloud is studied. 

 

 

III. PROPOSED SYSTEM 

 

This is an approach to avoid duplication of data in the cloud 

called ‘deduplication’. In this approach, the deduplication 

check happens at different levels. One such level is the ‘file 

level’, where it checks if the file of the same name is being 

uploaded as it is in the cloud already. For example, if user A 

uploads a file called ‘document.jpg’, and another user or the 

same user also wants to upload ‘document.jpg’ to the cloud 

again. Due to deduplication, the attempt to upload the same 

file to the cloud is stopped, i.e., deduplication is efficiently 

checked at the file level by saying ‘file with this filename 

already exists. Try uploading a different file.’ Another such 

level is the ‘block level’, where it checks if the file uploaded 

and the file to be uploaded have the same file contents or 

not. For example, if a user A uploads a file ‘document.jpg’ 

with a scanned copy of the heart and another user or the 

same user also wants to upload ‘heart.jpg’ also having a 

scanned copy of the heart to the cloud again. Due to 

deduplication, the attempt to upload the file contents to the 

cloud is stopped, i.e., deduplication is efficiently checked at 

the block level by saying ‘File contents of this file is already 

present in the cloud. Try uploading a different file.’ These 

are examples of how exactly the deduplication is being 

checked in the proposed model. How exactly this works is 

by making use of an open private server to maintain private 

cloud data, user, private cloud, public cloud and a hybrid 

cloud. The unique encryption technique used is that of the 

AES (Advanced Encryption Scheme) algorithm to secure 

the data shared. Dropbox is used to upload the encrypted file 

to the cloud. each time a trusted user wants to upload the file 

a unique ID (identification key) is given to upload. The user 

is identified as trusted or not by first registering with the 

cloud. Then using the user credentials, he can upload files 

which are encrypted to the cloud. To better protect data 

security, this paper [1] makes the first attempt to formally 

address the problem of authorized data deduplication. 

Different from traditional deduplication systems, the 

differential privileges of users are further considered in 

duplicate check besides the data itself. In this research work 

[2], Cloud based attacks and vulnerabilities are collected 

and classify with respect to their cloud models. The 

proposed approach [3] divides the file and separately stores 

the data in the distributed cloud servers. Propose two secure 

systems, namely SecCloud and SecCloud+. [4] SecCloud 

introduces an auditing entity which helps clients generate 

data tags before uploading as well as audit the integrity of 

data having been stored in cloud. [5] Results indicated that 

the projected model achieves a better coaching efficiency 

and employment prediction accuracy. The contents above 

summarize in detail about each research paper that was 

studied in order to carry out the work proposed in this 

report. An exhaustive research was carried out in order to 

successfully achieve the results shown. 
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IV. IMPLEMENTATION 

 

This is an approach to avoid duplication of data in the cloud 

called ‘deduplication’. In this approach, the deduplication 

check happens at different levels. One such level is the ‘file 

level’, where it checks if the file of the same name is being 

uploaded as it is in the cloud already. For example, if user A 

uploads a file called ‘document.jpg’, and another user or the 

same user also wants to upload ‘document.jpg’ to the cloud 

again. Due to deduplication, the attempt to upload the same 

file to the cloud is stopped, i.e., deduplication is efficiently 

checked at the file level by saying ‘file with this filename 

already exists. Try uploading a different file.’ Another such 

level is the ‘block level’, where it checks if the file uploaded 

and the file to be uploaded have the same file contents or 

not. For example, if a user A uploads a file ‘document.jpg’ 

with a scanned copy of the heart and another user or the 

same user also wants to upload ‘heart.jpg’ also having a 

scanned copy of the heart to the cloud again. Due to 

deduplication, the attempt to upload the file contents to the 

cloud is stopped, i.e., deduplication is efficiently checked at 

the block level by saying ‘File contents of this file is already 

present in the cloud. Try uploading a different file.’ These 

are examples of how exactly the deduplication is being 

checked in the proposed model. How exactly this works is 

by making use of an open private server to maintain private 

cloud data, user, private cloud, public cloud and a hybrid 

cloud.  

 

The unique encryption technique used is that of the AES 

(Advanced Encryption Scheme) algorithm to secure the data 

shared. Dropbox is used to upload the encrypted file to the 

cloud. each time a trusted user wants to upload the file a 

unique ID (identification key) is given to upload. The user is 

identified as trusted or not by first registering with the 

cloud. Then using the user credentials, he can upload files 

which are encrypted to the cloud. 

 

So, to begin with first the user has to open the private server 

and run all the services. He then has to navigate to eclipse 

and run the code. Upon running the code, the credentials are 

asked. If a trusted user, credentials are entered and now a 

unique access ID is generated. He now has access to the 

drop box. He uploads whichever file he wants and if another 

user wants to upload the same file, i.e., file with the same 

name or the same file content, be it a file of any file format, 

the cloud says ‘No. I already have this file. Please upload a 

new file’. The python code is run to show this message. 

Hence, an integration of java and python is made use of to 

execute the proposed system. The system architecture of the 

proposed system is as shown in the figure below. 

 

A deduplication [13] check could be done at various levels. 

For example, file level, where it checks if the filename is the 

same, or block level, where it checks if the content of the 

files is the same, etc. The following literature survey shows 

the research work done in this field to know what are the 

solutions fund till date to address this problem. Hence, 

having enormous space to save the files is not just enough 

but to use this space efficiently is of paramount importance 

in the present scenario. Also being safe with what data is 

shared is also very crucial. Afterall it’s better to be safe than 

sorry! The later sections elaborate on the proposed solution 

to this emerging problem and the future scope as to what 

else could be added to the current research work. 

 

 
Fig. 1 System architecture 

 

The above figure shows the system architecture of the 

proposed system where the server allows to login. Further 

after logging in, either user needs to choose the files to be 

uploaded or view request for file download. If viewed 

request for downloading file, then the public key will be 

sent to the user via mail. If user chooses files needed to be 

uploaded, the deduplication verification happens. If it exists 

then user is asked to choose another file to upload to cloud 

else the file chosen is encrypted using AES algorithm and 

uploaded to cloud.  the below figure is a flowchart showing 

the user flow. 

 

 
Fig. 2 (a) User flow 
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Fig. 2 (b) User flow confirmation 

 

The above figure shows the steps the user has to follow to 

upload a file to the cloud. Fig. 2 (a) shows that the user has 

to register to the cloud and then a mail will be sent to the 

registered email id. The user should then wait for the TPA 

(Third Party Auditor). If received, then the mail is received 

that there is a successful login, else continue to wait for the 

TPA. Upon logging in, the user can view files or view 

details or request to download. Further, on successfully 

receiving the public key, the file can be downloaded. The 

below figure shows details of the TPA work flow. 

 

 
Fig. 3 TPA work flow 

 

The above figure shows details of the TPA work flow. This 

has a broad classification as either to view the uploaded files 

or view the user request. If chosen to view the uploaded 

files, files can only be approved. If chosen to view the user 

requests, users can be approved or denied. This is how the 

proposed model exactly works. The next section deals with 

the results obtained upon implementing the proposed work. 

 

 

 

V. RESULT ANALYSIS 

 

The proposed model was implemented successfully. 

Deduplication was checked efficiently and only the files 

being uploaded to cloud are encrypted. Hence the data is 

completely safe in the cloud because its in the encrypted 

form. So, any search operation done would be on the 

encrypted data. The below screenshots give details of the 

results obtained on implementing this proposed model. 

 

 

 
 

Fig. 4 Python code screenshot 

 

The above figure shows the python code screenshot. This 

code when run checks for deduplication of files selected to 

be uploaded to cloud.  the below figure shows details of how 

exactly the cloud looks when a file is uploaded to it. 

 

 

 
 

Fig. 5 Screenshot of files in Dropbox 

 

The above figure shows details of the files uploaded in drop 

box. Before uploading to drop box, the user has login with 

the credentials provided. If logged in, file chosen is first 

checked for deduplication. If it exists the user is asked to 

choose another file to upload, if not the chosen file is 

encrypted and uploaded to cloud.  

 

 

 

VI. CONCLUSION 

 

We did an investigative study on the available techniques of 

avoiding duplication of data saved in different names/file 

formats called deduplication in the cloud. The available 

techniques just allow to upload any type of files to a private 

cloud or public cloud. No one has tried to read the data that 

has been uploaded to the cloud and save it from additional 

storage space by allowing multiple uploads of the same 

contents of the file in just different file formats. Hence after 

an elaborate and exhaustive research, we conclude that the 

cloud is now free from deduplication of data and there is an 

efficient utilization of storage space in the cloud. The cloud 

can now restrict the user from uploading the same file 

contents saved in a different file name or file format to the 

cloud. Thus, utilizing the storage space it has also in a much 
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better and efficient manner. Also, the data uploaded is 

secure. Hence proving no multiple files with same file 

contents uploading to cloud, efficient utilization of storage 

space and secure way to share data over the internet. The 

future work includes to further improve the efficiency of 

medical data security even more. It also aims to provide 

deduplication for image, PDF, etc. and reducing to delay 

required to send public key with automatic servers. Another 

important future enhancement includes to use the private 

server itself as a cloud. 
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Abstract— This paper presents the development of Sugarcane 

Grower Enquiry and Survey Application(Android) that would be 

a Grower Enquiry Mobile Application so that the Growers could 

know about their Basic Quota, Cane Area, Survey, Purchy, 

Calendar, Weighment , Payment, Loan Details and Bank Details 

of their Sugarcane crop produced and provided to Sugarcane 

Factories. The proposed Paper would also serve to show the plots 

of each Growers via Google Map. Moreover there will be 8 Main 

Options which contain 10 Activities/ Screens. 

Keywords— Android, Grower Enquiry, Sugarcane factories, 

SOAP API, XML Pull Parsing, Android Studio. 

 

I.  INTRODUCTION  

In recent years, researchers have developed applications 
and systems for precision agriculture based on current 
resources and future possibilities to improve profitability [1-5]. 
The concept of smart farming using IoT and advanced sensors 
has been also developed [6-8]. A novel methodology for the 
monitoring of the agricultural production process based on 
wireless sensor networks has been proposed [9]. Wireless 
sensor networks for agriculture: The state-of-the-art in practice 
and future challenges and Nb-IoT system for M2M 
communication were developed [10-11]. Optimized algorithm 
of sensor node deployment for intelligent agricultural 
monitoring has been described [12]. Some websites are created 
by different IT Companies so that farmers could view the 
details of their sugarcane crops produced and delivered to 
different sugarcane factories. By visiting these websites and 
logging in to their accounts, they are able to view the quality of 
crops produced by them, the status and variety of their crops. 
They get to know about the details of the amount of money 
they have taken as loan from the sugarcane factories to grow 
the required amount of sugarcane, the amount of money they 
have been paid in return by the sugarcane factories for the 
quantity of sugarcane delivered to the factories. Up till now in 
India the entire data of the Farmers’ sugarcane fields and crops 
are updated on Computer Systems only. Describing the process 
and the data that is displayed on these websites, basically what 
happens is that factories provide welfare schemes such as 
pesticides, urea, seeds etc. on loan. If a grower requests for 
some initial money as a loan to grow crops or to buy seeds as 
per his requirement, then sugarcane factories come forward to 
provide the necessities to the farmers. Eventually, the factories 
want good quality of sugarcane to be produced by the farmer in 
return so that they can produce sugar out of them. Some 

factories even have research labs to produce and invent 
Sugarcane seeds of new types and quality so that more amount 
of cane could be produced at minimum cost and minimum 
amount of land is required by the farmers. Modern types of 
seeds are distributed to the farmers. By doing this, quantity of 
crop produced could be increased by such loans and sugar 
would be produced more. So loans for producing new variety 
of sugarcane crops from the seeds are given to the farmers. In 
this way, Sugarcane factories and farmers both are at profit. It 
is noticed that by distributing modern seeds, quantity of 
sugarcane produced was doubled. In this proposed paper, we 
have focused on helping the farmers with advancement in 
Technology to modify and optimize the way Farmers and 
Sugarcane Industries are used to deal with their data. Since the 
advancement of Android Application Development, some IT 
Companies related to Sugarcane Industries are trying to fulfill 
the need of farmers and sugarcane factories to develop user 
friendly Android Applications so that farmers don’t require to 
go to Cyber Cafes for viewing the details of their crop field 
plots. With the proposed Paper a user-friendly Android App 
has been developed for the farmers keeping in mind their need 
of viewing their credentials and details. Hindi Language is used 
for displaying the different options and details so that the 
famers and local people working in Sugarcane Factories could 
easily access it accordingly. Each farmer has some sugarcane 
plots which produce thousands of quintals of sugarcane crop. 
So one can easily estimate the use of this Application such that 
this Application would serve to thousands of farmers at the 
same time very easily. The main purpose of this App is to run 8 
options for the farmers. They are : Grower Enquiry, Loan 
Details, Grower Account Details, Survey, Calendar ,Cane 
Payment, Weighment , Purchy Details.  

The organization of this paper is as follows: This section 
presents the brief introduction of sugar cane smart farming and 
precision agriculture using various techniques. Section 2 gives 
the overview of the android application description. Section 3 
gives the details description of the android application 
implementation and results. Conclusion is given in section 4.  
At last related references are given. 

II. ANDROID APPLICATION DESCRIPTION 

 

The Application requires a proper co-ordination between the 

Web-Service which takes the data from the main Server and 

retrieves the required data in key-value pairs back to Android 

App End. The Android App is developed in Android Studio 
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Software using Java Programming. Further, the App is divided 

into 2 sections: Front End and Back End developed using 

XML files and Java classes respectively. The primary goal of 

developing this Android Application is to provide relief to the 

farmers and local staff of Sugarcane factories so that they 

don’t require to go to the cyber cafes to look for their 

credentials and details related to any plot. Therefore, keeping 

this in mind we are developing such Application which could 

run on every smart phone whether it is an old one consisting 

of Android Jellybean or even the Latest Oreo 8.1. The App is 

compatible to every Android SDK Versions. That’s why 

minimum SDK Version taken is 15. The App is made user-

friendly in the sense that the default language of all the 

options, buttons and menu are set in Hindi to connect to those 

people as well who are not much educated. 

Moreover, the Application’s Main Menu consists of 9 items or 

options. The Main Page Activity basically consists of Grid 

View Layout which internally consists of 9 items. Each item 

or option is linked with subsequent image. The image 

describes the option name so that a farmer could easily know 

what the option is all about. So the images would help the 

farmers to use the App easily. The Front End is developed in 

such a way that the App looks easy to access and the farmers 

shouldn’t find any difficulty while using it. The UI has a 

theme consisting of 2 colors: green and white to make it look 

simple and sober. Green color signifies agriculture basically 

Sugarcane crops. Each farmer is associated with a farmer code 

and its village with a village code. Every factory is allotted a 

unit code. When the application is run by any user, a Splash 

Screen is shown first reflecting the name of the company and 

the image depicting sugarcane. Then a Screen arises which 

asks the user to select any 1 of the 10 sugarcane factories. 

After choosing the concerned factory, next screen is the Main 

Page Activity screen where the grower is asked to write his 

Village Code and Grower Code. Only them he could use the 

provided 9 Options that are Grower Enquiry, Loan Details, 

Grower Account Details, Survey, Calendar ,Cane Payment, 

Weighment, Purchy Details and Log Out. Actually, the 

Android Application needs Year, Unit Code, Grower Code 

and Village Code so that these values are taken by Web 

Service and then the Web Service connects with the Server 

and checks for the credibility of these 4 codes. If the codes are 

accepted by the Server, then subsequent method is called and 

then the Web Service returns the details that need to be 

displayed on the Screen. This Web Service is called via Soap 

API i.e using ksoap2. Every Item or Option is connected with 

some Method which is created at the back end of Web 

Service. The particular method returns the data as the key-

value pairs to the Web Service which in turn connects with the 

Android Backend and Frontend to display the required details 

on the Screen of the Grower in tabular form. Grower Enquiry 

details option includes farmer’s name, father’s name, village 

name, centre name, mobile number, total land, average yield, 

mode of cane delivery, crushing year and society. Loan 

Details option consists of Loan Type, Loan Description, Loan 

Amount, Received Amount, Balance Loan and Loan Date. 

Grower Account Details option includes Bank Name, Bank 

Branch Name and Grower Account Number. Survey Option 

includes details like Is Survey, Plot Serial, Plant/Tree type, 

Village Name, Variety Name, Latitudes and Longitudes of 

North-East, North-West, South-East, South-West Directions, 

Plot Area of each of the plots of every farmer, Cane Type. 

Moreover one can see any plot on Google Maps. Plots are 

drawn as polygons via Google Map API. Calendar Option 

consists of the crop details of every farmer. Calendar displays 

12 Fortnights. Each Fortnight has 15 days. So as a whole 

Calendar represents the Purchy(Indent) Details of sugarcane 

produced and delivered to the respected Sugar Mills in 180 

Days of an year. Cane Payment Option includes details like 

Payment Date, Purchy No., Final Weight, Due Amount, 

Deducted Amount, Paid Amount, Bank Name, Branch Name, 

Account Number, Payment Sheet Number. Weighment Option 

includes details like Mill Purchy Number, Tare Date, Gross 

Weight, Tare Weight, Net Amount, Indent Slip Number and 

Mode. Purchy Details(Indent) option includes details like Mill 

Purchy Number, Fortnight, Day of Fortnight, Variety, 

Delivery Mode Name, Purchy Issue Date and state of purchy. 

III. ANDROID APPLICATION IMPLEMENTATION 

AND RESULTS 

The aim is to not to store any kind of information inside this 
Application as a local storage. So “SQLite” is not used so that 
in case a Virus or a Hacker tries to hack the Application, he 
would not find any private information related to any farmer 
since this Application gets the details of Bank, Aadhar Card 
Number etc from the Server which is accessible by the 
registered devices only. The splash screen of the developed 
android application is shown in figure 1. 

 

Fig. 1: Splash Screen(First Screen) 

Constraints include doing Research in handling SOAP WEB 
API i.e “ksoap2”. Soap API is a connecter which calls the Web 
Service. Soap API gives the Unit Code, Grower Code, village 
code and Year to the Web Service to check for the credibility 
of the data entered by the user. This data is sent to the Server 
by the Web Service and then the Server responds the 
appropriate messages back to the Web Service. The Web 
Service returns the message back to the Soap Calling into the 
variable declared as “message”. This variable could contain 
entire table. Soap Objects are created which stores the result 
sent by the Server. When the Soap API is ready with the 
required data that is asked by the Grower, then comes the role 
of Parsing. Xml Parsing includes different tags. Each Tag 
represents a Column of the table. When Server sends back the 
data, it sends the entire table of the corresponding method 
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which is created on the Server. Each Activity is connected to 
its corresponding separate method on Server. So if the grower 
wants to have a look on it Grower Enquiry Details, so Soap 
API would have to connect with the Web Service and retrieves 
the data from "getGrowerDetailsEnquiry" method created at 
the WebService Backend Database. The data is send back to 
the Soap call and stored in “message” object. So only then 
XML Pull Parsing comes into force and different columns are 
extracted in terms of different tags. 

                   

                      (a)                                                             (b) 

Fig. 2: (a) Main Activity depicting Spinner, (b)  Main Page Activity 

Under “MainPage” Activity shown in figure 2, one of the most 
important task performed is getting the IMEI NUMBER given 
in figure 3 of the device on which the app is running. This is 
done for security purposes, as only those devices which get 
registered on the Server are allowed to use this app. That 
means if the non-registered device tries to access this app, then 
it won’t run on the suspected device. 

             

                      (a)                                                             (b) 

Fig.3: (a) IMEI Permission Denial, (b) Bootstrap Dialogue Box 

 

The 8 Options are Grower Enquiry Activity shown in figure 4, 
Loan Details, Grower Account Details, Survey Activity, 
Calendar Activity, Cane Payment Activity, Weighment 
Activity and Indent(Purchy) Activity. Last Option is Log Out. 

A. Grower Enquiry Details 

In Grower Enquiry Activity, details include Grower Name, 
Father’s name, Village name, center name, mobile number, 
total land, average yield, mode of cane delivery, crushing year 
and society name are displayed for the farmers. 

 

Fig.4: Grower Enquiry Activity 

B. Loan Details 

Loan Details Activity shown in figure 5 includes Loan Type, 
Loan Description, Loan Amount, Received Amount, Balance 
Loan and Loan Date. Moreover, Loan Amount in Loan Details 
activity denotes the amount of money taken in advanced by the 
grower from the sugarcane factory for buying pesticides or 
urea or may be seeds. Received Amount tells about the amount 
of money received by the grower when he supplied the 
sugarcane factory with the sugarcane. Deducted amount is the 
difference of the final amount to be received by the farmers and 
the loan that farmer took from sugarcane factories. 

 

Fig.5: Loan Details Activity 

C. Grower Account Details 
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Fig.6: Grower Account Details Activity 

Grower Account Details given in figure 6 include village name, 
grower name, father’s name, center name, bank name, bank 
branch name and bank account number. Method of the web 
service published to which this Activity is connected to is 
"getGrowerDetailsEnquiry", 

D. Weighment Activity 

Weighment Option shown in figure 7 includes details like Mill 
Purchy Number, Tare Date, Gross Weight, Tare Weight, Net 
Amount, Indent Slip Number and Mode. Method of the web 
service published to which this Activity is connected to is 
"getWeighmentDetails". 

 

Fig. 7: Weighment Details 

E. Survey Activity 

Survey Option shown in figure 8 & 9 includes details like Is 
Survey, Plot Serial, Plant/Tree type, Village Name, Variety 
Name, Latitudes and Longitudes of North-East, North-West, 
South-East, South-West Directions, Plot Area of each of the 
plots of every farmer, Cane Type. Moreover one can see any 
plot on Google Maps. Plots are drawn as polygons via Google 
Map API. 

 

Fig. 8: Survey Activity (first half of the screen) 

 

Fig. 9: Survey Activity (second half of the screen) 

 

Fig. 10: First Plot of a farmer shown on Google Maps via Google API 
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Each plot is drawn shown in figure 10 as a polygon and its 
boundaries are marked accordingly by taking the co-ordinates 
of latitude longitude of each of its 4 corners. Each crop field 
plot of sugarcane is shown on the map (figure 11) when the 
farmer taps on “Yes” TextView box corresponding to each 
plot. 2 “Bean Classes” are used to use the concept of 
encapsulating many objects into a single object. Method of the 
web service published to which this Activity is connected to is 
"getGrowerSurveyDetails". A bean class implements 
Serialization concept and has public getters and setters 
methods. One of the bean classes created is “PlotLatLng” class 
and other one is “SurveyData” class. 

 

Fig. 11: Second Plot of a farmer shown on Google Maps via Google API 

Map Activity Class is opened along with sending “plotLatLng” 
object in the bundle as serialized and also the plot serial 
number of each plot of the farmer is also sent with the bundle 
as well (figure 12). 

 

Fig. 12: All plots of a farmer shown on 1 screen of Google Maps along with the 
required information of each plot 

To see all the plots of the farmer, All Plots Activity Screen is 
executed from Survey New Activity. “SurveyData” bean class 
is used. 

F. Calendar Activity 

Calendar Option shown in figure 13 consists of the crop details 
of every farmer. Calendar displays 12 Fortnights. Each 
Fortnight has 15 days. So as a whole Calendar represents the 
Purchy(Indent) Details of sugarcane produced and delivered to 
the respected Sugar Mills in 180 Days of an year. Method of 
the Web Service published to which this Activity is connected 
to is "getCalenderDetails". “showSummary” function is called 
and executed. “LayoutParams” attribute of “TableRow” layout 
is used to draw and map the table. 

 

Fig.13: Calendar Activity for 12 Fortnights 

G. Payment Activity 

Cane Payment Option shown in figure 14 includes details like 
Payment Date, Purchy No., Final Weight, Due Amount, 
Deducted Amount, Paid Amount, Bank Name, Branch Name, 
Account Number, Payment Sheet Number. Method of the Web 
Service published to which this Activity is connected to is 
"getPaymentDetails". 
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Fig.14: Payment Activity for 12 Fortnights consisting a total of 168 days of an 
year 

H. Indent Activity  

Purchy Details(Indent) shown in figure 15 option includes 
details like Mill Purchy Number, Fortnight, Day of Fortnight, 
Variety, Delivery Mode Name, Purchy Issue Date and state of 
purchy. Method of the Web Service published to which this 
Activity is connected to is "getPurchyDetails" 

 

Fig.15: Indent Activity(Sugarcane Purchy Details) 

IV. CONCLUSION 

In this paper, we have focused on helping the farmers with 

advancement in technology to modify and optimize the way of 

farming and Sugarcane Industries are used to deal with their 

data. With the proposed paper a user-friendly Android App for 

the farmers has been developed, keeping in mind their need of 

viewing their credentials and details. Hindi Language is used 

for displaying the different options and details so that the 

famers and local people working in Sugarcane Factories could 

easily access it accordingly. 
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Abstract--- Landslide is a natural hazard, 

which badly affects people's safety and 
property. Continuous monitoring of such a 
disaster may lead to reducing of losses of human 
lives. With this aim, in this paper, we have 
proposed a surveillance system for real time 
landslide monitoring using computer vision 
algorithms. Here we have used a video camera 
to acquire live view of landslide site and a small 
computer board ‘raspberry Pi’ to run the 
algorithm we will introduce here. When 
landslide is detected SMS text messages are 
transmitted using a GSM modem. Due to video 
camera and Raspberry Pi, this method is 
inexpensive yet efficient and also requires low 
power, therefore this method can be used in any 
region. We have used median filtering to remove 
noise present in the detection algorithm. Here 
we have also proposed a new implementation 
method for median filtering using a linked list 
and parallel processing which is very time 
efficient.   

Keywords—computer vision, camera, raspberry pi, 
motion detection, background subtraction, video, 
entropy, landslide, median filtering, image 
processing, artificial intelligence 

 
I. INTRODUCTION 

 
The term landslide describes gravitational 
movements of soil or rock down slopes. Landslide 
is a geological disaster which is the major cause of 
damage to life, human settlements, and public 
utility [1]. Landslide is a serious problem in 
mountainous terrain like Himalayan states of India 

[2].  Therefore in these regions, there is an urgent 
requirement to establish a system for landslide 
monitoring to save human lives and properties. 
There is a need to establish landslide monitoring 
and detection systems which can provide alarms at 
the moment when a landslide occurred. These 
systems may save human life and property by 
generating alarms at critical moments [3]. 
         Several measurement methods have been 
developed for slope instability and landslide risk 
estimation [4].  For example map analysis and 
remote sensing are used for landslide risk 
estimation based on terrain information and 
geological information. But these methods are 
costly, labor intensive and highly subjective.  
          One approach for landslide monitoring is by 
installing various geotechnical instruments such as  
inclinometers, extensometers or piezometers on the 
slop. Various geotechnical instruments based 
landslide monitoring systems have been discussed 
[5]. But these types of systems are very costly and 
require continuous maintenance.  
               In this work, we have introduced a low 
cost and low power consumption system for 
landslide detection and monitoring. For this work, 
we have used a web camera, and a single board 
computer raspberry pi to detect landslide events 
using motion detection technique and median 
filtering. 
               Landslide detection in a video stream can 
be thought about detecting moving objects in a   
video. There are various techniques existing for 
detecting moving objects in a video. One of them is 
temporal differencing which uses pixel wise 
difference between 2 consecutive frames in a video. 
This method is sensitive to noise, cannot handle 
complex background and still object detection [6].   
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The second method is Optical flow [7] which 
very complex and time inefficient therefore
be used in real time application. Gaussian mixture 
model based background subtraction is
method for moving object detection [8
this method cannot handle multimodal background.
                     In this work, we have used 
Background   Extractor (ViBe) [9]. This
has high accuracy, requires less memory space and 
is time efficient. The Vibe can handle complex 
background and small camera movement.
              Median filter is used to reduce impulse 
noise. Various methods have been discussed in the 
literature [10] [11] for conventional median 
filtering. In [12] various algorithms have been 
proposed for fast median filtering with time 
complexity from   Ο(𝑛 ) to Ο(𝑛 log
we have used linked list and parallel processing to 
reduce time complexity.  
               We have used entropy threshold technique
[13] as an index to determine down slope motion
large area i.e. landslide or small object’s motion
               The research paper is divided as follows.
In Section II we present a system diagram and give
an overview of hardware components used in
proposed landslide detection system. In Section 
we shortly describe the methodology and
developed algorithm for landslide detection. 
Section IV we present the achieved experimental 
results. Finally, in section V we conclude
research paper and discuss about the future work
 

II. Proposed system     

                  Figure 1: System Diagram
System diagram of the proposed system is given in 
figure 1. Following hardware components are used:
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System Diagram 
proposed system is given in                                                                                                                              

1. Following hardware components are used: 

 Video camera: a digital video camera is
used to capture live view
vulnerable site. Video camera feed is 
input to our system. OpenCV
used by single board computer rasp
PI to capture video from web cam and 
accessing video frames. 

 Raspberry Pi: Raspberry 
powerful and portable computer board
having dimension of a 
developed by the Raspberry
Foundation. Raspberry pi is 
processing unit of our landslide detection 
system. We have used a third 
the Raspberry Pi 3model B
operating system. The selected 
Pi 3 model B includes 64 bit  Quad Core 
1.2GHz Broadcom BCM2837 processor 
and 1GB RAM.  

 GSM modem: GSM modem is a wireless 
modem that uses a SIM card
over a cellular network. GSM modem is 
connected to raspberry PI through 
cable. GSM modem is programmed
AT commands for Automatic SMS 
generation to send an alert message when
a landslide occurs. Here GSM modem is 
programmed to send a 
message as Flash SMS. 
 

III. METHODOLOGY
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 2: Flow diagram of methodology

Entropy calculation

Landslide detection

    Start capture 

    Background subtraction

Median filtering 

Object detection 

                                                                                                                             

Video camera: a digital video camera is 
used to capture live view of landslide 

Video camera feed is basic 
input to our system. OpenCV library is 
used by single board computer raspberry 

from web cam and 

Raspberry Pi is a low cost, 
computer board 
a credit card, 

by the Raspberry Pi 
Raspberry pi is a central 

processing unit of our landslide detection 
have used a third generation 

B and  raspbian       
The selected Raspberry 

Pi 3 model B includes 64 bit  Quad Core 
1.2GHz Broadcom BCM2837 processor 

modem is a wireless 
card and operates 
GSM modem is 

connected to raspberry PI through a serial 
GSM modem is programmed using 
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alert message when 

Here GSM modem is 
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METHODOLOGY 
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A.  Background Subtraction 
 
 

 

 
 
Figure 3: Flow Diagram of Visual Background 
Extractor  
 
Background subtraction is the second step of the 
flow diagram of methodology shown in figure 2. 
Background subtraction detects moving objects 
from static cameras. Here we have used Visual 
Background Extractor (ViBe) [9]. This method, 
has high accuracy, requires less memory space and 
is time efficient. The Flow diagram of Visual 
Background Extractor (Vibe) is shown in Figure. 
3. The ViBe is pixel based background subtraction 
approach. Here each background pixel model is set 
of previously observed background pixel values 
instead of estimating probability density function 
like in GMM based approach. Each pixel value is 
compared to closest value of its background pixel 
model. Background pixel models are initialized by 
a single frame using pixel values of their spatial 
neighborhood. Consequently Vibe starts 
background subtraction from second frames. The 
Vibe can handle sudden illumination changes. Vibe 

has a unique property of spatial diffusion where 
each background pixel updates one of its spatial 
neighbouring background pixel model chosen 
randomly. This feature makes Vibe to handle small 
camera movement and slowly evolving structure. 
                   Each background pixel model is 
updated with each new incoming frame by using a 
conservative update policy. This update policy has 
3 important properties 

1) Memory less update policy 
2) Random time sub sampling 
3) Spatial temporal update policy 

 
B. Median Filtering 

 
Outcomes of visual Background extractor are 
binary images which contain salt and pepper type 
noise. This type of noise can be effectively 
removed by using a median filtering . We propose a 
fast median filtering algorithm for smoothing the 
output of background subtraction. The median filter 
is the well known method in image processing for 
reducing the impulsive noise. However, it has a 
problem that execution speed is slow because it 
uses a sorting algorithm to obtain the median value. 
So, a fast median filtering algorithms has been 
discussed here for real time landslide detection.  
                         Median filter is a nonlinear filter 
which replaces value of each pixel by median, of 
all pixel values in its spatial neighbourhood. For 
computation of median filtering, pixel values 
covered by kernel, are sorted. If the kernel size is 
odd, then the median is just the middle value of a 
sorted array. For even size kernel, median is 
average of two middle values. There are various 
sorting algorithms like quick sort and heap sort 
whose time complexity can have significant 
variations, depending on the kernel size and can 
increase with the kernel size. Each time, kernel is 
moved to cover new pixel values and old values 
from kernel are discarded. Now new pixel values in 
the kernel are sorted into numerical order to 
compute median value. This process is repeated 
until whole image is covered. This is very time 
inefficient.  
                         We have proposed a new 
implementation of median filtering where we 
never have to re-sort the running kernel; the 
operations are designed so that the array will 
remain sorted after each deletion and addition. All 
pixel values of the window are not discarded and 
also sorting algorithms are not used in every time. 
Pseudo code of the proposed median filtering 
algorithm is shown in Algorithm: proposed 
median filtering algorithm for kernel slide 
horizontally. Since insertion and deletion 
operation of pixel values are fast in a linked list, 
therefore we have used linked list data structure. 
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Here we have used parallel processing to compute 
median filtering. Since our used raspberry pi 3 
model B has 4 cores, video frames are subdivided 
into 4 equal segments. We divide the 340x480 
frame size into 4 equal parts and each of 4 
segments is given to each core. Each core performs 
median filtering simultaneously to reduce time 
complexity. Now the output of all core are 
recombined to get final result. For median filtering 
computation, the following steps are followed: 

 First time, linked list is sorted using pixel 
values in the kernel. 

 In next time (window slides to the next 
location), from the sorted linked list, 
delete node corresponding to the first row 
or first column depending on whether 
video frame is scanned horizontally or 
vertically as shown in figure 4 and figure 
5. 

 For all new value in the window to be 
added, use a linear search to find their 
position in the sorted array.  Add the new 
values in those positions. 

 Note that the linked list is still sorted.  The 
median will be in the middle of the linked 
list (assuming window size is odd) or the 
average of two median values (window 
size is even). 

Algorithm: proposed median filtering algorithm 

 

Input: Image X of size M×N, kernel size n 
Output: Image Y of the same size as X 

Initialize Linked list L with special 
neighbourhood of 𝑿𝟏,𝟏 

  for i= 1 to M do 
     for j= 1to N do 
         for k= -n/2 to n/2 do 
           Remove 𝑿𝒊 𝒌,𝒋 𝒏/𝟐 from Linked list L 
           Add 𝑿𝒊 𝒌,𝒋 𝒏/𝟐 to L using lenear search 
         end for 
      𝒀𝒊,𝒋  ← median (L) 
    end for 
 end for 

 

In a brute-force way, the time complexity per pixel 

is Ο(𝑛 log 𝑛) when applying a quick sort to a 
median filter with a window size of n. As shown in 
pseudo code of our proposed algorithm, for kernel 
size of n×n, n addition and n deletion are required 
to update the linked list. So our proposed method 

has time complexity of  Ο(𝑛) and also space 

complexity of Ο(𝑛) per pixel for kernel size n×n. 
This method is easy to implement in hardware 

 

 

 

 
 
 
 
Figure 4: Removal of linked list node when 
window slide horizontally 

 

 

        

                              

 
Figure 5: Removal of linked list node when 
window slide vertically 
. 

C. Object Detection 
 

Result of median filtering is a binary image where 
all white pixels belong to the moving objects. 
These white pixels can be grouped by using pixel 
connectivity process where pixels having similar 
intensity values and connected in some way to each 
other form a group. Now these groups can be 
labeled by assigning grey values to each group.This 
labeling technique is called connected component 
labeling. There are various proposed algorithms for 
connected component labeling. For this work we 
have chosen one pass algorithm because it requires 

      
      
      
      
      
      
      

      
      
      
      
      
      
      

      
      
      
      
      
      
      

      
      
      
      
      
      
      

These pixel values removed from 
sorted linked list 

These pixel values inserted into sorted 
linked list using linear search 
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sorted linked    list using linear search 

These pixel values removed from 
sorted linked list 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1202



less computational time. Now these label
belong to moving objects. 
 

D. Entropy Calculation 
 

After background subtraction and noise removal
using median filtering, landslide detection 
is possible but still there is need of a 
determine whether it is down slope motion of large 
area i.e. landslide or small object’s motion
[14] is used to measure the amount of disorder 
randomness in a frame. As shown in figure 6 (a), 
the frame is perfectly ordered so its entropy is zero. 
Figure 6(b) shows a disordered frame so its entropy 
is higher than figure 6 (a). Finally frame in figure 
6(c) is highly disordered so its entropy is highest. 
Consequently entropy thresholding can be used
find landslide movement.  The Entropy of a frame 
can be calculated by the following formula
 
 
 
k is no. of gray levels and Pk is probability of gray 
level k. For our work, this entropy threshold
to 0.8. 
 

         
(a)                                          

                                                     

   
                   (c) 
 Figure 6: Illustration of Entropy in different frame
 
 

IV. RESULTS 
 
All the operations, we have discussed in 
methodology section, are applied on 
individual frame of a video stream. Here we have 
used openCV library for accessing video frames
and for changing frame rate. We have developed a 
GUI for this work whose screenshot is shown in 
figure 7. There are two fields in GUI first is ROI 
(region of interest) and second is window size of 
median filtering. ROI is used to select a portion of 
live view on which the proposed algorithm is 
performed. ROI is can be defined by regular 
polygon or freestyle. 
                   

 k
n

k k PPH 21
log 



Entropy (a) < Entropy 
(b) <Entropy (c)

labeled groups 

After background subtraction and noise removal 
using median filtering, landslide detection              

a threshold to 
motion of large 

motion. Entropy 
is used to measure the amount of disorder or 

in a frame. As shown in figure 6 (a), 
frame is perfectly ordered so its entropy is zero. 

rame so its entropy 
rame in figure 

6(c) is highly disordered so its entropy is highest. 
ng can be used to 

Entropy of a frame 
following formula 

is probability of gray 
threshold is set 

    
                                         (b) 

different frame 

discussed in the 
methodology section, are applied on each 

. Here we have 
openCV library for accessing video frames 

. We have developed a 
GUI for this work whose screenshot is shown in 

fields in GUI first is ROI 
(region of interest) and second is window size of 
median filtering. ROI is used to select a portion of 

proposed algorithm is 
performed. ROI is can be defined by regular 

              Figure 7: Snapshot of developed GUI
 
We have tested our proposed algorithm on 
prerecorded footage of debris flow landslide. The 
footage is of 52 seconds and frame size is 
Actual landslide occurs after 7 second and our
proposed landslide detection system
second and generates an alarm message.
proposed algorithm works similar 
frame rate of the video increases upto 4
fr/seconds. This algorithm will work the same 
case of live streaming from the web cam.
          Result of the proposed algorithm is
fig 8. As a landslide occurs, 
“LANDSLIDE DETECTION” is flashed in red 
colour at top most window and test SMS is sent to 
the local authority. 
              For this result, we have selected 
generation of Raspberry Pi 3 model 
operating system. Raspberry Pi 3 model B includes
64 bit  Quad Core 1.2GHz Broadcom BCM2837 
processor and 1GB RAM. Above 
raspberry Pi with a USB web-camera of 5MP 
GSM modem is hardware components used in the 
proposed system.  
 

 
    Figure 8: Result of developed algorithm

V. CONCLUSION 
WORK 

 
The research work has been introduced a landslide 
monitoring and detection system 
landslide in real time. Hare, we have 
Raspberry Pi 3 B and webcam which requires less 
power and is very economical therefore it is 
suitable to use in remote areas. Our proposed 

Entropy (a) < Entropy 
(b) <Entropy (c) 

 
Snapshot of developed GUI 

We have tested our proposed algorithm on 
prerecorded footage of debris flow landslide. The 
footage is of 52 seconds and frame size is 340x480. 

after 7 second and our 
proposed landslide detection system detects it at 7 
second and generates an alarm message. Our 

similar on the video if 
frame rate of the video increases upto 40 
fr/seconds. This algorithm will work the same in 
case of live streaming from the web cam. 

proposed algorithm is shown in 
landslide occurs, a message 

is flashed in red 
colour at top most window and test SMS is sent to 

we have selected a third 
model B and raspbian 

model B includes 
.2GHz Broadcom BCM2837 

Above mentioned 
camera of 5MP and a 

hardware components used in the 

 

developed algorithm  

 & FETURE 

The research work has been introduced a landslide 
monitoring and detection system which detect 

we have used a 
cam which requires less 

power and is very economical therefore it is 
suitable to use in remote areas. Our proposed 
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system provides an innovative and economical 
system for landslide detection. When landslide 
occurs our system can detect the event and can 
inform concerned authority by real time SMS text 
message. Concerned authority can take necessary 
steps to divert the traffic and to protect property 
and lives living in landslide vulnerable areas. We 
have proposed a fast implementation method for 
median filtering using linked list data structure 
which has time complexity of Ο(√𝑛). In the future, 
we can incorporate deep learning and convolution 
neural network to detect landslide. 
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Abstract- Crowd analysis is an essential topic of 

research in artificial intelligence. There are several 

applications on crowd analysis, such as, 

environmental management, urban planning and 

public safety. This paper presents review of different 

methodologies those have been implemented for 

estimating crowd. This paper covers several methods 

of crowd density estimation, such as, image 

processing techniques, machine learning and deep 

learning based technique, and smartphone based 

technique.  

Keywords—Image processing methods, direct 

method, indirect method, location based 

smartphones for crowd counting, machine learning 

and deep learning based crowd classification.  

I.  INTRODUCTION 

   With the increase in human population, crowd 

gathering takes place at many public places such as 

rail, maglev, metro, stadium, marathon etc. So there is 

a risk of stampedes. Various incidents took place 

because of overcrowd such as in 2005, more than 640 

people died in Religious procession at Baghdad, In 

2013, 115 people died in Hindu Festival at Datia 

District, in 2014, during Dussehra festival in India 

around 32 people died and in 2017, 23 people died at 

Elphinston Road Mumbai [1], [2]. Due to such 

incidents, there is a requirement of some efficient and 

effective crowd density estimation and crowd 

management techniques. Estimating crowd density is 

of great importance, as it can prevent stampede. 

Traditionally, human operators were required for 

continuously monitoring the CCTV cameras installed 

for identifying any suspicious or unusual action of the 

crowd. Analyzing and observing such huge 

information originating from different view-points and 

various angles is critical job for the human operators 

and would be costly. Also, if a very small team is 

appointed for crowd monitoring task then it may lead 

to improper analysis and they may miss any unusual 

event within the crowd. For better accuracy of crowd 

density estimation advanced computer vision 

techniques are being deployed recently to automate 

crowd monitoring system. This would reduce the need 

of human operator significantly and hence the cost 

involved in employing the security persons would also 

reduce. Various methods adopted for crowd density 

estimation are reviewed in this paper.  

Conventional Image Processing have been widely 

used for crowd density estimation is studied in this 

paper. It involves two approaches first is direct 

approach which is also known as detection based 

method in which individuals are directly segmented 

from the crowded scene and then number of people are 

detected. The other approach is indirect based which 

is also knows as feature based method in which 

features are learned by using some learning algorithm. 

The other method is by using location based 

smartphone for people counting is reviewed in this 

paper. One more method is by using Machine 

Learning and Deep Learning algorithm to classify 

images as low crowd, high crowd, moderate crowd, 

extremely dense crowd. In deep learning, various 

algorithms are available such as Artificial Neural 

Network (ANN), Convolutional Neural Network 

(CNN), and Recurrent Neural Network (RNN). 

II. RELATED WORK 

[1] proposed two approaches direct based and indirect 

based. Both approaches have some limitations. 

Various methods have been proposed by many 

researchers for crowd counting in public areas. [17] 

proposed ROI (Region of Interest) based crowd 

counting This method is based on human detection or 

any regression method. The main important step in this 

method is background subtraction and then mapping 

the foreground shape with the human shape. This 

method is not suitable for highly dense crowd or in 

occluded area. Various other researchers implemented 
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Markov Random Field (MRF) for foreground 

subtraction [28]. Recently computer vision techniques 

are adopted for crowd analysis.  

III. CROWD DENSITY ESTIMATION USING 

CONVENTIONAL IMAGE PROCESSING TECHNIQUES 

 

     Crowd density estimation using conventional 

image processing technique is categorized as: Direct 

and indirect approaches [1]. 

A.  Direct approach for crowd density estimation 

Direct approach aims to estimate number of people by 

segmenting each individual from images and it also 

locate their position. This method is applicable only in 

low crowd scene. In high crowd scenario or in high 

occlusion scene, detecting each individual is difficult 

task. This approach is further improved by using part 

based detection such as head detector and  omega 

shape detector which is formed by head and shoulder, 

pedestrian detector. However, this part based detection 

is not suitable for very high crowd. Further Direct 

approach is of two types Model based approach and 

Trajectory based approach [1]. 

In model based method each individual is segmented 

and counted with the help of some model or 

appearance of human shape. This method is used for 

counting problem. In trajectory based approach, every 

pedestrians motion is tracked using interest based 

points. After detecting peoples position counting can 

be carried out.  

B. Indirect approach for crowd density estimation 

Indirect approach aims to extract local and global 

features from images. As detecting features is much 

easier task then detecting people in high crowd 

situations. In the literature foreground and background 

subtraction technique were used to estimate crowd and 

edge based features was extracted for crowd analysis. 

However, foreground and background subtraction is 

very difficult in highly crowded areas are the 

limitations of this approach. Edges like features are 

incorrect in complicated background and occluded 

areas. [1], [15]. To overcome such problems more 

methods are proposed and they are discussed in the 

succeeding subsections. 

 

 

 

a. Pixel Based Method 

Pixel based method [1] extract very local features to 

estimate crowd. The first step in pixel based is to 

remove background by using some background 

subtraction techniques; the next step is to extract 

features by using edge detection method. These 

features are the input to back propagation neural 

network. This method is 100% accurate in very low to 

low crowd situations. However, due to high occlusion 

false information could be captured by this pixel based 

method.  

b. Texture based method 

Texture feature extraction is proposed by many 

researchers as it is highly efficient method for feature 

extraction which is used for many image processing 

applications. Texture gives the detailed information 

about all the regions of an image. Texture extraction is 

more robust than pixel based method. Marana 

proposed images of low crowd exhibit coarse pattern 

while images of high crowd exhibit fine pattern. In 

their work, researchers proposed Gray-Level Co-

occurrence Matrix (GLCM) features for crowd density 

estimation. Four GLCM features, such as, Contrast, 

Energy, Homogeneity, and Entropy for estimating 

crowd were extracted. These features were applied to 

the input of neural network for crowd classification. 

However, this method needs more time for crowd 

classification. The other recent methods are based on 

Local Binary Pattern (LBP) and Gabor Features [4], 

[10]. 

1. Local Binary Pattern 

    LBPs are texture descriptor proposed by Ojala et al 

[5] It simply describes the local information. The 

calculation of LBP involves the subsequent steps. The 

first step is to convert the color image into the gray 

scale image. Then the gray scaled pixels are computed 

for 8 neighborhood pixels with the central pixel. [3], 

[4]. If the intensity of the pixel to be converted to 

grayscale is greater or equal to its neighbour’s pixel 

value than it is set 1 or else, it is set to 0. A similar 

procedure is done for all the pixels in the image to 

generate a gray image. 

LBP is defined as follows: [4] 

LBP = ∑ 𝑠(𝑃𝑖 −  𝑃𝑐)𝑃−1
𝑖=0 2𝑖                               (1)  
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Fig. 1.  Converting into a gray scale image in LBP [5] 

 

where P is the number of neighbors; PC denotes the 

central pixel; PI denotes the other pixel around PC. 

S(x) is defined as:[6] 

                                      (2) 

The next step in calculation of LBP is to take any 

neighbourhood pixel value and traversing the LBP 

code in clockwise or anticlockwise. This will result 

into 8-bit binary pattern, [7] 

 

Fig. 2. Converting grayscale into decimal 
representation in LBP [5] 

 The final step in LBP is converting the binary into 
decimal number. This value is stored in output array. 

 

Fig. 3. Converting binary to decimal and storing the 
LBP value in output array [5] 

 

The process of converting to grayscale and 
obtaining the output decimal value in the LBP array is 
repeated for each pixel in the image. Fig. 4 shows the 
LBP of an image. 

 

Fig. 4. Original image (left) and its LBP (right) [5] 

Finally, the histogram is computed from the output 

array. The patterns obtained from a 3 x 3 

neighbourhood are 2 ^ 8 = 256. Thus the final feature 

vector is 256 bin histogram of LBP 2D array. The 

advantage of using LBP in image processing technique 

is that it provides detailed information of the images. 

2.  Gabor Features 

Gabor features find their uses in image classification, 

image segmentation.  Gabor features are represented 

by using different scale and different orientations. 

Gabor filter are set of linear filter which are efficiently 

employed for edge detection and texture feature 

extraction. Gabor filters are those filters which allows 

certain range of frequencies and rejects the unwanted 

frequencies. The images are filtered by gabor filter 

with a specific frequency and orientation and feature 

vector is created. This feature vector is input to 

segmentation or classification problem. A 2D gabor 

filter is a sinusoidal Gaussian filter with a preferred 

frequency and orientation. Two-Dimensional gabor 

filter is as given in the Fig. 5. 

Fig. 5.  Two-Dimensional Gabor filter 

Two-dimensional Log-Gabor filter involves radial 

and angular filter components. The frequency 
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response of a 2-D Log-Gabor filter is given in 

eq.(3)[9] 

 

G(r,θ) = exp (
−[ln(

𝑟

𝑓𝑜
)]2

2[ln(
𝜎𝑟
𝑓𝑜

)]2) exp (
−(𝜃−𝜃0)2

2𝜎𝜃
2 )     (3) 

 

where (r, θ) represents the polar coordinates, the 

central frequency of the filter is given by f0, the 

orientation of filter is denoted by θ0. σr and σθ are the 

scale and angular bandwidths respectively. By using 

different values of frequency and orientation, a bank 

of Gabor filter is created. Then each feature is 

convolved with discrete time Fourier transform of the 

input image. The two features are extracted using 

Gabor are:     

 

Local Energy = ∑𝑖 ∑𝑗|𝐺(𝑖, 𝑗)|2                  (4) 

Mean Amplitude = ∑𝑖 ∑𝑗|𝐺(𝑖, 𝑗)|              (5)  

 

List of different Gabor filters are obtained by using 

different values of frequency and orientations. 

 

 

Fig. 6 A bank of 16 Gabor filter [8] 

 

 3.  Gray Level Co-occurrence Matrix  

GLCM is a mathematical and statistical tool for image 

texture feature analysis. It gives the relationship 

between the adjacent pixels. The main image texture 

features used for crowd density estimation are 

contrast, energy, entropy, homogeneity. GLCM takes 

the relation between two pixels reference pixel and 

neighbour pixels. GLCM is prepared by using Gray 

pixel values and it will calculate how often the pixel 

occurs horizontally, vertically, and diagonally. The 

GLCM example is given below [11], [12], [13]. 

Fig.7. GLCM example 

The four important features are given by the equations 

(3) to (6) [11]   

Contrast: Contrast estimates the magnitude of 

intensity between a pixel and its neighboring pixel for 

the entire image.  

The formula for contrast is gives below: 

Contrast = -∑𝑖∑𝑗(𝑖 − 𝑗)2𝑃[𝑖, 𝑗]                      (6)  

Energy: restores the addition of squared components 

in the GLCM. 

The formula for Energy is given below:  

Energy = -∑𝑖∑𝑗𝑃2[𝑖, 𝑗]                                 (7)  

Entropy: Entropy provides the necessary information 

of images which are requires for various image 

compression techniques.  

 The formula is given as:  

Entropy = -∑𝑖∑𝑗𝑃[𝑖, 𝑗]𝑙𝑜𝑔𝑃[𝑖, 𝑗]                   (8)  

Homogeneity: Gives the value which provides the 

information of closeness distribution of all elements of 

GLCM with the GLCM diagonal elements The 

formula is given below:                   

Homogeneity = ∑ ∑
𝑃[𝑖,𝑗]

1+(𝑖−𝑗)2𝑗𝑖                            (9) 

IV. CROWD MONITORING THROUGH LOCATION BASED 

SMART PHONES WI-FI PROBES 

In this method sensing approach is proposed using 

phones in which people will participate and share their 

location. This method proposed the moving speed of 

individuals in the crowd is the main important factor 

for crowd density estimation. To determine the crowd, 

the exact location of people is an important issue. 

There are two main approaches for obtaining the 

location of smartphones In-network localization and 

In-phone localization. In-network localization method 

explains the fact that at every time the smart phone is 
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connected to the base station in the network. The entire 

information about which phone is connected to which 

base station is stored in the database and automatically 

it updates the databases. As the location of all the base 

stations are known, estimation of position of smart 

phone can be localized and hence location of people 

can be obtained. From this information people count 

can be estimated [26] [27] [28]. 

The other method is by using Wi-Fi signals. With the 

growing technology, Wi-Fi enabled smartphones are 

used by every individual. Smartphones send request 

periodically for connecting to the existing network. 

This method is applied for counting number of 

individuals by counting the devices who share the 

network. 

V. CROWD DENSITY ESTIMATION USING MACHINE 

LEARNING AND DEEP LEARNING 

Machine Learning and Deep Learning are recent 

techniques for crowd density estimation. They involve 

the following steps shown in fig.8. The first step is to 

acquire features for various density levels using 

several feature extraction algorithms and the next step 

is use classifier for classification into various density 

levels such as low crowd, high crowd, moderate crowd 

and extremely dense crowd.  

 

Fig. 8. Machine Learning Architecture 

In Deep Learning feature extraction is carried out by 

hidden layer and it compute feature vector. This 

feature vector will help to compute classification. 

Convolutional Neural Network is popular Deep 

Learning algorithm for many image processing 

applications. CNN consist of input layer, output layer, 

and many hidden layers as shown in the Figure 9. CNN 

receives data through input layers and sends the data 

to hidden layers. Each hidden layer consists of 

neurons. The final output layer is a dense layer also 

known as fully-connected layer which performs deep 

learning classification task. Thus, the network 

calculates output by adjusting weights and bias. 

Hidden layers are Convolution Layer, Pooling layer 

and many nonlinear layers,  

 Each convolution layer contains many kernels and 

these kernels are convolved with input images and 

generate corresponding feature map.   

 

Fig. 9. Deep Learning Architecture [16] 

Assume the input I is (n x n) matrix, convolution 

kernel k is a (k x k) matrix, bias is b1, then we could 

get a (n-k+1) x (n-k+1) feature map after 

convolution. The computation is shown in Equation 

[14].     

Fij = S(∑ ∑ (𝐼𝑖𝑗𝐾𝑖𝑗  +  𝑏1)𝑘
𝑗=1

𝑘
𝑖=1 )          (10)  

where Fij is feature matrix and S is motivation 

function. In convolution, input images are passed 

through a set of convolutional filters from which 

various features are calculated.   

Consider the following (5x5) image matrix whose 

pixel values are only 0 and 1 

 

Fig.10. Convolution Example  

To detect patterns, compute the dot product by sliding 

matrix over the image.   

   In CNN architecture, the Pooling layer is placed 

between two successive convolutions. Pooling layer 

reduces the dimensions of the features of input images. 

It is of two types: One is Max pooling and other is 

average Pooling. In Max Pooling operation it accepts 

the largest value from the region and in average 

Pooling, it takes the average of the region. 

     The last layer is Fully Connected layer. In this 

layer, the neurons have complete connection to all the 

activations from the previous layers. The output of 
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Fully Connected layer is K vector in which K 

represents the number of classes depending upon the 

classification task. 

VI. COMPARISON OF VARIOUS METHODS FOR CROWD 

DENSITY ESTIMATION [1]. 

Various methods for crowd density estimation have 

been compared in Table I. 

TABLE I. DIFFERENT METHODS FOR CROWD DENSITY 

ESTIMATION 

Methods Objective Limitation 

Direct Method 

Model based 

method 

 

 

 

 

 

 

Trajectory based 

method  

 

Segmenting people 

from crowded scene 

using some model 

or appearance of 

human shape and 

counting them. 

 

 

Individual’s 

position is tracked 

using some interest 

point and counting 

is carried out. 

 

Accurate results 

in low or 

moderate crowd 

but less accurate 

in dense crowd 

situation 

 

 

 

It gives good 

results in sparse 

crowd but when 

the crowd is 

occluded then 

this method is not 

reliable. 

Indirect Method 

Pixel based 

method 

 

 

 

 

 

 

Texture based 

method 

 

Determination of 

foreground pixels 

 

 

 

 

 

Explores detailed 

information of the 

image patches. 

 

It is simple but 

gives false result 

in highly 

occluded and 

cluttered areas. 

Sensitive to light 

changes 

 

Detecting 

individual in 

crowded scene is 

easier in this 

method but 

detecting texture 

based features is 

time consuming  

Smartphone 

based approach  

Counting is carried 

out by detecting 

smartphones 

position or by 

localizing wi-fi 

signals. 

This method is 

not suitable when 

the peoples cell 

phones are not 

working or it are 

switched off. 

Deep Learning 

and Machine 

Learning based 

approach 

It is neural 

networks training 

based approach and 

is data dependent. 

Accurate but 

time consuming 

when the dataset 

required is too 

large. 

 

VII. CONCLUSION AND FUTURE SCOPE 

Crowd analysis such as crowd management, people 

counting and estimating crowd density is an important 

problem for public security. Different computer vision 

techniques or methodologies that are recently adopted 

for crowd density estimation are reviewed in this 

paper. Different methods used for crowd density 

estimation are an image processing based technique 

that is further classified into Direct method based on 

model and trajectory and Indirect method based on 

pixel counting and texture based analysis. Machine 

Learning and Deep Learning based methods are based 

on training of neural network models those are 

accurate but needs exhaustive training on data. 

Smartphone based method needs the cell phones of the 

people in the crowd active so as to be detected by Wi-

Fi signal. Crowd density estimation on public 

gathering is demanding task to prevent stampede. By 

estimating crowd any unusual and abnormal activity 

or action within the crowd can be identified. These 

techniques of crowd monitoring can be used to 

estimate the number of people in railway 

compartments so that the people on the platform will 

come to know about the crowd density in the 

compartment before the train arrives. This would help 

the passengers to board the suitable low or medium 

crowd compartment. 
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Abstract— The project aims to model implementation of an 

advanced Smart City system that consists of Smart Home 

equipped with security features, Smart Waste Management 

System and automated street lights. Because of the increasing 

instance of gun violence in the country as well as abroad, we have 

added the feature of detecting guns outdoors using neural 

networks, image classifier and object detection. The system is 

designed by merging the concept of the Internet of Things that 

control various components of the Smart City ranging from 

energy efficient Smart Home along with its security measures to 

identifying a gun from closed-circuit television (CCTV) footage to 

detect danger on streets of the city achieved by creating an image 

classifier by training a neural network. As there is no sensor 

currently available that can detect the presence of an object in a 

photo, an image classifier is used to detect guns in the photos taken 

by the CCTV camera.  

Keywords— Internet of Things (IoT), Deep Leaning, Smart City, 

Smart Home, Smart Waste Management System, Smart Streets, 

Intelligent CCTV, Object Detection, Neural Network, Supervised 

Learning, PyTorch. 

I. INTRODUCTION 

Presently, even though devices can communicate to different 

machines by the power of IoT, they still don’t natively have the 

ability to detect an object from the images captures by a camera 

(CCTV in case of Smart City) that can have a vast number of 

applications. The proposed system has the capability to detect 

a gun from an image acquired from closed-circuit television by 

processing it using a trained neural network as the 

implementation of deep learning and generate an alert to notify 

of potential gun violence. The paper attempts to fill the gap in 

IoT enabled devices and Object Detection, allowing more room 

for new possibilities and applications [20]. The implementation 

of Smart City [17] will contain three major components. First, 

one is the Smart Home that includes automated lighting that is 

configured in conjunction with light sensors (LDR, that is, light 

dependent resistor) and can also be controlled via a mobile 

application. Aside from lighting, the smart home monitors 

humidity and temperature and automatically switches on an air 

conditioner to regulate and maintain the preferred temperature 

conditions as per the user’s needs. 

Due to the rapid development of deep learning, a variety of 

research areas have achieved remarkable results that are 

accompanied by the continuous improvement of neural 

networks, their architectures, algorithms, computer vision has 

arrived at a new peak [3]. IoT has gained importance and 

popularity in recent years. But there is no sensor available that 

can directly detect an object in an environment. Object 

detection can play a vital role in this task and act as a sensor 

replacement. Object detection as one of the important 

applications in the field of computer vision has been the focus 

of research, and convolution neural network has made great 

progress in object detection. Object detection is developing 

from the single object recognition to multi-object recognition 

[13]. On the other hand, IoT plays the role of raising a high-risk 

alert. The smart home is also equipped with security features 

that can detect the presence of an intruder, take a photograph 

and send it via email to the owner as well as nearest concerned 

authorities. The second component is the Smart Waste 

Management System which enables Municipal Corporation to 

track waste, the location of bins, the release of any toxic gas 

and monitors waste better. The third feature of the smart city is 

Smart Streets that have efficient street lights which are 

integrated with an autonomous system that can help control 

traffic flow by sensing the traffic density. Along with the 

above-mentioned functionalities, motion sensors are also 

calibrated to turn on the street lights for a duration in the 

surrounding sectors on detecting motion in presence of low 

natural light, thereby resulting in a more efficient and energy-

saving environment [16]. 

II. RELATED WORK 

The Internet of Things (IoT) has acquired popularity in 

recent years and progresses towards becoming part of our 

everyday life in the near future. It contains objects of day-to-

day life that are able to communicate closely with one another 

and users by equipping them with sensors and the ability to 

exploit the vast domain provided by the Internet [1]. They are 

optimized by specially configured protocols that make the 

communication process efficient and reduces the overall 

latency. By enabling access to a wide bouquet of devices such 

as, home appliances, smart wearables, surveillance cameras, 

healthcare systems, monitoring sensors, actuators, displays, 

vehicles, and many more. 

Machine Learning is a method of teaching computer 

something by feeding a large amount of data into it. Image 

classifier is basically an algorithm created using neural network 

and deep learning to detect features and objects in images and 

classify them into categories accordingly. We can teach our 

computer to see things using image classifier. We first train it 

on images whose category is known and then export the trained 

classifier as an application. To ensure the classifier is good at 

generalization and detecting objects in images it hasn’t 

previously encountered, image augmentation and dropout are 

used. A more robust classifier is created by training it on 

flipped, cropped and rotated images. In this project, we are 

integrating Image Classifier with IoT to create a Smart City 

Management System with features for gun detection and 

violence control. With the increasing instances of gun-related 

violence in the country and abroad, it is important to detect such 

mishaps before they can take place. For that, it is important that 

the usual delay involved in manual surveillance is eliminated. 

That can be done by replacing human eyes with artificial 

intelligence. As soon as an image is captured by the CCTV 

surveillance camera, it is sent to the image classifier which 

determines whether or not the image contains a gun. If it does, 

a high alert is sent to the authority. Otherwise, the image is 

discarded. 

Some of the Convolutional Neural Network models are 

AlexNet, ResNet, and Vgg etc. These models are several layers 

deep and the pre-trained models can be suited to any given 

project by simply replacing its classifier or last layer. Then, 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1212

mailto:1shubham.sjain.jain@gmail.com
mailto:2amanjatainsingh@gmail.com


 

instead of training the whole network, only the classifier needs 

to be trained. The parameters of the classier are chosen to best 

suit the needs of the application. This type of learning is called 

“Transfer Learning” as a trained model is used to detect 

features and those features are then used to train the classifier. 

Extensive research has been done in the field of deep learning, 

object detection and computer vision. It ranges from detecting 

anomalies in red blood cells to detecting the species of flower 

via a mobile phone using a simple app. The level of training 

and testing done is according to its application. Deep Learning 

and Home/City automation have never been combined at a 

large scale even though they are perfectly suited for each other. 

A large amount of manual labour is employed currently that can 

be utilized more efficiently in other areas, for example in actual 

gun control, if the detection part is automated. 

Clement et al. (2017) [23] in their Service-Oriented 

Reference for Smart City discusses the trends of shifting 

existing cities into IoT enabled smart cities with the objective 

of creating an autonomous and integrated system by bringing 

together the technology of different domains. They also 

mention the extensiveness of cities and propose a service-

oriented architecture that binds different aspects of the smart 

city such as intelligent traffic management, smart grids and 

autonomous vehicles managed by smarter versions. It further 

highlights the critical integration between environmental 

factors, logistics, infrastructure and the human layer to provide 

a concrete platform. 

Betis et al. (2018) [15] mentions the expected increasing 

number and type of services provided for citizens so as to 

achieve goals such as energy saving, sustainability and quality 

of life. It suggests that upgrading a city’s organization doesn’t 

merely include infrastructure, it rather requires drastic changes 

and large-scale implementable innovations that include 

relevant new technologies. It addresses the issues of 

smart/sustainable energy systems (smart grids), e-health, social 

factors and general involvement of citizens. It supports the 

argument that smart city paradigm can be achieved with local 

government, industrial developers and non-governmental 

organizations (NGOs) working together towards a common 

goal. 

Li et al. (2012) [11] describes the principle and framework 

by suggesting the use of IoT protocols for Machine-to-Machine 

(M2M) communication in coordination with sensor network 

that can include infrared sensors, GPS, Radio Frequency 

Identification (RFID) and other devices by connecting them to 

the internet or mobile telecom network. It proposes a multi-

layer framework that consists of a sensing layer, network layer 

and application layer.   

The sensing layer mainly realizes physical information 

collection from the real-world which is then converted to digital 

information that can further be used to process and analyse data. 

Since objects themselves do not have the capability to 

communicate, sensors, executors and intelligent devices 

through RFID can interchange information utilizing 

communication module in the communication sub-layer. The 

network layer includes a variety of wireless networks and 

cable-connected gateway providing access to the core network 

and mainly realizing bidirectional transmission, route and 

control of sensor layer data and relevant information. The 

application layer provides support for sub-layers and kinds of 

practical IoT applications with the ability to interface between 

industrial and public domains having a vast number of 

applications. 

Brand et al. (2018) [22] briefed that a smart city should be 

an open platform where the city is willing to share experience 

and resources are planned or available in an efficient manner. 

The smart city initiative can be served as a collaboration 

platform for the global community of professionals, academia 

and local government to overcome the challenges associated 

with IoT, big data and related technologies. It presents the use 

of smarter protocols for communication and the pressing social 

and ethical issues regarding the development of Artificial 

Intelligence and Autonomous Systems. The IEEE can provide 

solutions for both technical and ethical standards that transcend 

technology of different domains such as Big Data, IoT, Cyber 

Security, Deep Learning and many such more into an integrated 

system where devices can closely communicate in real-time. 

Darbari et al. (2015) [10] in their Intelligent Traffic 

Monitoring Using Internet of Things (IoT) with Semantic Web 

describes the need for an intelligent traffic monitoring system 

due to the sudden rise in vehicle demand and population 

resulting in heavy traffic especially on certain routes and hence, 

the need to control them. It suggests that this objective can be 

achieved by Hierarchical Cluster Analysis based on the 

assumption that every object in the entire universe is associated 

with some information that can be used to help in forming 

clusters. Web services can be used as a medium to 

communicate between heterogeneous environments. XML can 

be customized accommodating special tags for spatial locations 

and sensor networks. Fuzzy logic can be used to implement the 

decision-making aspect of traffic monitoring by Fuzzy 

Inference System to dynamically allocate traffic light timers to 

manage the flow of the same more effectively thereby resulting 

in smarter management of streets in the smart city and 

significant reduction in heavy traffic that has increased over 

recent years. 

Zhao et al. (2017) [12] in their Object Detection with Deep 

Learning mentions the close relationship of object detection 

with image understanding and video analysis which has 

attracted research attention in recent years. The traditional 

object detection methods are based on selective and limited 

features that have relatively rigid architecture thereby not being 

flexible enough to be able to learn new semantic. Deep learning 

can be used to train the neural networks that permit detection of 

deeper features using classifiers and usage of more powerful 

tools. The focus on generic object detection architectures with 

some modifications to improve the performance of detection 

classifiers is also suggested. It has several relevant applications 
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such as facial detection and recognition by cross-referencing 

the image with the pre-configured dataset. It demonstrates the 

progress in the development of neural network algorithms and 

their impact on object detection techniques that can be 

considered as learning systems. 

 
Fig. 1 The essence of the Backpropagation Algorithm [19] 

Tang et al. (2017) [21] describes the most typical methods 

used nowadays in object detection via deep learning. It not only 

discusses the difference between classical methods and deep 

learning methods in object detection but also the challenges 

faced in object detection based on deep learning along with 

proposing some solutions. It focuses on the framework design 

and the working principle of models as well as the analysis of 

performance in real-time and accuracy of detection by keeping 

track of false acceptance rate (FAR) and false rejection rate 

(FRR). It highlights the faster recognition rates obtained by 

using deep neural networks (DNN) and demonstrates the 

effective object detection even after the crop and warp 

operations. The classifier can be trained by using an appropriate 

dataset that can then be further optimized by adjusting the 

weights and following the approach of supervised learning to 

achieve the target goal. 

Alex Krizhevsky et al. (2014) [24] devised a new method of 

training a convolution neural network by parallelizing it over 

various GPUs. This method scales much better than any other 

method when applied to modern convolution network that is 

deeply layered. Convolution Neural Networks are big networks 

that are trained on a large amount of data. The parallelizing of 

their training can be done in two ways: 

1. Different workers train different part of the model 

(Model parallelism) 

2. Different workers train on different data examples 

(Data Parallelism) 

In model parallelism, the input and output of different parts 

must synchronize. In data parallelism, the model parameters 

must synchronize to ensure the trained model is consistent. 

Ideally, both type of parallelism should be exploited as none is 

better than the other. Model parallelism is more efficient in case 

of high computation per neuron. Data parallelism is more 

efficient in the case of higher computation per weight. Batch 

size is another factor that affects the preference.  

There are two types of layers in modern convolution neural 

networks: 

1. Convolution layers: contain 95% of computations but 

only 5% of parameters, have large representation. 

2. Fully-connected layers: contain 5-10% of the 

computation but 95% of the parameters, have small 

representation. 

A different way of parallelizing looks more attractive for the 

two types of layers. Data Parallelism suits convolution layers 

better whereas model parallelism suits fully connected layers 

better. This is what Alex Krizhevsky proposed in the paper. 

One way of doing this is that each worker is assigned a 

certain amount of data in the beginning when they are training 

the convolution layers. The workers use this data to train the 

layers using data parallelism. They must also synchronize the 

weights. When the time comes to train the fully connected 

layers, the workers switch to model parallelism.  

The backpropagation depends on which of the method was 

used in feed-forwarding. Previously, the neural networks were 

trained on a GPU cluster. The network was locally connected 

but not convolutional. The workers were distributed spatially 

across the image and only neuron activation near the edges of 

workers area of responsibility needed to be communicated. In 

case of using this scheme in convolution networks, the weight 

needed to be synchronized as well. It would require 

synchronization at every convolution level. Also, with eight or 

more workers, the area of responsibility of each worker will be 

very small making computations inefficient. The scheme 

proposed by Alex Krizhevsky seemed like a better way of 

parallelizing the training of neural networks as it even works on 

architecture that has not been adapted to multi- GPU setting.  

Shuiwang et al. (2013) [25] developed a 3D CNN model to 

detect human action in surveillance videos. This kind of 

analysis finds its application in domains like intelligent video 

surveillance, customer behaviour analysis etc. An accurate and 

precise analysis is difficult due to cluttered backgrounds, 

viewpoint variation etc. Most of the models employed formerly 

made certain assumptions about the condition in which the 

video was taken. Also, they followed a two-step approach: in 

the first step, the features were computed from raw data frames. 

In the second step, the detected features were used to train a 

classifier. However, this method was not practical as features 

are rarely important in detecting human actions as they may 

appear drastically different in terms of their appearance and 

motion patterns. Convolutional neural networks can work 

directly on raw data, hence not needing to build classifiers 

based on complex handcrafted features. Deep learning is more 

efficient at learning as it builds high-level features from low-

level ones and can be trained using supervised or unsupervised 

learning methods and they have been shown to give an 

excellent result in domains like natural language processing, 

image restoration, human tracking etc. CNN's have been shown 

to be unaffected by variations such as poses, lightening and 

surrounding clutter.  

CNN models, however, are currently limited to handling 2D 

inputs (images). Here they developed a novel 3D model for 

action recognition in videos that extracts information from 

both: the spatial dimension as well as the temporal dimension, 

by performing 3D convolutions. A simpler approach would 

have been to recognize action at every single frame, failing to 
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recognize the motion information encoded in a series of frames. 

It captures the motion information encoded in a series of 

frames. Multiple channels of information are created from the 

input frames and the final representation combines information 

from each channel. By performing multiple distinct 

convolution operation at a single frame, different types of 

information can be extracted. Regularization of output and 

combining the output from various models is done to further 

boost the performance.  

This model was used in a practical situation of analysing 

airport surveillance videos and it achieved better performance 

than formerly employed methods. The model was evaluated on 

TRECVID data, which consists of data from surveillance video 

footage at London Gatwick Airport. The model achieved the 

best performance at all the specified categories. It also achieved 

competitive performance on the KTH data. Key contributions 

of their work are: 

1. Proposal for applying 3D convolution to extract 

multiple information (both spatial as well as temporal 

features).  

2. 3D convolution architecture developed based on the 

3D convolution feature extractors. 

3. Auxiliary outputs computed at high-level motion 

features used to augment the output of the model. 

4. The 3D model evaluated. 

Kalchbrenner et al. (2014) [26] proposed DCNN (Dynamic 

Convolution Neural Network) that has the ability to accurately 

represent sentences. It is adapted for the semantic modelling of 

sentences for purpose of classification or generalization. The 

sentence modelling problem is the core of many tasks involving 

a degree of natural language comprehension including 

sentiment analysis, paraphrase detection etc. Individual 

sentences are rarely observed. A sentence must hence be 

represented in terms of frequently observed n-grams in the 

sentence and features. 

The model employs a global pooling operation over linear 

sequences called k-Max Pooling. Long- and short-range 

relations is explicitly captured. The network does no use a parse 

tree and hence can be easily applied to any language. The model 

performs significantly better than the strongest baselines in 

domains like small case binary and multi-class sentiment 

predictions, six-way question classification and twitter 

sentiment predictions. 

The gap in the literature and proposed model is bridged by 

integration between the IoT aspects of project and the trained 

neural network that is used to classify whether image captured 

from the PiCamera (acting as CCTV) contains a gun leading to 

potential high-risk activity that could lead to violence thereby 

generating an alert as well as providing pathway to analyse the 

gun-related violence rates in the city. Image Classifier can be 

successfully integrated with IoT to create a system that detects 

guns (or any other object) in the surrounding and create an alert 

for it. Other cases for which this system can be applied are 

accidents, unaccounted baggage, missing kids, stray trash etc. 

With the growing need for automation and data-centric 

computations, IoT and Deep Learning can complement each 

other and fill in the gaps wherever needed. 

III. PROPOSED WORK 

The smart city comprises of three major components, smart 

homes that come with special features, smart waste 

management system and smart streets equipped with intelligent 

CCTV. Various sensors are placed inside smart homes to detect 

motion and lighting conditions. Cameras are placed for security 

purposes. Following are key features of the proposed system:   

 The lighting of Smart Home can be controlled remotely 

via smartphone, and if a room is vacant for a relatively 

long time then lights are automatically switched off to 

save energy.  Ambient light has also been added. 

 Humidity and temperature sensors are used to monitor 

environmental conditions inside the house. Temperature 

is regulated by the use of an air conditioner.    

 Flame sensor senses if there is a fire outbreak and sends 

a signal to sound alarms and alert to Smart Home owner’s 

mobile phone in case of a critical condition.   

 If an intruder is detected, the image is captured and a 

copy of it is sent to the owner’s email address as well as 

to the authorities with an alert message. 

 Smart Waste Management is implemented in the smart 

city. The system will keep track of completely filled 

trash/waste bins that can be used by the State 

Municipality.  Their real-time status can be seen via web-

page on the internal server for efficient route planning. 

 The streets are made smart as well. The street lights are 

switched on for specified duration upon detection of 

motion in its proximity only if natural light is less than 

threshold and motion is detected in the neighbouring 

area.   

 The PiCamera is used as a CCTV on the streets to capture 

images at regular intervals along with the location. The 

images are then sent to an image classifier to detect the 

presence of guns in them.  

 

Fig. 2 Control Flow of Smart Home 

The control flow of the Smart Home is illustrated in figure 

2. It outlines the basic data flow of how aside from smart 

lighting and control of various components of the smart home, 

the humidity and temperature inside the house is monitored 

using the DHT11 sensor and autonomously triggers an action 

to switch on the air-conditioner if the temperature is higher than 

the preferred preset. The smart home also has safety and 

security features. The intrusion detection system uses motion 

sensors and camera to detect an intruder, take a photograph and 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1215



 

send it to the owner as well as nearest authority alongside 

generating an alert on the resident’s mobile phone [18]. 

In the presence of natural light is below the threshold, the 

system checks for the detection of motion. Upon satisfaction of 

both the conditions, the street lights in the neighbouring area 

are switched on. After a particular duration, the conditions are 

checked again and if they are not fulfilled then the lights are 

switched off to save energy. 

Convolutional Neural Networks (CNN’s) have a vast 

number of applications in computer vision, image and video 

recognition and natural language processing. However, the 

basic concept at its core remains the same and can be applied to 

other use-cases as well. CNN's are made up of neurons, like 

neural networks, and are learnable by adjustable weights and 

biases. Each neuron receives multiple inputs, performs a 

weighted sum over them which is then passed through an 

activation function to obtain an output. However, unlike neural 

networks, the input in CNN is a multi-channelled image instead 

of traditional vector input. It can be said that CNN's operate 

over volumes. The convolutional layer contains a set of 

independent filters where each of them is independently 

convolved with an image. These filters are initialized randomly 

and become our parameters which will be learnt by the network.  

 

Fig. 3 Architecture of 3D Convolutional Neural Network [27] 

The architecture for said Convolutional Neural Network is 

illustrated in figure 3. The function of Pooling Layer is to 

progressively reduce the spatial size of representation to 

thereby reduce the number of parameters and amount of 

computation. Pooling layer operates on each feature map 

autonomously. Max Pooling is the most common approach 

used in pooling. 

The Images classifier is built using pre-trained neural 

networks with a custom classifier layer. The classifier is trained 

on a dataset comprising of images with the known output by 

using PyTorch. The working of classifier comprises of 

following steps: 

1. The dataset is divided into training and testing dataset.  

2. Data augmentation is done so that the trained classifier 

performs better at generalizing. The model is tested on 

the testing dataset.  

3. Sufficient accuracy is reached by tweaking network 

training parameters like learning rate. 

4. The network attributes are saved.  

5. The classifier used to detect the presence of guns in 

images sent by the CCTV. 

6. If a gun is detected in an image, a high-risk alert is 

created for that location and is sent to the authorities. 
 

 

Fig. 4 Training Image Classifier 

The classifier training by using a neural network is 

demonstrated in figure 4. The supervised learning [14] 

approach is used for training the classifier. It is attained by 

using the training dataset to present positives and negatives for 

the target object in the object detection algorithm. After the 

successful training of the neural network, the test dataset is used 

to determine if desired results are achieved [4]. If the result of 

test data is not satisfactory then the training process is repeated 

for adjusted weights and classifier is thus obtained. 

 

Fig. 5 Detecting High-Risk using Image Classification 

As demonstrated in figure 5, the classifier is used to detect gun 

from an image acquired from CCTV. The classifier checks for 

the presence of a gun in the image. If a gun is detected, then a 

high-risk alert is generated and sent to authorities with the 

location of the potential incident, otherwise, the image is 

discarded after a preset time span. 

 
Fig. 6 Model of Smart City 

The model of Smart City equipped with various sensors is 

demonstrated in figure 6, having major components as Smart 

Home, Smart Street Lights and Smart Waste System. 

 

Fig. 7 Web page to monitor humidity and temperature of Smart Home 
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As represented in figure 7, the web page that can be accessed 

by the local server which displays a graph for temperature and 

humidity that is updated in real-time at regular intervals along 

with the location of Smart Home. 

 

 

Fig. 8 Flask server 

As shown in figure 8, the Flask Server has been used to 

provide dynamic web-functionalities such as real-time Smart 

Home monitor and live Smart Waste Management. It is based 

on Python and allows users to define dedicated functions to 

handle the web-page requests. 

 

 
Fig. 9 Example of an image in training and testing dataset 

A sample of images that were used to train and test the Image 

Classifier as demonstrated in figure 9 and were taken from the 

PiCamera.  

 

 

Fig. 10 Dataset on GitHub 

As illustrated in figure 10, since files cannot be directly 

loaded into google Colab, there are certain code snippets 

available to include files either from a local machine or from 

Google Drive. These code snippets temporarily load the file. 

The files get deleted at the end of every session. To go around 

this problem, the dataset is first organized and then uploaded on 

GitHub. Then the GitHub repository is cloned in the colab 

project file. This way, the dataset is cloned in every session 

whenever the command is run. 

 

 
Fig. 11 Organized Dataset 

As demonstrated in figure 11, the pre-trained models require 

the dataset to be organized in a definite structure. The root 

folder must contain the Training and the Testing set in separate 

folders. These folders then contain the folders for different 

categories. While training and testing, the labels are derived 

from the name of these folders. The pathname of every 

directory is passed while creating the testing and training 

dataset. 

 

Fig. 12 Convolutional Layers 

As shown in figure 12, after loading the pre-trained model 

from the checkpoint, the model architecture can be displayed. 

Even though the various layers are beyond the understanding of 

a newbie, but it is still fascinating to see the amount of work 

that goes into feature detection and analysis. 

IV. RESULT ANALYSIS 

Upon powering the project, Raspbian OS is booted up. The 

Python scripts for various components are executed at start-up. 

The calibrated sensors become active, constantly sensing for 

trigger action. The cloud-based services such as Flask and 

Blynk are initiated. The integration and resolution of 

dependencies among the vast number of sensors has been done 

so they don’t conflict when accessing the same GPIO pin. Ideal 

delays have been introduced for appropriate calibration of 

sensors to achieve proper functioning. The lighting of Smart 

Home can be controlled via mobile application. Ambient light 
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is switched on automatically in the presence of low natural 

light. The flame sensor constantly checks for a fire outbreak. In 

case of fire, an alarm is sounded along with a generation of push 

notification on a mobile phone. Humidity and temperature 

conditions are monitored whose status and location can also be 

viewed from a web-page on an internal server. The room’s light 

is switched on for specified time on detection of motion. Aside 

from the above, the Smart Home also has an intruder detection 

system. The PiCamera is used to capture an image when the 

house is vacant and protocol is activated from the remote 

control. The image is then sent to the owner’s email address 

along with an alert message. The street’s lighting is automated 

to switch them on for specified time upon detection of motion 

under low natural light. Smart Waste Management System 

consists of Smart Bins which have a notification light that 

switches on if the bin is at near-full capacity. The status of bins 

can be viewed from a remote location by accessing the web-

page on the internal server, thereby allowing efficient route 

planning for cleaning municipality.  

 

 
Fig. 13 Email with an image captured by camera upon detection of Intruder 

As shown in figure 13, the functioning of the Intruder 

Protocol. Upon detection on the intruder, an image is captured 

by PiCamera and emailed to the user with an alert message. It 

can also be configured to inform authorities about the intruder 

break-in. 

 

 

 
Fig. 14 Webpage for status of Smart Bins in various sectors across the City 

As illustrated in figure 14, the web page displays the current 

date and time along with the status of the Smart Bins location 

in different sectors of the Smart City. It allows the Municipal 

Corporation responsible for cleaning the trash to view in 

advance which bins are close to max capacity and hence, the 

driver can plan the route accordingly thereby providing better 

waste management facility. 

The PiCamera (acting as CCTV) takes images of the 

surrounding at regular interval. The images are sent to the 

image classifier where they are analyzed whether they contain 

a gun. Whenever the shooter/gun is in its field of vision, an alert 

is created and sent to the authority (in this case, to the email). 

The model is full-proof because it gave 86% accuracy during 

testing. The model was tested during the training phase and also 

after its final implementation. 

 

 
 

Fig. 15 Training of network 

As demonstrated in figure 15, epochs at the time of training 

the neural network on the created dataset. The network 

processes and detects features from all the images once in every 

epoch. The number of images in the network is parsed at one 

time depending on the batch size.  The final training accuracy 

obtained was 94% and the final testing accuracy was 

approximately 87%. 

 
Fig. 16 Python script for Gun Detection 
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The python code for detecting the presence of a gun in the 

image is demonstrated in figure 16. The normalizing 

parameters for the classifier based on a neural network used in 

the system can also be seen. PyTorch, Numpy and TorchVision 

have been used for the implementation of the classifier as a 

python script. 

 
Fig. 17 Alert created by Image Classifier 

As shown in figure 17, the alert that is sent to the authority 

once a gun is detected. The mini-soldier has been used as a gun 

for training the classifier. The alert is sent in the form of an 

email with the image attached.  

V. CONCLUSION 

It can be concluded that Smart City envisions a far more 

integrated, autonomous and efficient system than the traditional 

cities. The smart home provides a much more convenient 

residential environment that allows residents to possess 

massively more control than the conventional ones. Other than 

basic monitoring and control systems, the integration between 

safety and security module provides better peace of mind to the 

people of the city. The smart streets can allow the city to be 

energy efficient, monitor and regulate the traffic to avoid heavy 

traffic density on common routes. The object detection 

integrated with IoT is the highlight as presently, no standalone 

sensor is capable of detecting a target object (gun in this case). 

Due to the rise in gun-violence rate over recent years, it is an 

essential feature to be included in the smart city. The system is 

designed by merging the concept of the Internet of Things that 

controls several components of Smart City with an image 

classifier developed by training a neural network. Large-Scale 

implementation of the proposed work can hence aid in a more 

energy-efficient ecosystem along with providing some 

necessary security features. 
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   Abstract— Automobile industry is growing vast throughout  

the world. The cost of the vehicles are also moderate. There are a 

large number of personal vehicles. Due to the surge, road accidents 

are the major problem. It is not only the duty of the person who 

drives, but also of the vehicle’s manufacturer to ensure more 

preventive systems suitable for our daily routine. Automobile 

industry had been taking a few safety steps over the last two 

decades. Few more safety measures are being added to make the 

system more versatile. There is a large void in post-accident 

emergency facilities. If emergency services with definite accident  

location are provided in time, many lives can be hoarded. In this 

paper, a novel approach is proposed for this issue and adds some 

safety measures. Our system will not allow drunken people to 

drive the vehicle; A help request is sent to helpline Centre with 

accident location when an accident happens; Vehicle stops 

automatically if there is any leakage of fuel gas; Driver will be 

alerted if he/she is in drowsiness state and stops the vehicle if 

continues to drive in drowsiness state. 

 

Index Terms— Real time accident detection system, road 

accidents, Prevention of accident, Immediate rescue system, Gas 

leakage detection, Drowsiness detection. 

I. INTRODUCTION 

      In the introduction, It is briefed about the accidents and the 

statistics of the deaths in the past decades. And about, how are 

accidents happening, what are the major causes of the accidents, 

what plays the major role in saving a life. Later, we will be 

comparing our system with the previous, existing and proposed 

systems. In the next part, It would be described about the 

sensors used in our system along with their working and some 

sensor description. In this part, we can find the block diagram 

of the system and its working. And the next part shows us the 

flowcharts and gives a brief about the algorithm. Followed by a 

demo of the system in the pictures and the sample outputs. 

Lastly the results initiated and the conclusion followed with the 

references for the whole system. 

     According to world health organization (WHO) “Global 

status report on road safety”, approximately a million people is 

losing their valuable life’s and  20-30 million people are being 

injured due to road accidents every year. Among these, 30% of  
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deaths are due to delay in contact with emergency services and 

17% of deaths are due to drunken driving [1,6]. 

 In general, when an accident occurs, one has to manually 

contact the emergency services. Sometimes no one voluntarily 

comes forward neither to help nor to inform helpline services 

and wait for others to do, that leads in loss of time which 

eventually leads to a death of the victim. Many times we do not 

find any automated systems that could directly intimate helpline 

services or our close members. Now a days some systems have  

an option called SOS (Save Our Souls), which also has to be 

functioned by a person manually. 

     Chances are evidently high, for those who drink and drive in 

making an accident. Alcohol slows down one’s brain and body 

responses, which leads to impair our vision and hearing, make 

one loose his concentration and feel drowsy. A medical report 

says, for those who drink and drive, night vison will be reduced 

by 25%. Blood Alcohol Concentration (BAC) is the measure of 

amount of alcohol present in 100ml of blood. The permissible 

alcohol limit is 30 mg/100 ml of blood. Right now, There is not 

any system present in vehicles which prevents drunken people 

to drive.  

     As our future is about to be completely on electric cars, LPG 

and LNG fueled cars. The government of India has announced 

plans to set up 10,000 CNG distribution stations by 2030 to 

decrease the usage of diesel and petrol. The risk for LPG and 

LNG leakage is very high.  There is not any system present in 

vehicles which detects the leakage of LNG/LPG and take 

preventive measures accordingly. There had been many cases 

registered over the LPG leakage in cars. LPG is a propane or a 

butane. LPG leakage results in explosion either in household 

goods or in vehicles, they also causes irritation when comes in 

contact with eyes and skin. When LPG leakage occurs, the 

smell is due to a stench of other chemical called Ethyl 

Mercaptan, which when inhaled causes dizziness, light 

headedness, coma and death. They are also hazardous to liver 

and kidneys. The most dangerous property of this Ethyl 

mercaptan is Highly inflammable [3]. 

     Sleep deprivation, the term used to mention the drowsiness, 

is one of the highest risk factor for the car accidents. A survey 
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in United States says,  about 20% of the car accidents are due 

to sleep deprivation. As night rides are more often to the 

transport vehicles containing heavy goods, the after effects of 

an accident are very devastating, resulting mostly in on spot 

deaths and in these cases sleep deprivation plays a major role. 

Here, delay in  immediate interaction with helpline services also 

costs a life.  

     To overcome these, a few rescue systems exist whose 

responses are partly delayed from the emergency services and 

are less effective in safety and preventive measures. Our model 

is made in consideration with various causes of accidents. So 

we came up with a real time alternative which upgrades the 

safety in the system and decreases the delay in responses.  

 

 

II. RELATED WORKS 

      The literature survey for the work is discussed in this 

section. Accidents are being detected by piezo electric sensors 

[6]. Based on the impact, a corresponding voltage is generated 

between plates, which is read by micro controller. There is a 

chance that piezo electric sensor doesn’t detect the accident, for 

example it is difficult for piezo electric sensor to detect a 

sideswipe collision. Some set of EEG signals from brain are 

taken and studied to detect whether driver had alcohol [4]. Gas 

sensor MQ6 is used for detecting any leakage of LPG gas from 

the gas cylinders in home and turns off the regulator if system 

detects any LPG [3]. Eye blink sensor is used in controlling 

home appliances [5].  

     In our proposed system, we used an eye blink sensor for 

detecting drowsiness based on the eye blink length, Vibration 

sensor SW420 for detecting accident, MQ3 gas sensor for 

alcohol level detection, MQ6 gas sensor for detection of 

leakage of fuel gasses.    

 

III. SYSTEM DESCRIPTION  AND DESIGN 

     Our system uses Arduino MEGA 2560 as micro controller, 

gas sensor MQ3 for detecting the alcohol content, vibration 

sensor SW420 to detect an accident, H bridge for controlling 

the motor drive. Eye blink sensor for detecting drowsiness. 

MQ6 for detecting any leakage of LPG fuel or any smoke. GPS 

module to get the co-ordinates of a place where accident 

occurred and a GSM module for sending a help request to 

emergency services. 

A. Arduino MEGA 2560 

 

Arduino MEGA has following  : 

Operating Voltage – 5v 

Input Voltage (recommended) 7-12v 

Digital I/O Pins – 54 

Analog Input pins – 16 

DC current per I/O pin – 40 mA 

Flash Memory 256 KB 

SRAM – 8 KB 

Clock Speed – 16MHz 

UART’S – 4 

     The Arduino ATMEGA 2560 is powered using USB or with 

an external constant DC power supply. External supply should 

be constant DC of 7-12 V. It can be supplied by using an AC-

DC adapter or by using a DC battery. Arduino ATMEGA 2560 

has a 2.1 mm power jack. If we use constant battery The 

positive terminal is connected to Vin pin of Arduino and the 

ground to GND pin of Arduino. The input supply to Arduino 

should not exceed 12V, if exceeds the regulator overheats and 

damages the board. If input supply is less than 7V, the board 

becomes unstable. The Arduino ATMEGA 2560 differs from 

other Arduino boards in, it do not use the FTDI USB to serial 

drive chip instead, it uses an ATMEGA8U2 as a USB to Serial 

converter.  

 

 

 
                      Fig 1. Arduino ATMEGA 2560. 

 
     Communication of Arduino ATMEGA 2560 with other 

modules like computers, micro controllers, etc.… can be done 

in different ways. It has a total of four UART’s (Universal 

Asynchronous Receiver Transmitter) for TTL (transistor- 

transistor logic) serial communication. The Arduino software 

contains a serial monitor which makes the simple textual data 

from the board. The Receiver and Transmitter pin LED’s will 

be flashing when the data is being transmitted via the 

ATMEGA8U2 chip and a USB connection to the computer. 

Arduino ATMEGA 2560 has a reset button on board. The 

Arduino ATMEGA 2560  is designed such that reset can be 

done by running in software of a connected computer. Each 

time when we connect Arduino ATMEGA 2560, it resets the 

data that is present in the micro controller. 

 

B. Gas sensor MQ3 & Vibration Sensor SW-420 

    This sensor contains a sensitive material that is less 

conductive in nature. The sensor’s conductivity increases as the 

concentration of the alcohol gas in air increases. The output 

signal strength depends on the concentration of the gas with the 

help of a simple electro circuit. This MQ-3 gas sensor has high 

sensitivity to alcohol, and has a good resistance against the 

disturbance of gasoline, smoke and vapour. This sensor is used 

to detect the alcohol at different concentrations and it is cost 

effective too and also suitable for various applications. 
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Fig 2.  MQ-3 gas sensor.  

 
It has high sensitivity and fast response time. Sensor provides 

an analog resistive output based on alcohol concentration. 

 

 

 
Fig 3.  Vibration sensor SW420. 

 

     It is a highly sensitive non-directional vibration sensor. It’s 

working can be described as, if the module is stable, the circuit 

is turned on and the output will be high. If some vibration or 

any movement occurs in the module, the circuit will be 

disconnected and the output will be low. Advantage of this 

module or sensor is that, the sensitivity of the module can be 

adjusted accordingly to our own needs. The working bias of the 

circuit is between 3.3V to 5V DC. 

 

C. H- Bridge L298N 

     It is defined as a bridge circuit built of four switches, which  

can be used to control the flow of current to the load. It is 

interfaced with Arduino and controlled using Control pins. 

Based on the digital values given to the control pins, operation 

varies. 

 
                     Fig 4.  H-bridge circuit. 

 

• If switches S1 and S4 are closed, then the current will flow 

from the left to the right and results in forward operation of the 

motor. 

• The current in the circuit will flow from the source, through 

switch S1, and then through the load, then through switch S4. 

 
                    Fig 5. Forward operation. 

 

• If switches S2 and S3 are closed, then the current will flow 

from the right to the left and results in reverse operation of 

the motor. 

• The current will flow from the source, through the switch 

S3, and then through the load, then through switch S2. 

 
Fig 6. Reverse operation. 

 

It is very cautious that when working with the H-bridges, check 

carefully while switching, short circuiting should never happen 

so that, it may damage the load and results in burning of the 

bridge circuit. 

The below case is seen when switch S1 and switch S2 (or) 

switch S3 and switch S4 are closed. 

 

 
 

Fig 7.  Cautious operation. 
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D. GSM and GPS module 

The SIM800 is a quad band GSM module which can be 

implanted straightforwardly by the user. AT stands for 

ATTENTION. Attention commands are used for setting UP and 

controlling the module. There are some Attention commands in 

making a phone call  and delivering a message. 

 

 
Fig 8. GSM SIM800 module 

 

 The NEO-6M GPS module is a well dressed GPS receiver with 

an integrated 25 x 25 x 4mm ceramic antenna, which gives a 

robust satellite tv for pc search capability. With the power and 

signal indicators, it could extol the clever working of the 

module. The facts backup battery, the module can store the 

facts, if the main energy gets shut downed accidentally. 

 

 
 

Fig 9. NEO 6M  GPS module 

 

E. Eye blink sensor 

    The eye is irradiated by an IR led, that is powered with a +5V 

DC from the energy supply and the reflected light is detected 

by an IR photo diode. The variant throughout the eye will vary 

as per the eye blink. The precise functionality relies  

significantly upon the arrangement and the aiming of  emitter 

and detector with the eye. If the eye is shuttered, then the output 

is high and if not, the output is low. This is to check whether 

the attention is downing or in establishing the position. This 

output is given to common sense circuit (logic circuit) to 

indicate the alarm. 

 

Fig 10. Eye blink sensor 

 

F.  Block diagram 

     The block diagram represents the overall system. The 

sensors involved in the system are Gas sensor MQ3, Vibration 

sensor SW420, Gas sensor MQ6 and an eye blink sensor. For 

controlling the motor we used the H-bridge. For communicating 

an accident occurred, we used a GSM 800C and for getting the 

accident co-ordinates we used a NEO-6M module. The micro 

controller we used in this system is Arduino ATMEGA 2560. 

 
Fig. 11. Block diagram 

 

     MQ3 gas sensor gets the alcohol content that is present in 

the driver’s body and compares it to the threshold value. If it 

exceeds the threshold value, vehicle engine will not start. If the 

alcohol content is within the prescribed limits, the vehicle starts.  

Once the vehicle is started, it continuously checks for the eye 

blink length from the eye blink sensor. In general, the closing 

eye blink length is 300-500 milli seconds. We kept a threshold 

value for eye blink length as one second. If it exceeds, buzzer 

turns ON and count will get incremented by one. If the count  

equals five, the buzzer will turn on and the vehicle stops. There 

may be chances for the driver closing eyes for more than one 

second if there is any dust or if he/she gets some dust irritation. 

To overcome this issue, we used this count command as 

mentioned. 

There are two interrupts present in our system, one is when an 

accident occurs and the other is when there is any leakage in the 

LNG /LPG in the engine cabin. System continuously checks for 

the eye blink length but if any interrupt comes, it stops checking 

the eye blink length and proceeds further for the required 

actions on the necessity of the interrupts. 

If MQ6 gas sensor detects any leakage of LNG/LPG in the 

engine cabin, then the interrupt comes in and stops the main 
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program. The required action, if there is any leakage of 

LPG/LNG in the engine cabin, is to turn on the buzzer and 

further stopping the vehicle. 

If an accident occurs, Vibration sensor SW 420 detects and asks 

for an interrupt service routine. The main program is stopped 

and required action for the accident is proceeded. It checks for 

the accident and then the Arduino gets the geo coordinates from 

NEO 6M module and a help message is sent to help Centre with 

the location coordinates (latitude and longitude) link. 

 

IV. FLOW CHART 

     The below schematic flow charts will explain the work flow 

process of the system. Interrupt occurs in two ways,  one when 

an accident occurs and other when there is any leakage of 

LPG/CNG fuel gas. Main program always checks for 

drowsiness detection. The below flowchart is the main program 

work flow. 

      
Fig 12.  Main program flow chart 

 

When driver starts the vehicle, MQ3 sensor will activate. The 

MQ3 gas sensor gets the value of the alcohol content that is 

present in the driver’s body by the exhaled air in the driver’s 

cabin and transfer that data to micro controller Arduino 

ATMEGA 2560. 

     The value is compared with the threshold value, if it exceeds 

the vehicle will not start and the buzzer gets  turned ON 

indicating that driver is drunken and not allowing him to drive 

the vehicle. If the value is present within the limits, the vehicle 

starts, and eye blink sensor activates. The eye blink length is 

continuously checked with the threshold value. If it exceeds, a 

buzzer will turn ON and sounds with low pitch to help driver to 

get rid of drowsiness and a count will get incremented every 

time when it exceeds. If the count exceeds the threshold value 

then the buzzer turns ON and sounds with high pitch and stops 

the vehicle. 

     In our system we used a motor instead of an engine. So, for 

turning ON of engine is turning ON of motor and vice versa.  

H-bridge is used to control the motor. H - bridge can be 

interfaced with Arduino ATMEGA 2560. It can be controlled 

using control pins of H-bridge. 

The below flowchart (fig 13) shows the work flow process, 

whenever an accident occurs, an interrupt service routine comes 

and pauses the main program. Accident is detected by the 

vibration sensor SW420. When an accident occurs, vehicle will 

have heavy vibrations at the colliding instant. Whenever there 

is a massive vibration, the SW 420 sensor senses it and asks for 

interrupt service routine. Whenever interrupt comes in, the 

main program is kept on hold and required action takes place 

for the accident. The location coordinates of the accident are 

given to the micro controller through the GPS NEO 6M module. 

Using GSM 800 module, a help message is forwarded to the 

helpline center’s with the accident location coordinates.   

 

 

 
Fig 13. Accident detection interrupt flow chart. 

 

     The below flowchart (fig 14)  is the work flow process when 

there is any leakage in the fuel gas. MQ6 gas sensor is used for 

detecting any fuel gas (LPG/LNG) in the engine cabin. If it 

detects any leakage gas, it calls for an interrupt service routine. 

The main program is paused and required interrupt function 

executes. The vehicle shut downs, buzzer will turn ON, LED 

turns on indicating there is a leakage of fuel in the vehicle. 
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Fig 14. Gas leakage interrupt flowchart. 

 

     The flowchart in (fig 15) shows the representation of the 

entire work flow process of the system. Whenever an accident 

occurs, corresponding action takes place. The system uses 

interrupts for accident and gas leakage detection. Eye blink rate 

is continuously assessed in the main program. If any interrupt 

comes, required action takes place. The interrupt flowcharts and 

main program flow chart are explained in detail in the above 

sections.  

 
     Fig 15. Entire flow chart. 

 

 

V. HARDWARE SETUP AND RESULT 

 

     Connecting our system accordingly with the vehicle's central 

Electronic Control Unit(ECU), so that it co-ordinates with the 

unit adaptively. 

Main burden arises in positioning of the sensors i.e., as of our 

knowledge: 

a)Alcohol detection sensor is placed at the nearest point to the 

driver's face. 

b)Gas detection sensor is placed in the exhaust chamber near 

the engine. 

c)Vibration sensor is located at a stable position, where minute 

vibrations cannot disturb the sensor's output. And the remaining 
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module of it is hoarded with the Arduino near the ECU. 

d)Eye blink sensor is located in the glasses, These has to be 

worn by the driver only while driving. 

e) A buzzer has to be located on the dashboard. 
 

 
Fig 16. Entire setup 

 

     The above picture is the entire set up of our system. We 
connected the sensors : MQ3 gas sensor, MQ6 gas sensor on 

bread board and vibration sensor on bottom left. A buzzer 

which is present beside the motor turns ON when driver goes to 

drowsiness state or if the driver is in alcoholic state. Motor stops 

resulting in stopping the vehicle, when there is a leakage of LPG 

in the system.  
 

 
 

Fig 17. Help request message. 

 

The above figure is the help request that is sent automatically 

by our system when an accident occurred. The help request will 

be having the co-ordinates of the accident’s location. 

 

 

 

 

 

 

 

 

 
 

Fig 18. Location coordinates of the accident. 
 

     The above figure is the location coordinates of the accident  
occurred. The red pin mark indicates the accident location and 
the blue mark indicates our location. The request message 
sent  with the location co-ordinates of the accident helps to 
fasten the rescue process. 
 

 
Fig 18. Eye blink sensor. 

 
The entire setup with eye blink sensor. The eye blink length is 
continuously cross checked with the microcontroller. If any 
mismatch occurs (drowsiness), it buzzes for one second 
duration and if it continues, vehicle (motor) stops and a buzzer 
with high pitch sounds.  
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Fig 19. Normal condition. 

 
From the above image we can observe the motor is in ON 
condition indicates everything is normal which includes  

• Driver is not drunken. 

• No leakage of fuel gas. 

• Driver is not in drowsiness state. 

• No accident occurred. 
 

The entire setup ensures a faster rescue operation for 
accidents and also warns the driver on certain stances such as 
over speeding, while going to drowsiness state and if any 
leakage of LPG in the system. 
On a whole, this system helps in a better and a faster way of 
rescue in lone stances, this helps in reducing the risk of losing 
lives by establishing some rescue in a minimal time. 

VI. OBJECTIVES ACHEIVED    

Our prototype is aimed to be designed and implemented by the 

automobile manufacturers in the vehicles. As it locates an 

accident and prevents the driver in undergoing an accident at 

typical times. The objectives achieved from the proposed 

model are summarized below: 

• Mediate the Sensor information and locate the 

accident location using GPS for help and rescue. 

• In case of any gas leakage(LPG) , it alerts the driver. 

• In case of any drowsiness, it alerts the driver as a  

threatening call (vibration /Buzzer). 

VII. CONCLUSION 

       The Proposed system makes use of  various sensors to 

detect an accident, leakage of fuel gas, level of alcohol present 

and drowsiness. prevents drunken people to drive the vehicle, 

Alerts driver when he/she goes to drowsiness state, Stops the 

vehicle when it detects any leakage of CNG/LPG in the engine 

cabin and detects an accident on real time system and inform 

the supervisory  with the accident location. 

As a further extension, the Drowsiness of the driver can be 

precisely detected using image processing and based on the 

state of drowsiness, command will be initiated with an alert and 

the vehicle will automatically slows down and stops. Fire 

Extinguishers will be automatically sprayed if there is any fire 

in the vehicle. Accident detection can be linked directly to the 

air bag system in vehicles, It makes more simpler reducing the 

complexity.  
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Abstract - Over the last few years, WSNs has attracted 

tangible involvement in many real time applications. They 

are composed of small, low cost sensor nodes and these 

nodes having limited power. After consumption of power, 

sensor nodes become dead and the life period of WSNs 

depends on life of sensor nodes present in the network. 

Sensor nodes are generally deployed in remote area where 

recharging or replacement of battery is not possible. 

Hence, it is compulsory to develop some the techniques to 

improve the life of the nodes and”life-time”of the network. 

Clustering protocol is used to increase the lifetime of the 

wireless sensor networks and for long distance data 

transmission; Multi hop roughing protocol are preferred. 

MH technique reduced the energy cost of every node 

which lies in path. This paper describes various inter 

cluster multi hop routing protocols in WSNs. 

 

Keywords - Wireless Sensor Network, cluster, multi-hop 

and energy efficient routing protocols. 
 

I. Introduction 

Wireless sensor networks are formed by small, compact, 

low energy, low cost, multifunctional sensor nodes which 

are placed in the wanted region. Each node can sense the 

physical condition of environment surrounding it and also 

can transmit and receive the data. Currently, WSNs have 

been broadly used for the tracking and surveillance, 

environmental monitoring, medical care, infrastructure 

management, and many other areas [1]. WSNs are usually 

used in military operations [2]. However, sensor nodes are 

generally spread out in the precipitous and hostile domain 

where it is tough to reach and power availability is 

restricted. Therefore, sensor nodes may be faulty and 

unreliable. Generally, hardware fault and software fault are 

the two types of fault mainly occurring in WSN. The fault 

in hardware is usually due to damage of sensor nodes or due 

to low energy, and then those nodes cannot collect and 

transmit the data. Hence, energy is the major issue in the 

WSNs. Efficient use of nodes‟ available energy can solve 

low energy problem in WSNs. By using routing process in 

the network, we can utilize the available energy of node 

efficiently. Hence, all researchers target the energy-efficient 

and reliable routing protocol.  

According to structure of network, all the routing 

techniques in WSN mainly divided into two categories: 1) 

hierarchical routing, 2) flat routing [3]. Architecture of 

hierarchical  routing  technique helps to get  high scalability  

 

and efficiency in the network. In this routing all nodes 

perform different works. Entire area of network is portioned 

into different clusters and every cluster contains member 

nodes and cluster head. In flat routing protocols, same type 

of work is performed by all the nodes in the network.  

Data transmission between nodes and base station can 

transmit in mainly two ways: 1) Direct transmission, 2) 

Multi-hop transmission [4] [5]. In direct transmission, each 

sensor nodes transmit sensed data to base station without 

using any intermediate nodes. So, it use large amount of 

energy to transmit the data for the far nodes. To solve this 

issue, we use MH transmission. In this, all nodes work 

cooperatively to relay data to the base station; as a result the 

total distance is divided into small distances. Also multi-

hop technique uniformly distributed the energy cost of 

network between the all nodes but it is not guaranteed that 

overall energy consumption along the path is minimized. 

So, it may possible that total cost in multi-hop transmission 

is greater than direct transmission. 
Clustering is used to improve the life duration of the WSN 

and Multi-Hop (MH) techniques are preferred in long 

distance transmission reduce the energy cost every node 

which lies in path. So, for long distance, multi-hop 

communication is adopted among CHs. Figure 1 shows the 

multi-hop routing among CHs of clusters. This paper 

provides a review on different multi-hop routing techniques 

in clustering protocol. 
 

 
Fig. 1: Multi-hop in clustering protocol 

 

II. Inter-cluster multi-hop routing protocols 

1) Multi-hop-LEACH 

In WSNs energy consumption is determine by radio energy 

model. According to this, energy consumption depends on 
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the distance from cluster head to base station. If distance 

between it is more than a threshold value, then energy 

consumption is directly proportional to d
4 

(d=distance). In 

large area of network, distance between base station and 

some cluster heads are greater than threshold value. So, 

these cluster head dissipate their energy very rapidly and 

become dead. Such type of problem cannot be handles by 

basic LEACH. So, we use MH LEACH [6] which handles 

such type of problem. This routing technique improves the 

performance of network by choosing MH communication 

between base station and cluster heads. In multi hop leach 

protocol, set-up stage is same as to the LEACH protocol but 

in steady stage, CHs which distance is greater than 

threshold value are selected as hoping nodes via which 

transmitted data goes to the destination or BS. The CHs 

which distance is less than threshold distance from the BS, 

they transmit their information directly (single hop 

communication) to base station.  

Multi-hop LEACH is scalable and energy efficient but it is 

more complex and it increase network overhead because of 

MH transmission via relay nodes. 

 

2) Energy-LEACH 

E-LEACH [7] technique is based upon the residual or 

remaining energy of nodes. Cluster head selection is in this 

technique is depending upon the energy left in the nodes but 

working principal of it is same like LEACH. In this 

technique, any node become a CH in first round because 

initially all nodes have same energy, so each nodes have the 

same probability select as a CH in the first round. 

Randomly, NCH = p x Nt  number of nodes are chosen as the 

cluster heads. Where NCH denotes the number of CHs in the 

1
st
 round and other notations are as usual. In 1

st
 round each 

node consume different amount of energy, so energy left in 

each nodes are different after finishing of 1
st
 round. So, the 

nodes in which left energy (residual energy) have more, that 

nodes have more probability to select as cluster heads and 

remaining are member nodes.  

In E LEACH protocol, always higher energy nodes are 

selected as cluster heads in every round that improved the 

overall life of the WSNs. This protocol only worried about 

the residual energy of the nodes it is not worries about 

optimal path. By selecting optimal path, more energy can be 

saved. So, this protocol is not overall energy efficient.  

 

3) WST LEACH 

WST LEACH [8] protocol is solving the following two 

problem of basic LEACH, first is, cluster head selection and 

second is, in which way CHs and base station communicate. 

In this protocol, CH selection process is different for 

forming a weighted spanning tree. For this protocol, a new 

modified T(n) formula is given by equation 1 for CH 

selection. In Equation 1, the coefficients are denoted by c1, 

c2 and c3, node n residual energy is denoted by ‘e’, initial 

energy is denoted by „E0‟, „Nb’ denotes the n neighbor‟s 

node, „N’ denotes the total nodes present in the WSN, ‘d’ 

denotes the distance and probability of node n selected as 

CH is denoted by „p’. 
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In this protocol, CHs communicates with base station by 

multi-hop communication. Each CH assigned with some 

weight. According to this weight spanning tree is formed. 

Weight formula is given by equation 2. 
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Where, „W (j,k)‟ is weight of j
th

 and k
th

 cluster head and  

whichever is higher magnitude between i and j cluster heads 

that include in the spanning tree. „e(j)’ denotes remaining 

energy of j
th

 cluster heads. CHs having highest weight are 

joining spanning tree.  

By using WST LEACH protocol, communication path is 

optimized. So, it is more energy efficient and also it can 

improve the life of the network but it has some issues of 

scalability and control packets overheads. 

 

4) Multi-hop Routing-LEACH 

The target of MHR-LEACH [9] is to reduce the power 

utilization by the network and increase the life of network. 

In this protocol, the entire areas are divided into many 

layers and make sequence of various layers of clusters and 

all these clusters having equal size in every layer. It means 

that any member nodes of cluster transmit their information 

to base station in same no. of hops. By the help of TDMA 

scheduling, base station allot a time slot for each cluster 

head and according to it, each cluster heads allot a time slot 

for own cluster member . In this protocol, the node having 

highest residual energy can select as a cluster head.  

MHR-LEACH protocol is increase the life of the network 

and it is highly scalable but hotspot problem the main issue 

with it. 

 

5) LEACH D 

LEACH-D [10] protocol is used to achieve better network 

lifetime. It is achieved in the three ways. 1
st
 approach is 

CHs selection. It is depend upon energy left in the nodes 

and the nodes density distribution. In this protocol, nodes 

which located in high density and having more remaining 

energy are chosen as cluster head. Second approach is based 

upon distance to base station and degree of connectivity. In 

this cluster head decide and calculate the cluster radius. 

Cluster is form by nodes join the CH according to distance 

from the CH to the BS and energy of cluster head. The 

cluster head reduces energy consumption by adopting this 

approach. In third approach, multi-hop transmission is uses 

among CHs to send information from member nodes to base 

station.  

In LEACH D, CH is selected by threshold value which is 

calculated by help of energy and connectivity density factor. 

This technique increases the scalability and energy 

efficiency of the network but hotspot problem arises in it. 
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6) C-LEACH 

In Cell LEACH [11] protocol, total area is divided into 

some hexagonal cells and each cell having some sensor 

nodes. A cluster is formed by seven nearby cells. A special 

node is present among the nodes present in the cells which 

called cell head and other nodes are called as member nodes 

and every cluster having a cluster head and they are 

changing randomly in each round. According to TDMA, 

time slice is allotted by cell head to the cell members and 

the data transmission by cell member during its allotted 

time slice. In this protocol, when member nodes transmit 

their information to cell heads, all other nodes are off, after 

that cell head send the all received information to own 

cluster head and then cluster head send it to base station by 

choosing the smallest path between them. 

 
Fig. 2:  Cells and Cluster. 

 

Figure 2 shows the cells and clusters which form by seven 

cells. 

C LEACH improves scalability and energy efficiency and it 

provide very good network coverage but overhead and 

complexity are increased. 

 

7) Enhanced-LEACH 

In E-LEACH [12] protocol, sufficient number nodes 

selected as cluster heads and round time is varied in each 

round to improve the life of network and distribute energy 

equally. To calculate the power used, this protocol add the 

power consume by each node of the network to send the 

data. In this protocol, two conditions are there for the 

selection cluster head and these conditions are following in 

every round. 1
st
 is energy left in the nodes and 2

nd
 is amount 

of energy required to send information to base station. The 

main benefit of following these two conditions is that 

energy distribution in the network is uniformly distributed. 

In this protocol, CH selection is depending upon remaining 

energy of node and power required to transmit information 

from cluster head to base station.  

The E-LEACH protocol is energy efficient and highly 

scalable but packet overhead and delay in the transmission 

are the issue with it. 

8) EEMH-LEACH 

EEMH-LEACH [13] protocol is use to minimize the 

problem of direct communication between cluster head to 

base station and selection of cluster head in basic LEACH. 

Three different approaches have been used in this protocol. 

First one is average energy remaining energy are used for 

the selection of cluster heads, second one is finding a path 

between cluster head and base station for communication 

and in this path energy cost should be minimum, third one 

is direct communication between base station and nodes 

which are nearer to it. For selection of cluster head, we have 

required to calculate the a threshold value TH(n) similar to 

LEACH. But it have one extra parameter which is energy 

remaining. It is denoted by E(Re). New threshold TH(n) and 

E(Re) are given by  eq. 3 and 4. 
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When cluster head receives CH message from the cluster 

head or base station they computes communication cost 

matrix b and it is calculated by help of eq. 5. 
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Where C(m) denotes the communication cost matrix of 

node m & dmn denotes the displacement between nodes m & 

n. using equation 5 and 6 we can calculate the cost metric of 

node n.  

 

 ( )      ( ( )  ) (6) 

 

Using cost matrix of m we can find data sending path 

between cluster head and base station.  

EEMH-LEACH technique uses multi-hop and single hop to 

send data between clusters and BS. So, it saves significant 

energy and also good in packet delivery but delay in the 

packets transmission is increased. 

 

9) Orphan-LEACH 

In WSNs some nodes are there for which no cluster head 

are assigned. These nodes are called orphan nodes which 

are consider in O-LEACH [14]. This protocol is discussed 

in two situations. In 1
st
 situation, a member nodes work like 

a gateway of orphan nodes and the orphan nodes transmit 

own information to the gateway by joining it. After that, it 

collects the information and transmits them to base station. 

In 2
nd

 situation, nodes which lie in an unclosed region are 

called orphan nodes and they create a sub cluster. Cluster 

head selection is based upon the distance from gateway 

nodes.  
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This protocol is use to get large coverage area rate of 

connectivity. It is more energy efficient and scalable. The 

issue with it is searching of orphan nodes and knowledge 

about it. 

. 

10) Cross Layer-LEACH 

Cross layer method is used in CL-LEACH [15] to increase 

life of network. Entire function of CL-LEACH is partition 

in four different parts. First one is making of cluster, in 

which every node in the cluster choose own cluster head 

according distance between cluster head and base station 

and energy. In second part, routing process achieve in two 

steps: (i) distance calculation and (ii) route discovery. 

Distance between two nodes is calculated by eq. 7. 

 

                       √(     )
  (     )

                       (7) 

 

Where, (p1, q1) is coordinates of first node and (p2 , q2 ) is  

coordinates of second node. In the route discovery, first 

node always checks the cache in the route before 

transmitting the information to next node, if any route cache 

present in the path then information is not transmitted 

otherwise transmitted. In CL-MAC model if remaining 

energy of node is more than threshold value then this node 

works like a relay node in MH communication. Brocken 

link along the path is detected by route maintenance and 

they are maintaining by adding new paths line in pre-

existing path. 

CL-MAC protocol is energy efficient, it has low message 

cost and live nodes present in the network are more, 

although it have complexity and message overhead. 

 

11) DHL-LEACH 

DHL-LEACH [16] technique resolves the problem which 

created due to double hop transmission structure. The 

sensor node nearer to base station lives in lower most layer 

of network. According to consumption of power, entire area 

is portioned in some layers. In data sending period, nodes 

present in the lower most layers measure their distance from 

cluster head and base station and compare it. If BS distance 

is shorter than to CH then that nodes directly transmit their 

sensed information to base station else they transmit them to 

cluster head. So, the nodes which lies away from base 

station, they transmit their information to cluster head, after 

that cluster head transmit them to base station.  

DHL LEACH technique is better in terms of power 

utilization but in large scale networks it is suffers from short 

node lifespan problem. 

 

12) Improved MHT-LEACH  

In IMHT-LEACH [17] divides the all cluster heads into 

many levels, instead of dividing in only two levels like in 

MHT-LEACH. This protocol gives a different way to route 

the information to BS via different the levels.  It reduces the 

data transmission cost when network area is large. In this 

protocol, all the cluster heads are separated into levels 

according to distance from the base station and do/2 is the 

length of each level. This protocol has four stages to set a 

route between cluster head and base station: (i) Setup phase 

(ii) Announcement Phase (iii) Routing Phase and (iv) 

Redundancy Phase. 

IMHT-LEACH technique improves the life of the network, 

stability and throughput WSNs. 

 

13) EACBM 

The basic operation of EACBM [18] is clustering and multi-

hoping. It has three level heterogeneous clusters and three 

types of sensor nodes (SNs): (i) normal sensor nodes, (ii) 

intermediate sensor nodes and (iii) advance sensor nodes. 

These all nodes randomly deployed in the network area. In 

this technique, selection of cluster head is depend upon the 

probabilistic equation and its count is fixed. In this protocol, 

the nodes which are not attach to any cluster head or they 

not comes under the sensing range of cluster head are 

created a sub cluster because it is compulsory to gather 

information from every nodes of network. Cluster head 

gather information from member node and transmit them to 

base station by MH communication. Working diagram of 

EACBM shown by figure 3. 

 

 
 

Fig. 3: Working diagram of EACBM protocol 

 

EACBM protocol increase stability and life of the network 

and provide a stabilized model for WSNs. 

 

14) ECMR 

ECMR [20] is very new technique on cluster bases which 

improved the energy efficiency successfully by using   multi 

hop routing protocol. This technique combines the two 

different technique which are clustering and Dijkstra 

routing technique. The total left energy of each CH along 

with total transmit power is used to calculate the weight 

load. CHs which have highest remaining energy and lower 

transition power having high probability to join the shortest 

path communication. Dijkstra algorithm use weight factor 
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to find the shortest path between source node to sink node 

or BS in ECMR. 

Out of ECMR and LEACH protocols, the performance of 

ECMR is good in terms of life time of network and packet 

received at target node or BS. 

 

 

. 

III. Comparison between different Inter-cluster multi-    

hop routing protocols 

The comparison of different inter cluster multi hop routing 

in clustering protocol is presented in Table 1. The 

comparison is done on the basis of their energy efficiency, 

scalability, complexity, overhead and delay. 

 

Table 1: Comparison of different inter-cluster multi-hop routing techniques. 

 

Routing protocols Energy 

Efficiency 

Scalability  Complexity 

 

Overhead  Delay  

Multi-hop LEACH High High High Moderate High 

Energy LEACH High High High Moderate High 

WST LEACH Very high High Moderate High Small 

MHR LEACH High High High High High 

LEACH D Very high Very high Very high High Low 

CELL LEACH Moderate Very  high Very high Very high Moderate 

E LEACH High Very high High High High 

EEMH LEACH  Very high Moderate Very high High Small 

O LEACH  High High High High High 

CL LEACH High Moderate High High High 

DHL LEACH High High Low Moderate Moderate 

IMHT LEACH Very high Very high High Moderate Moderate 

EACBM High Very high High Moderate Moderate 

ECMR Very high High Very high Moderate High 

 

 

IV. Conclusions 
In this paper, the several inter cluster multi-hop routing 

protocols are discussed in which IMHT LEACH and 

EACBM protocol are better in term of scalability, LEACH-

D have low delay and the  ECMR routing technique is 

better than other protocol in terms of energy efficiency. It is 

also good in terms of overhead but it is more complex. All 

discussed protocols mainly consider the problem of energy 

consumption and at some extent they overcome it. By 

balancing the load of nodes, we can save the energy 

consume by the nodes and increase the life of the network.  
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Abstract—In this paper, Structural optimization based mi-
crostrip bandpass filter design is discussed. Conventional op-
timization mainly focuses on the dimensional optimization of
the filter. Here, the focus is to design a bandpass filter using
rectangular patch-based resonator. The obtained result is then
optimized using Genetic Algorithm which is part of Evolutionary
algorithm. In order to obtain an optimized result, we define a
fitness function in terms of S11 (dB) and S21(dB) parameters.
The final design of the filter will possess maximum transmission
co-efficient and minimum reflection co-efficient.

Index Terms—Microstrip bandpass filter, genetic optimization,
narrow band frequency response, patch resonator.

I. INTRODUCTION

In wireless technologies, bandpass filters are widely
used in transmitters and receivers. These filters are main
components at the front end of these devices. It plays an
important role in limiting the bandwidth of the output signal to
the minimum of transfer information at desired speed. Narrow-
band microwave bandpass filters with high performance are the
most preferred ones for the modern wireless communication
systems [1]. A balanced patch type resonator has the advantage
of having high resistance to outside noise compared to the
unbalanced structures [2]- [4]. Evolutionary algorithm can be
used to obtain optimum solution by selection and evaluation of
various designs [5]- [6]. The patch based resonator is a good
contender for the bandpass filter because it is easy to remove
cells from the patch to reduce insertion loss and thus improve
transmission [7] - [9].

In this paper, the genetic algorithm(GA) has been used
to design bandpass filter with higher performance. We propose
a GA-optimization method which introduces a fitness function
estimating the S-parameters in a passband. The fitness function
is defined in a way that increases transmission coefficient and
decreases reflection coefficient. The GA-optimization method
used here involves the following processes Representation,
crossover and mutation. Finally, the best solution is returned
as the final output.

II. OPTIMIZATION DESIGN

Fig.1. shows a design of microstrip bandpass filter. It
consists of a substrate with dielectric constant ϵr = 10.2. The
substrate used in this analysis is Rogers RT/Duroid 6010. The
dimensions of the substrate are length L1=15mm, width
W1 = 12mm and thickness H1 = 1.27mm. The dimension of

Fig. 1. GA optimized filter (a) top view and (b) Bird view

the conductor are L2 = 9mm, L3 = 2.7mm, W2 = 0.6mm,
W3 = 8.4mm. The dimensions of each cell of the square patch
resonator are length P = 1mm and width Q = 1mm.

In the GA, the circuit is described by binary code as the
conducting cells of the square patch resonator are 1 and other
cells are 0.The geometry of the circuit is organized in such a
way that it is symmetrical about y axis. The input and output
ports are placed at inverted L shaped feed lines.

A. Fitness Function

The fitness function used for reflection coefficient and
transmission co-efficient are taken into consideration. It is
expressed as follows:
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Fig. 2. Initial structure of filter

F = {S21(dB)/S11(dB)} at 2.5GHz 6 f 6 4.5GHz (1)

Reflection coefficient (S11) of the filter was chosen because
it describes the impedance matching which in turn shows how
well the filter is capable of making use of the input power that
is being provided from the feed. Transmission coefficient (S21)
of the filter was chosen because it shows how well the input
power is being transmitted to the output port without getting
attenuated. The transmission co-efficient has to be maximized
and the reflection co-efficient has to be minimized. Thus the
fitness function is maximized in the passband to obtain an
optimal solution.

III. FILTER DESIGN

Fig.2. shows the initial design of the bandpass filter using
patch resonator. Using GA, the cells are removed uniformly
from the resonator. The initial population is created randomly
with symmetry along the y axis. The fitness function of the
initial population is calculated and stored

A. Crossover

The crossover is designed in such a way that it combines
the genetic information into two parents to generate new off
springs. The crossover population is generated from the initial
population. Two parents (initial matrix) are taken at a time
and are combined together to produce a progeny (crossover
matrix).

B. Mutation

The crossover population is mutated to obtain a new set
of pro-genies. Mutation is more powerful in the sense that it
has the capability to give birth to a more distinct variety of
children.

Fig. 3. Flowchart of algorithm

IV. RESULT AND DISCUSSION

A. Selection

The fitness function of the initial population, crossover pop-
ulation and mutated population are calculated. These fitness
function values are compared to obtain the best population
set. This set is stored as the initial population for the next
generation. This process is repeated for the given number of
iterations. After the final iteration, the best solution (Fig.1.) is
obtained.

The initial design (Fig.2.) has the passband centre frequency
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Fig. 4. (a) S parameters Vs Frequency for Fig. 2 (b) S parameters Vs
Frequency for Fig. 1

located at 5GHz.The S-parameter values obtained at the centre
frequency are S11= -16.12(dB) and S21= -1.92(dB). The GA-
optimized design (Fig.1.) has improved transmission perfor-
mance with lesser S11 and higher S21.The passband centre
frequency is shifted to 3.3GHz and the values of S-parameters
are S11= -25.13(dB) and S21= -0.52(dB).

V. CONCLUSION

In this paper, the Bandpass filter has been structurally
optimized using evolutionary algorithm. From the generation
of the initial population to performing the genetic operations
on subsequent population, measures were taken to ensure that
genetic diversity was maintained. The output of the evolu-
tionary algorithm iterations is quite satisfactory. The added
advantage of the structurally optimized designs is that the area
occupied by the optimized designs is much lesser than the
base design. Transmission performance has been improved to
a greater extent in the passband.
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Abstract— Determining the gender of a person has a prominent 

role in many social interactions. Recognition of gender will be 

beneficial in certain applications like interaction of human and 

computer, scrutinizing systems, Demographic research. 
Identification of gender can be made by using different sources 

such as through voice, facial expressions and gait.  Due to the 

distinctive advantages of gender perception based on gait, such 
as non-invasive, non-contact and obtained easily at a distance, 

there is an increase in the interest of researchers in the 

classification of gender-based on gait.  In the proposed work, 

there are 2 stages of methodology. The first stage consists of 
determining Gait energy image projection model(GPM) which 

is our new proposed descriptor for gender perception and in 

the second stage; the proposed descriptors are merged with the 
better existing ones such as GEI, Gait Entropy Images, 

Dynamic Gait Energy Image (D-GEI), Gradient Gait Energy 

Image (GGEI) to enhance the performance. Finally ,for 
classification, SVM classifier is given to the proposed 

descriptors for determining the gender. The OU-ISIR database 

and CASIA datasets are considered for the gender evaluation 

and comparison of different performance metrics like 
Accuracy, Precision, Recall and Error rate.  

 Keywords— Gait Energy Image Projection Model (GPM), Gait 

Analysis, Gender recognition 

I. INTRODUCTION 

         The recognition of gender has an eminent role in social 
communication. Many biological features were applied for 
gender identification such as footprints, sound, face and 
gait. Perception at a great distance can be handled with gait 
when compared with voice (or) face[1]. Nonaggression, 
accessible collection and non-contact are some of the 
advantages of gait. Due to this, gait has an incomparable 
place in gender recognition. Biometric systems, surveillance 
systems are some examples to explain the benefits of gait.                      

        Generally, for the confirmation  of a person, reliable 
person recognition schemes are required. The key role of 
such recognition systems is to confirm that, the services are 
done only by the authorized users and not by any other 
persons. Accessing of computers, laptops, ATMs are the 
familiar examples for the secure access.    

       With the advancements of biometrics, it is easy for the 

establishment of person's identity based on ''who he/she is'' 

rather than '' what he/she possess''. In the 19th century 

beginning, biometrics are used for the criminal 

identification. Later, biometrics extended its applications 

from forensics, convicts and prisoners identification to 

person identification in many civilian applications. 
      Gait is an essential way of human locomotion [2]. In the 

present days, there are two significant categories of gait 

approaches. They are Model dependent approaches and 

Silhouette dependent approaches. To obtain the static and 

dynamic parameters in series, we will go with the model-

based methods which establish a mathematical model that 

represents dynamic changes in walking. In the silhouette 

based method, to recognise the gender, the silhouettes of 

gait sequence characteristics are considered because of their 

low computational complexity and noise reduction. 

     Estimating human gender at a farther distance has several 

applications and also found solutions for face-based 

approaches disadvantages. Hence, in present paper, the 

highlighted concepts are different gender features on human 

gait which cited some great work dealing with gender 

classification based on gait at the beginning[3]. For the 

underscore of the relevant gender gait features, we introduce 

the proposed descriptor. As the estimation of gender by gait 

is a tough job, the idea of fusion is introduced that can 

improve recognition performance. Many of the recent works 

in the fusion of information explained that the several 

features fusion achieves better performance and robustness. 

It overcomes the individual feature based identification 

method in many applications. The experimentation also 

showed that the descriptors fusion had given splendid results 

when compared with the individual features recognition rate.  

    The preceding of  paper is described as below; In section 
II, the work that is performed in previous research is 
described. In Section III, procedural steps of the 
identification method is described. Next, the methodology of 
proposed work and different features is described for gender 
recognition is given. In the former part of the paper, the 
fusion of descriptors is explained. Based on highly populated 
OULP database [4] and CASIA B database, the experimental 
study and results analysis of our proposed descriptor is 
presented in Section VI. A relative study of the put forth 
descriptor with the existing features and fusion of descriptors 
regarding performance like the Correct Classification Rate 
(CCR) along with the precision, recall and Error rate is 
presented.  Finally, the conclusion of current  paper is 
described in section VII. 
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II. RELATED WORK IN GAIT ANALYSIS 

         Basically, humans have the capability of determining 

the age and gender on seeing a person. But , there are some 

cases, where the person is not clearly seen (or) observed 

through the human eyes.  For example, in scrutinizing 

systems (or) in monitoring systems , a person is observed 

and captured through a camera. When the resolution of the 

captured image is low, then the person's details like gender 

(or) age can't be identified easily.  To resolve this problem, 

we  come across the gait analysis.  

Gait has two modes of approaches for performing the 

analysis in recognizing a person's features. They are Model 
independent and Model dependent approaches. In the Model 

independent approach, pre-defined model will be absent. 

There are no assumptions on the description of model. 

Moving on to the model dependent approaches, the 

assumptions are made on the past research work and 

modelling of model is done based on the assumptions. 

Generally, model independent approaches are highly 

preferable than the model dependent approaches.  

In the past days, by using the face features such as 

shape of the individual's face, its geometry and its 

appearance, the age and gender can be determined. In one of 

the research work , based on the face based features, age and 

gender is determined. Gender and age estimation can be 

done by observing the eyebrows, the way of clothing, the 

hair style and body shape. Static body features[5] and 

Dynamic body feature are the most appropriate features for 

the determination of gender of a person. Many research 

works are done[6] based on these features and gained good 

accuracy in gender recognition[7]. 

In the case of age prediction, the images of the faces 

that are taken at low resolution are not that suitable and 

analysis of such images is also not possible. Hence, the 

approaches using gait came into existence for determining 

both the age and gender of person as it is best suited for 

analysing low resolution images. As gait is referred to as the 

human walking, many of the age and gender related 

parameters like stride length, cadence speed will be different 

for different persons. 

There are some research works  done by researchers 

in the literature. For the calculation of contour-based 

information for the extraction of gait features,[8] showed 

age classification by using the descriptors such as FED, 

HMM[9] which gave some improvement in the recognition. 

A work is done in the age and gender classification for the 

finding of gait differences. For the extraction of gait 

features, silhouette is used and it is described in frequency 

domain. Depending on this work, many parameters in 

connection to gait are clearly demonstrated which 

differentiate the younger and elder. 

The research work is also done based on the apparel 

features of a person for age and gender prediction by using 

footwear and clothing conditions and obtained better 

outcomes in gender prediction. There are some other 

features for this work such as Gait energy image which is 

generally used in age and gender perception and gave 

splendid results in its performance. Many research works 

are done based on GEI which is obtained from silhouettes to 

extract  the spatial information and temporal information. 

But, there are some failures in using the GEI , that is, there 

is some unwanted information which occupies more amount 

of storage space. 

Some of the authors suggested a new approach using 

the Gabor filters for the feature extraction which is suited 

for orienting the body shapes of the silhouettes. Many 

research works are performed based on the silhouettes, 

which is the important tool required for extracting any 

feature based on the applications.  

In the gait analysis, determining age and gender is a 

complicated task. To overcome this problem, the concept of 

fusion is introduced. With the fusion of different gait 

features, the accuracy is enhanced and performance of the 

descriptors will also be increased. So, the concept of fusion 

is introduced for the proposed and existing descriptors. 
     Research works are done on biological features for 
identifying the gender and age of a person. By analysing the 
biological features such as speech given by person, based on 
fingerprints, based on the voice, the determination of a 
person is done. But, the biological features are noise 
sensitive and the information may be corrupted. As a result, 
the results produced from this noisy information may not be 
correct. So, gait analysis is considered as the best suitable 
solution for the age and gender prediction. 

III. OVERVIEW OF THE METHOD    

   In the framework of the gender detection, there is some 
sequence of steps that have to be implemented and the same 
demonstrated in Fig.1                                                        

 

 

 

 

 

 

 

Fig 1. Gender classification taxonomy 

 

IV.   METHODOLOGY OF PROPOSED WORK  

      In the proposed work, two stages have to be implemented 
to classify the gender. In the first step, the Gait Energy Image 
Projection Model (GPM) is introduced which presents the 
vital gender-related parameters such as body size, head pitch, 
arm swing and stride length variations that characterise the 
gender in the respective gait cycle shown in Fig 2. 

 Two projections are present in GPM. They are Gait 
Energy Image longitudinal projection (GLP) and Gait 
Energy Image transverse projection (GTP). The GLP 
explains the stride length and body size whereas the GTP 
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gives the details regarding the head pitch, hunched posture 
and arm swing of the GEI image sequences given in Fig. 3. 

 In this paper, by using GLP and GTP, a new method is 
proposed and in parallel, we are highlighting the gender-
related gait features. GPM combines both GLP and GTP by 
the use of the concatenation technique 

                       GPM={GLPcycle  U  GTPcycle}                           (1) 

Mathematically, GLPcycle is defined as equation(2) 

                                                 (2) 
Here, M defines number of frames ; GLPi defines ith frame 

vector of GLP.   

And GTPcycle is defined as equation(3) 

                                                 (3)   

M defines number of frames ; GTPi defines ith frame vector 
of GLP. 

Gait energy images (GEI): GEI represents the 

spatiotemporal information of silhouette images from entire 

gait cycle.   Averaging the silhouette from the entire gait 

cycle gives energy image. 

 The D(x,y) represents GEI and calculated by using equation 

(4) 

 

                              D(x, y) =  (4) 

Where N defines number of gait cycle images; x and y are  

the coordinates of every image B. 

Gait entropy images (GEnI):  It is obtained from normalised 

silhouettes. From gait cycle, the calculation of Shannon 

entropy is performed for individual pixels of silhouette 

images. 

   Uncertainty associated with any random variable is given 

by Shannon entropy. With the use of Shannon entropy, the 

randmoness of the pixel is evaluated. 

 

 

 

                                                                                        

                                                            concatenation            

                                                                

 

 

 

Fig .2 Proposed descriptor 

 

 

 

   

 

 

 

 
 

Fig. 3 Projections of GEI 
 

 

Fig. 4 GTP representation for male and female 

 
Fig. 5 GLP representation for male and female  

              

   

                                        
                                                  

                                                                     

                                 

 

 

 

 

 

 

                                                

Fig. 6 Flow chart of the proposed methodology 

The entropy of the fixed pixel location intensity value from 

a gait cycle is given by 

(5) 
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Where x, y defines pixel coordinates & pk (x, y) gives the 

probability that the pixel considers kth value. 

Here, silhouettes represents binary images and hence K=2.  

Then, using scaling operation and discretising operation for 

H(x,y), the obtained gait entropy image G(x, y) is as 

 

                         G(x ,y)= (6) 

 

Where       Hmin=min(H(x, y)) and 
                    Hmax=max(H(x,y)) 
 

Dynamic Gait Energy image (D-GEI): There are three steps 

in the extraction of D-GEI. 

The first step is to get GEI dynamic region, 

 

                   (7) 

 

The second step is logical ‘and’ operation is present with a 

dynamic part of GEI to the dynamic area of the frame. 

 

               (8) 

 

Where I’gei(x, y) defines dynamic part of GEI  

F(x, y) gives frame in the gait cycle; F’(x, y) defines  
dynamic region of the frame. 

Gradient Gait Energy Image (GGEI): GGEI is obtained by 

applying the computation procedure called neighbourhood 

gradient computation procedure which results in the 

subtraction of each of the pixel to the next 3*3 area from the 

centre pixel. 

V.   DESCRIPTORS FUSION 

    Identifying the gender automatically is a crucial task. 

Hence, an approach is proposed called the descriptors fusion 

approach to address the gender estimation problem. Recent 

advances proved that multiple features fusion [10], [11]  

achieves better performance and robustness and gives the 

recognition rate when compared to a single-feature 

recognition rate. 

   Generally, gender-related parameters are complementary 

and overlap. Hence, by the fusion of gait features, gender 

classification performance can be improved. Therefore, 

GPM, GEI, GEnI, D-GEI and GGEI should be merged. 

 

    GGGDG= {GPM U GEI U GEnI U D-GEI U GGEI} (9) 

 

Then, the features that are computed for the considered 

datasets are given to the classification algorithm for the 

gender recognition which is represented in Fig .6 

 

              VI.  EXPERIMENTS AND ANALYSIS 

 

A.  Classifier 

    Gender identification is a binary case. So, for the 

classification process, SVM algorithm [12], [13] is suitable 

which separates data points in each class by the use of the 

best hyperplane. Different kernels for example polynomial, 

linear are applied for classification purpose and among the 

kernels; linear function gave the better results when 

compared to other kernels as our data is separable in a linear 

manner to discriminate male and a female. 

B.  Experiments and Results 

     The experimental study is conducted on two datasets 

namely CASIA B [14] and OULP datasets shown in  

Table 1. 

      Firstly, we test the performance of the descriptors 

individually. Secondly, we test the fused descriptors 

performance to illustrate the performance. 

        
  TABLE 1.  DATASETS USED IN PROPOSED METHODOLOGY 

 
Type of dataset Number of 

persons 

Number of 

image 

sequences 

Variations 

CASIA B 
dataset 

124 persons 13640 image 
sequences 

11 view 
angles 

OULP dataset 4007 persons 2135 men  

1872 women 

1 to 94 years 

of variation 

  

Here, we designed a test protocol for five cross-

validations. We considered an equal number of persons for 

gender classification because it is a two-class problem. For 

the experiments, we selected 30 subjects (15 female and 15 

male) randomly for the training phase. Next, 60 persons (30 

male and 30 female) are selected for the testing phase.  
 

TABLE  2. THE RESULTS OF INDIVIDUAL DESCRIPTORS OF        
CASIA B DATASET 

 
Descriptor      Recall (%) 

 

 

     Precision (%) 

 

 

 

CCR 

(%) 

Male Female Male Female 

GPM 99.89 89.47 33.33 99.92 90 

GEI 85.71 78.26 54.54 94.73 80 

GEnI 66.66 80.95 60 85 76.6 

D-GEI 83.33 71.42 55.55 90.9 75 

GGEI 72.72 73.68 61.53 82.35 73.3 

 

     For every individual descriptor extracted from the GEI 

images, different number of subjects are considered for 

evaluating the performance and for the fused descriptors, 

another set of images are taken from the training phase for 

evaluation and the results are tabulated. 
 

TABLE  3.  THE RESULTS OF INDIVIDUAL DESCRIPTORS OF 

OULP DATASET 
 

Descriptor Recall (%) 

 

Precision (%) 

 

 

CCR 

(%) 

Male Female Male Female 

GPM 99.92 94.44 66.66 99.89 95 

GEI 99.89 84.21 25.00 99.89 85 

GEnI 75 88.88 81.81 84.21 83.33 

D-GEI 75 83.33 75 83.33 80 

GGEI 75 77.27 54.54 89.47 76.66 
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TABLE  4.  THE RESULTS OF FUSED DESCRIPTORS OF CASIA B 
AND OULP DATASETS 

 

Fused descriptors                          Accuracy (%) 

CASIA B OULP 

GPM U GEI U GEnI 
U D-GEI U GGEI 

96 98 

GPM U GEI U D-
GEI U GEnI 

94.33 95.66 

GPM U GEI U D-
GEI U GGEI 

93.01 94.85 

GPM U GEI U D-

GEI 

91 93.48 

GPM U GEI 90 92.81 

 

 

C.  Analysis 

 

     From Table 2 and 3, it is clearly shown  that the put forth 

descriptor GPM has given better results when compared to 

that of the existing descriptors. In the proposed descriptor, 

we consider the longitudinal projections and transverse 

projections of an image, and hence, the gender-based 

parameters can be easily observed and hence the 

discrimination rate is enhanced to that of  the existing ones. 

The results are highlighted in Table 2, 3 for both CASIA B 

and OULP datasets. 

       It is observed through Table 4 that, fusion of different 

descriptors performs better when compared with the 

individual descriptors performance. The features fusion is  

the union of different frames and the features that are not 

highlighted in any of the images can be observed in the 

fused frames. Hence, the classification performance will be 

high and hence the recognition performance will be better 

when compared to individual descriptors performance. The 

OULP large population set gives better performance when 

compared to that of the CASIA B sets which gives 95% 

accuracy because of its excellent gender balance and it is 

useful for all tests. The error rate is also reduced in OULP 

dataset when compared to CASIA  dataset. The 900, 1800 

and 00 view angles gave the best outcomes in contrast to the 

other view angles in CASIA B dataset for all 124 persons 

with all the three variations like cloth , bag and normal 

walking. 

            GPM descriptor gave the best results in  contrast 

with other existing descriptors because in GPM descriptor, 

both the transverse projection and the longitudinal 

projection which highlight the critical parameters for gender 

recognition whereas, in other features, the static and 

dynamic information is only represented. Some gender-

related parameters [15] are not seen clearly in some existing 

descriptors which reduce the prediction accuracy.  

          There are some constraints to this method. Such as 

precision value is less in some cases for males. Because the   

trunk component and head component for the slim and fat 

persons can't be easily identified especially for female and 

male cases, the hairstyle is outstanding dissimilarity for 

male and female. So, precision is less for a male in very few 

cases. We obtained optimal outcomes only in three view 

angles for 00, 900 and 1800 in CASIA B dataset.                                     

VII.  CONCLUSION 

 

       Gait based gender perception is a peculiar and 

fascinating topic of present days. The put forth method gives 

good results and accuracy is also higher when compared 

with features that are generally used for gender 

identification. As a result, it proved that gait analysis is best 

suited for gender perception at a greater distance. 

     In our prescribed method, both the temporal and static 

features are used for the classification of gender and their 

fusion  is performed and achieved better results when 

compared to individual features. In future, we will try to 

classify the gender using the different classifiers and also 

other factors that affect the gender classification to 

determine cross-gender classification using the different 

descriptors  and their combinations. 
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Abstract—With an increase in number of knee problems in 

patients, the demand for the rehabilitation has increased. Most of 

the rehabilitation trainings are expensive and time consuming. So, 

the need for personalized treatment in rehabilitation is increasing. 

The knee exoskeleton is one of such solutions to assist the patients 

suffering from weal knee, paraplegia and hemiplegia. These 

exoskeletons meet the patient’s expectation in terms of assistance 

required and wearing comfort. These are relatively more portable 

than lower body exoskeletons owing to their lighter weight. These 

can either be used for gait rehabilitation, providing assistance 

during sit to stand motion, normal walking and running, for load 

carrying augmentation or for performing activities of daily living. 

In this work, a knee exoskeleton consisting of a linear actuator and 

surface Electromyography sensor is designed and fabricated. 

Experiments are performed to validate the results with those of 

theoretical one. The developed knee exoskeleton is found to be well 

suited for assisting the wearer during the rehabilitation.       

Keywords—knee exoskeleton; linear actuator; EMG sensor; 

four bar mechanism; rehabilitation; joint angle; joint torque.  

I.  INTRODUCTION  

The world’s population is ageing—essentially each country is 

experiencing growth in the number of elderly people in the 

population. Globally, the population aged 60 years or above is 

growing faster than other age groups. Figure 1 describes the 

ageing population trend. 

  

 
 

Fig.1 Projected global ageing population (60 years and above) 

Owing to the aging population, large number of people suffer 

from neurological sicknesses such as stroke, central nervous 

system syndrome, spinal cord injury etc. The manual therapy 

for patients suffering from such diseases is very much 

physically demanding. To overcome such problems robotic 

exoskeletons have been developed. In comparison to the 

manual therapies, these exoskeletons are physically very less 

demanding.  

    The Exoskeleton that are used for rehabilitation could be 

classified into various categories. Depending on the body parts, 

they can be classified into full body, upper extremities such as 

arms and torso and lower extremity exoskeleton such as legs. 

The upper extremity exoskeletons could be further broken 

down to specific areas such as wrist, fingers, shoulders and 

elbow joints. Based on the input power, they can be classified 

into powered, passive, pseudo-passive and hybrid exoskeletons. 

The powered exoskeletons make use of batteries and electric 

cables for running the sensors. The actuators are required to be 

switched on every time. This is due to the fact that the device 

needs to maintain its shape. These exoskeletons can further be 

broken down to static and dynamic exoskeletons. The passive 

exoskeleton doesn’t contain any power sources. These are 

generally used for weight redistribution, energy capturing, 

dampening and locking. The springs and locking mechanism 

diverts the weight of the object around the wearer’s body. The 

spring damper exoskeletons are used to charge the batteries. 

The pseudo passive exoskeletons aren’t meant for actuation 

purpose. These exoskeletons find their application in 

controlling a variable damper in the knee. The hybrid 

exoskeletons consists all the controllers and sensors of powered 

exoskeleton. On the basis of the mobility, exoskeletons are 

classified as fixed, supported and mobile. The fixed device is 

usually tethered, wall attached or suspended from the air by 

fixed hook and harness. Based on the control mechanism, the 

exoskeleton can be controlled using joysticks, buttons or 

control panel, mind controlled, using sensors or there is no 

control. The supported exoskeletons are normally supported by 

the moving frame or by a wheeled robot. With mobile robot, the 

user and the exoskeleton could move around freely. The 

joystick provides complete energy that is required for the 

wearer’s motion. Using buttons or controlled panels, the 

exoskeletons operate in pre-programmed mode. Electrode skull 

caps are used when there is a control using signals generated by 

brain.  

 In this work, an attempt has been made to design and 

fabricate a knee exoskeleton. This device is based on four bar 

mechanism that could assist the wearer during the rehabilitation 

stage. A (sEMG) sensor is used to detect the user’s intention. 

Goniometer is used to measure the joint angle and force 

sensitive resistor (FSR) is used to measure the force developed 
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by the linear actuator. A mathematical model of the exoskeleton 

design is presented along with the experimental results 

      This paper is organized in five sections. The introduction of 

the present work is included in Section-I. Section-II discusses 

the work related to the design and control of knee exoskeleton. 

Section-III discusses the mathematical model of the proposed 

knee exoskeleton design followed by the calculations for joint 

torque, joint angle and the experimental details. Section-1V 

consists of the results and discussions, followed by the Section-

V which concludes the current work and discusses the scope for 

future work. 

  

II. RELATED WORK  

A knee exoskeleton could be remarkable for people 

suffering from weak knee. This is due to the fact that a human 

knee produces large peak torques and absorbs impact during the 

motion. The knee experience between 5 and 10 degrees of 

external rotations automatically as the leg extends [1]. A knee 

exoskeleton consisting of a motorized mechanism was 

presented [2]. The effects of different exoskeletons designed on 

the joint internal forces were studied [3]. An adaptive device 

was proposed that could assist both the translational and 

rotational motion of the kinematic chain. An EMG based model 

of the human knee that could anticipate knee movements was 

presented [4]. A control scheme for powered knee based device 

was proposed. It is based on real time estimation of EMG 

signals that are captured based on user’s intention from the leg’s 

muscles [5]. A tele-impedance based control strategy was stated 

to identify detect the user intention of motion to generate 

assistive torques at knee joints for performing various task 

[6].The human motion intention was evaluated based on 

electroencephalogram  (EEG) and surface electromyography 

sEMG signals. The signals were used to control the knee joint 

and were meant for sit stand flexion extension motion of the 

knee [7]. A proxy sliding based controller was used to control 

the knee joint position. In addition, the response of the system 

at zero torque condition was also noted experimentally [8]. A 

parallel elastic exoskeleton was proposed. It consists of a clutch 

for disengaging the spring placed in parallel to the leg. This 

leads to the motion not getting restricted during the swing phase 

[9]. A modular knee exoskeleton where the user intention is 

determined by force-sensitive resistors (FSRs) which have been 

put on the user’s foot. The torque sensor is attached to the knee 

joint and an encoder which is fitted inside the motor. The device 

is tested on standing, walking and sitting motion controls [10]. 

An analysis of different mechanisms based on combinations of 

passive and active actuators was demonstrated. A knee 

exoskeleton was thus proposed to support the worker’s body 

weight during sit to stand for various seated positions [11]. A 

prosthetic knee that mimics the biomechanics of human knee 

joint was proposed [12]. The spring parameters and its 
effectiveness were determined in a novel knee joint exoskeleton 

by using dynamic study and simulations. The analysis includes 

forward kinematics using Lagrangian dynamics followed by 

simulations using ADAMS. The parameters of the hydraulic 

dampers used were found to satisfy the real requirements [13]. 

III. PROPOSED KNEE EXOSKELETON DESIGN  

A knee exoskeleton consisting of linear actuator is proposed. It 

is based on four bar mechanism.  The rigid links AE, ED, DCB 

and AB constitutes the four bars of the mechanism. Link AB is 

the fixed link, whereas the link DCB acts as a rigid binary link 

attached with the joints D and B in the mechanism. This planar 

four bar linkage is a rocker-rocker mechanism as the sum of the 

shortest and the longest link is greater than the sum of the length 

of other two links. 
The schematic drawing of the proposed exoskeleton and its 

cad design is shown in Fig. 2 and Fig. 3, respectively. 

 

Fig. 2 Schematic drawing of the proposed design 

 

Fig. 3 CAD model of the proposed knee exoskeleton design 

 
A. Mathematical Model of the proposed design  

Figure 2 depicts the schematic drawing and kinematic 
parameters of the knee exoskeleton. When the actuator pushes 
the link d5, the force is transmitted to the shank link through the 
link d6. The force generates the joint torque. The transmitted 
force F3 and the torque changes with the knee joint angle. The 
joint angle (θ) can be expressed as  

𝜃 = 180-𝛽1-𝛽2-𝛽3                                        (1) 
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where 𝛽1 = cos−1 (
𝑏2+𝑑7

2−𝑑5
2

2𝑏𝑑7
) ,   𝛽2 = cos−1 (

𝑏2+𝑑3
2+𝑑4

2−𝑑6
2

2𝑏√(𝑑3
2

+𝑑4
2)

)  and                                

        𝛽3 = tan−1 (
𝑑4

𝑑3
).                                                                   

𝑏 = (𝑑5
2 + 𝑑7

2 − 2𝑑5𝑑7 cos (180 − 𝛼1 − 𝛼2))
1

2                    (2) 

      where 𝛼1 = tan−1 (
𝑑4

𝑑3
) , 𝛼2 = cos−1 (

𝑑1
2+𝑑2

2+𝑑5
2−𝑙2

2𝑎𝑙5
).                                                      

      The joint torque due to actuators can be derived as 
follows: 

𝜏 joint torque = 𝐹3. √𝑑3
2 +  𝑑4

2. sin𝛾3                              (3) 

Where 𝐹3 =
𝐹1.sin𝛾1

𝑠in𝛾2
 ,  𝛾1 = cos−1 (

𝑙2+𝑑5
2−𝑑1

2−𝑑2
2

2𝑙𝑑5
) ,                                    

𝛾2 = π − 𝛼1 − 𝛼2 − 𝛽1 − 𝛽2 − 𝛾3  and 𝛾3 = cos−1 (
𝑑3

2+𝑑4
2+𝑑6

2−𝑏2

2𝑑6√(𝑑3
2+𝑑4

2)
) .                                                          

F3 is the transmitted force along ED and F1 is the force 
developed by the linear actuator along FE.  

 

B.  Experimental setup  

The aluminium bars of grade 2000 were used to build the 
basic four-bar structure along with the extra links to fasten and 
clamp the actuator. A linear actuator of 12V DC supply is 
mounted with the aid of cotter pins. A 7-12 V input voltage 
Arduino UNO microcontroller was used for the control 
purpose. EMG sensor was placed at three locations on the leg 
as shown in Fig. 4 to get the input signal from the user to 
initialize the actuator. The EMG sensor ensures maximum 
safety because it works according to the user’s intentions. A 
force surface resistor was used to measure the force developed 
by the actuator. A goniometer was used to measure the joint 
angle rendered by the device on the subject’s knee. Strapping 
was custom-made according to the user’s need with its one strap 
fastening around the user’s waist and thigh while the other 
around the subject’s calf. 

 

C.  Experimentation  

The values of the link lengths of the proposed design are 
mentioned in Table I and the calculated parameter values are 
stated in Table II. 

TABLE I Link lengths  

Parameter Values (m) 

d1 0.3104 

d2 0.1158 

d3 0.1750 

d4 0.0200 

d5 0.1950 

d6 0.0450 

d7 0.0507 

lmax 0.381 

lmin 0.275 

 

The knee exoskeleton is used for a healthy male who is free 
from musculoskeletal and neurological injuries. The weight of 
the person is 63 kg and the height is 1.6 m. Figure 4 shows the 

the prototype of the knee exoskeleton being wore by the subject. 
The control flow diagram of the knee exoskeleton prototype is 
shown in Fig. 5. Two batteries of 18 V and 12 V are used for 
the power supply. The current flows through 2 channel 5 V 
relay to the linear actuator. The power from the 18 V battery 
flows through the FSR, the controller, the 5 V channel to the 
actuator. Figure 7(a)-7(d) shows the images of the person’s 
shank in flexion and extension motion at various values of joint 
angle. The experimentation was performed for two cycles. Each 
cycle comprises of the flexion and extension motion of the 
persons’ shank.  

TABLE II Design parameters 

 

Fig. 4 Prototype of the knee exoskeleton 

 

Parameters 
Values 

for lmax 

Values 

for lmin 

 𝛾1 = cos−1 (
𝑙2 + 𝑑5

2 − 𝑑1
2 − 𝑑2

2

2𝑙𝑑5

) 52.43° 23.53° 

Force along 𝐹𝐸, 𝐹1 =
𝜏𝑚𝑜𝑡𝑜𝑟

𝑑5 𝑠𝑖𝑛𝛾1 
 87 Nm 87 Nm 

𝛼2 = tan−1 (
𝑑2

𝑑1

) 114.27° 47° 

𝑎 = √(𝑑1

2
+ 𝑑2

2) 0.33 m 0.33 m 

𝛼1 = cos−1 (
𝑑1

2 + 𝑑2
2 + 𝑑5

2 − 𝑙2

2𝑎𝑑5

) 20.46 20.46 

𝑏 = √𝑑5
2 + 𝑑7

2 − 2𝑑5𝑑7 cos (180 − 𝛼1 − 𝛼2) 0.21 m 0.12 m 

𝛽1 = cos−1 (
𝑏2 + 𝑑7

2 − 𝑑5
2

2𝑏𝑑7

) 103.93° 45.45° 

   𝛽2 = cos−1 (
𝑏2 + 𝑑3

2 + 𝑑4
2 − 𝑑6

2

2𝑏√(𝑑3

2
+ 𝑑4

2)
)   24.31° 28.93° 

𝛾3 = cos−1 (
𝑑3

2 + 𝑑4
2 + 𝑑6

2 − 𝑏2

2𝑑6√(𝑑3
2 + 𝑑4

2)
) 28.39° 81.87° 

𝛾2 = 180 + (𝛼1 + 𝛼2) − (𝛽1 + 𝛽2) − 𝛾3 158.08° 91.27° 

𝐹3 =
𝐹1. sin𝛾1

𝑠in𝛾2

 184.78 N 76.76 N 

𝜏joint torque = 𝐹3. √𝑑3
2 +  𝑑4

2. sin𝛾3 10.34 Nm 8.94 Nm 

𝛽3 = tan−1 (
𝑑4

𝑑3

) 44.31° 6.52° 

Joint angle(𝜃) = 180 − (𝛽1 + 𝛽2 + 𝛽3) 
 

7.44° 61.32° 
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Fig. 5 Control flow diagram 

 

Table III FSR output voltages 

 

 

 

 

 

The output voltage corresponding to the FSR was 
approximately 4.8V. It is concluded from Table III that, the 
force developed by the linear actuator being  measured by FSR 
is 87 N. 

Figure 6 shows the location of the FSR below the poston 
rod.  Figure 7(a)-7(d) show the shank position at different joint 
angle values.  

 

Fig. 6 FSR reading  

  

(a) (b) 

  

(c) (d) 

Fig. 7 Shank positions at (a) θ=7.7°, (b) θ=30°, (c) θ=45° and (d) θ=62.9° 

 

III. RESULTS AND DISCUSSIONS 

The cycle starts when the person is at the standing position. 
The EMG sensor detects the wearer’s intention by sensing the 
muscle activity. The contraction and the relaxation of the 
muscles is reponsible to drive the actuator. The muscle sensor 
provides signals to actuate the linear actuator.  

 

Fig. 8 Plot for joint angle with time 

 
 

Figure 8 shows the variation of joint angle (θ) with time for 
both experimental and analytical analysis for two cycles of 
flexion and extension motion of shank. It is clear that, as the 
shank starts to flex in the clockwise direction direction, the joint 
angle increases and reaches to its  maximum value. The 
maximum value of joint angle (θ)  measured by the goniometer 
is 62.9° while the analytical value is 61.3°. The EMG sensor 
now detects the user intention to provide the shank’s extension 
in the counter clockwise direction. Due to the muscle activity, 
when the shank starts to rotate in clockwise direction, the joint 
angle decreases to 7.7° experimentally. The theoritical value of 
the minimum joint angle (θ) is 7.4°.    

Force 

(N) 

FSR resistance 

(kΩ)  

Voltage across 

resistor (V) 

0.2 30  1.3 

1  6 3.1 

10  1 4.5 

100   250 4.9 
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Fig. 9 Plot for stroke length with time 

 
Figure 9 shows the measure of the piston stroke length with 

time. The piston stroke length is maximum and minimum at the 
start of flexion and extension movemen, respectively. The cycle 
time is approximately 8.2s. 

 

 

Fig. 10 Plot of joint torque with time  

 

Figure 10 depicts the joint torque values required for 
performing the flexion and extension motion with time. Joint 
torque is the torque generated by linear actuator at point B. The 
value of the joint torque due to the actuator for performing 
flexion and extension motion is 10.34 Nm and 8.94 Nm, 
respectively.  

Figure 11 shows the experimental and analytical values of 
the angular velocity of shank for the two cycles of flexion and 
extension motion with respect to time.The experimental value 
of the angular velocity of the shank  is 0.235 rad/s while the 
analytical value is 0.229 rad/s.  

 

 

 

 
Fig. 11 Plot for shank angular velocity with time  

 

IV. CONCLUSION  

The design and fabrication of a surface electromyography 
sensor based knee exoskeleton consisting of a linear actuator 
are proposed. The prototype is fabricated and the experiments 
are performed. The experimental and theoretical values of the 
joint angle and shank’s angular velocities are validated for the 
kinematic design of the proposed knee exoskeleton. Thus, the 
flexion and extension motions of the lower limb through the 
proposed design are well suited for the rehabilitation of the knee 
joint. 

The future work is focused on optimizing the design 
parameters of the four bar mechanism in order to maximize the 
joint range of motion. In addition, the focus would also be on 
designing the exoskeleton for assisting the patients in 
performing the activities of daily living (ADL).  
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Abstract— Electricity is one of the basic requirements of 

human beings since it is very widely used for domestic, industrial 

and agriculture applications [1]. In most of the developing 

countries the energy generated is less than the requirement hence 

there is scarcity of energy, therefore effective utilization of energy 

is very important. In the existing system there is no any 

indication of the energy used to the consumer at regular 

intervals, only by the end of the month when the bill is received 

the consumer will come to know the energy used by him. Further 

the meter reading at present is also manual which needs lot of 

man power. In this paper a smart energy meter is proposed with 

which the consumer will be notified the amount of power 

consumed by the end of the day such that he can plan the 

consumption of power. Also the power consumed by the 

consumer will be notified to the distributor as well as consumer 

such that no manpower is necessary for meter reading. 

Keywords—Smart power meter, electricity, consumer, 

distributor, microcontroller, GSM, WIFI 

I.  INTRODUCTION 

Electricity has become very important to human survival 

and progress. Along with new techniques of power generation 

to meet the increased demand, automation in the energy 

distribution is also necessary to enhance people’s life standard. 

The manual meter reading is not that efficient and requires lot 

of man power hence, there is increased demand for Smart 

electronic meter systems which will send the meter readings to 

the distributor without any human interventions.  

The electricity distributer has made rules in the billing 
system based upon the number of power units used where, the 
consumer will not be aware of his usage. Keeping this in 
consideration the smart energy meter will help in knowing the 
number of power units consumed and the amount that needs to 
be paid. If the usage is going beyond normal, consumer can 
control the operation of electric devices and can reduce the 
power consumption. The cost of power consumed will be 
calculated by reading the pulses generated by the meter. The 
calculated amount for a month is then sent to consumer and 
distributer and will also be displayed on the LCD to the 
consumer on daily basis. In existing system either an 
electronic energy meter or an electro-mechanical meter is 
fixed in the premise for measuring the usage which is capable 
of recording kWh units which is then have to be read by meter 

readers monthly. The cost for the recorded data will be 
generated according to the present tariff whereas, in smart 
electronic meter the meter reading need not be read. Both 
consumer and distributer will be sent the information which 
includes the details of their power consumption and the cost 
with time. Since the consumer already have prior knowledge 
about their usage and the cost for the power consumed they 
can cut down their consumption of power and save it. 

This paper consists of introduction to the smart energy 
meter, existing energy measurement system, proposed system 
with additional features, Implementation of the system, block 
diagram, methodology, flowchart, results, conclusion, future 
scope and references are discussed. 

II. EXISTING SYSTEM 

In the existing system, a mechanical or an electronic 
energy meter will be fitted at every consumer point which will 
record the amount of power consumed by the consumer. At 
the end of every month a meter reader has to visit every 
consumer and should issue the bill, hence lot of man power is 
required. In this existing system there is no any alert message 
given to the consumer about how much power they have 
consumed every day so that they can plan and effectively 
utilize the electric appliances and cut down the electricity bill. 
Only at the end of the month the consumer will come to know 
the electricity bill. Further in the existing system if any faulty 
electrical appliances are consuming more power than their 
rated power the consumer will come to know only at the end 
of the month. 

III. PROPOSED SYSTEM 

In the proposed system along with the mechanical or 
electronic energy meter optocoupler, Arduino UNO 
microcontroller, real time clock (RTC), liquid crystal display 
(LCD), WIFI module and GSM module will also be 
connected. This smart energy meter will not only record the 
amount of power consumed by the consumer but also will 
send the alert message to the consumer through GSM about 
the amount of power consumed and the cost of the power 
consumed at regular intervals. Hence a smart consumer can 
plan the power consumption and can cut down the power 
consumption by properly using the electric appliances. Along 
with this since the WIFI module is connected, the bill 
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generated at the end of every month can be sent to the 
distributer as well as a copy to the consumer such that the man 
power required for reading the meter for generating the bill 
can be avoided. 

IV. IMPLEMENTATION 

A. Block Diagram 

The Block diagram of smart energy meter is shown in   
Fig. 1. 

 
 

Fig. 1 Block Diagram of Smart Energy Meter 

The smart energy meter consists of an electronic energy 

meter, optocoupler, Arduino UNO microcontroller, real time 

clock (RTC), liquid crystal display (LCD), WIFI module, 

GSM module and PC. 

 

Energy Meter 

An energy meter is a device which measures the amount of 

power consumed by the electrical appliances. Electric 

distributer uses energy meters which are installed at 

consumer’s premises to record the power consumption for 

billing purposes. The calibration LED present in the energy 

meter will indicate the real time power consumption by the 

consumer and by recording the number of blinking of the LED 

the power consumption is calculated. 

 

Optocoupler 

The optocoupler is a light sensitive device which senses the 

light from the calibration LED and generates a pulse which 

will be applied to Arduino controller. Optocoupler is used to 

provide isolation. 

 

Real Time Clock (RTC) 

The RTC is used to keep track of date and time to generate bill 

at regular intervals, it is interfaced to Arduino to initiate the 

GSM and WIFI module for sending information to consumer 

and distributor. 

 

Arduino UNO 

Arduino UNO is a microcontroller used to interface 

optocoupler, LCD, RTC, WIFI module and GSM module. 

Arduino will count the pulses given by optocoupler which is 

the real time power consumption by the consumer and 

calculate the cost for the power consumed. The power 

consumed and the cost will be displayed on the LCD and at 

regular interval initiated by RTC the details will be sent to 

consumer through GSM and to the distributor using WIFI 

module [2] [3]. 

 

Liquid Crystal Display (LCD) 

A 16×2 LCD is used to display the power consumed by the 

consumer and cost of the power consumed at the user end. 

 

Global system for mobile communication (GSM): 

GSM is used to send the calculated power consumed and the 

cost to the consumer through SMS [4]. 

 

WIFI Module  
WIFI is used to connect the PC at the distributor end to the 

consumer point. The power consumed and the cost will be 
updated in the PC at the distributor end using WIFI. 

B. Design 

For every 1 Unit (1KWh) of power consumption the 
calibration LED in the energy meter will blink 3200 times 
which will be converted as 3200 pulses by optocoupler. These 
pulses will be counted by the Arduino and calculate the power 
as per the current tariff. At regular interval the RTC will 
initiate the process to send the details power consumption and 
the cost to the consumer and distributor. 

C. Methodology 

The methodology of implementation of smart energy meter is 

shown in Fig. 2.    

 
Fig. 2 Methodology of implementation of smart energy 

meter 

 The pulses generated in the energy meter as per the 
consumption of power by the consumer will be read by the 
Arduino microcontroller. The microcontroller will calculate 
the power consumed by the customer and the cost for the 
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consumed power in a day. At the end of the day the 
microcontroller will send the information about the power 
consumed and the amount for the consumed power to the 
customer through GSM. At the end of the month the 
information about the power consumed and cost of the 
consumed power will be sent to both consumer and 
distributor. 

D. Flowchart 

The flowchart of smart energy meter is shown in Fig. 3. The 

pulses are counted from the energy meter by the 

microcontroller and the power consumed by the consumer will 

be calculated by incrementing the counter. The power 

consumed and the cost of power consumed will be displayed 

on LCD. After receiving the signal from RTC about the end of 

the day a message will be sent to the consumer about the 

power consumed and amount for the consumed power. Once 

the RTC sends the information about end of the month 

message will be sent to the consumer and the distributor about 

the power consumed and amount for the consumed power. 

 

 
Fig. 3. Flowchart of smart energy meter 

V. RESULTS AND CONCLUSION 

A. Results 

The working model of the smart energy meter is shown in 

Fig. 4. 

 
 

Fig. 4. Working model of smart energy meter 

 

The display of power consumed and the amount for the 

power consumed on LCD is shown in Fig. 5. 

 

 
 

Fig. 5 Display of power consumed and the amount for the 

power consumed on LCD 
 

The message sent to the consumer about the power 

consumed and the cost of the power consumed is shown in 

Fig. 6. 
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Fig. 6. Message sent to the consumer about the power 
consumed and the cost of the power consumed 

B. Conclusion 

The Smart Energy Meter is successfully designed, which 
sends the message of power consumption along with cost to 
both consumer and distributer using GSM at the end of each 
month. It also sends the alert message to consumer about the 
amount of power consumed and the cost for the power 
consumed at regular interval of time. The automation of 
billing system eliminates the human involvement hence it is 
more reliable. Smart Energy Meter will bring the solution of 
creating awareness of unnecessary usage of power and will 
tend to reduce the wastage of power. 

C. Future Scope 

The smart energy meter can be further improved by 

including IOT such that the database can be maintained for a 

long period. Further the energy meter can be made a prepaid 

energy meter such that when there is overdue of the bill the 

power can be disconnected. A mobile app can also be 

developed such that the consumer can contact the distributor 

through app for any additional power allocation required 

during some rare occasion or can complaint to the distributor 

regarding any problems he is facing. 
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Abstract – Flood and earthquake are one of the most devastating 

natural disasters in the world. Such natural disasters deleteriously 

affect the environment, lives of human, etc. which indirectly affect 

the economy of the country. Due to such natural disasters, there is a 

decline in the death rate of the human and fauna. So we should have 

a monitoring and observatory flood and earthquake detection 

system. The proposed system based on IOT technology gives a real- 

time analysis of flood and earthquake and so that the authority can 

monitor flood and earthquake affected areas. This paper highlights 

the Flood and earthquake Observatory System as a warning and 

alert system to efficiently monitor the critical flood prone and 

earthquake areas in real time basis baring the cost and safety 

measures. The proposed system also alerts the authority regarding 

the presence of a human in the area. It also provides backup supply 

for emergency situations using solar energy. Design of the proposed 

system includes integrating sensors to the microcontroller, RF 

transmitter, and receiver for long-range communication, and Thing 

Speak IOT platform for examining and visualizing sensor values 

which have been uploaded. 
 

Keywords—SmartCity, Water Quality Monitoring, WSN, LoRa, 

LoRaWAN, IoT, LPWAN 

 
 

I. INTRODUCTION 

Natural disasters are a worldwide phenomenon. Recently 

hurricanes, floods, tides, etc. have illustrated along with the 

differences in the effects of disasters on developed compared to 

developing countries like India [1]. An effective solution to such 

natural disasters is by giving people adequate time to evacuate and 

protect their property. If people knew about the flood was coming, 

many lives and property could be saved. 

Flood and earthquake are crucial disasters in the world 

affecting the economic status of the country in the form of natural 

resources, lives of human and fauna, economic properties, 

environment, and other infrastructure [2]. The extent of flood and 

earthquake damages depends on the certain measures and steps 

taken by the responsible authorities especially government officials 

during such a critical period. 

Internet of things (IoT) is emerging technology that 

Connects anything and everything to the Internet[3]. IoT is the 

technology rapidly widens according to the usage. This technology 

brings out new technology such as natural disaster monitoring.  IoT 

technologies in detecting the activity of natural disasters like flood 

and earthquake helps to rescue the lives of people 

Natural disasters such as flood and earthquake that 

occurs in different places around the world which has become a 

critical problem[4]. Thus there is a need for a Flood and earthquake 

observatory and warning system which can save lives of human, 

environment, an economy of the country. Recently Kerala faced 

dangerous floods which resulted in deaths of human, fauna and 

destroyed the environment of the state which reduced the economic 

status of the state. To solve such issues and creating a remedy such 

as introducing early warning, detection, and rescue system of flood 

and earthquake. 

                             Dr.Vishnu Rajan 
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Even though significant progress has been made during the last 

decade in the field of developing and implementing efficient flood 

and earthquake observatory and warning system, there are a lot of 

challenges faced by the researchers. There is a need for an intelligent 

flood and earthquake observatory and warning system which is fast, 

efficient, simple and accurate. Flood and earthquake observatory and 

warning system using IOT is a new technology to implement an 

efficient flood and earthquake observatory and warning system with 

high security and researchers are showing great interest in this 

technology. Also, this can develop and implement flood and 

earthquake observatory and warning system that will help to save 

lives of society, and the economy of the country.  
 
               The first section in this paper gives a general idea about 

the flood and earthquake detection system and its associated 

problems and find out a general solution to it.Second section explains 

about the proposed system which is explained through block diagram 

having pole unit and home unit. Third section explains about the 

technical descriptions of various modules used in the proposed 

system. Fourth section explains about the result analysis through 

proteus simulation and hardware interfacing of the proposed system. 

Last section includes conclusion and future scope 

 

         II. PROPOSED SYSTEM 
The proposed system is a warning and alert system to monitor 

efficiently critical flood prone and earthquake areas in real time 

basis. The system includes a water level sensor (float sensor) 

which detects water level intensity and gives alert to house 

member. There are 4 types of alert given i.e.; green bulb indicates 

no  danger, orange bulb-low level danger, blue bulb- medium 

danger, red bulb – high danger. Each color bulb is on in each alert. 

When water level increases to mid-level itself (blue bulb turns on), 

through hooter dangerous siren is alerted and alert the authorities 

by providing messages through GSM, and even nearby house 

member will also be alerted. The system even detects an 

earthquake by using a vibration sensor (accelerometer/ gyroscope) 

and provide alert to authorities through GSM. In such flood-prone 

areas, they may not be the current supply. So we provide solar 

energy through the solar panel to charge the whole system and 

provide a slot to charge our mobiles. Through RF transmitter 

wirelessly communicate to the pole unit section through RF 

receiver, a dangerous siren(hooter) is alerted in pole section 

indicating blue bulb on, so that other human near to pole unit can 

try out to help the people affected by a flood. Presence of rain can 

be detected by the rain sensor. The gateway here is ESP Wi-Fi 

module. The gateway then transmits the sensor data packets to the 

ThingSpeak cloud server over internet protocol and we can 

monitor the sensor values in ThingSpeak API and also in internet-

enabled devices and through GPS( location tracking) is possible 

which helps them to locate and trace people who are affected by 

flood and earthquake. 
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Figure 1: Pole unit of proposed system 

 

 

 
 

 
Figure 2: The Proposed Flood and earthquake detection and 

rescue using IOT technology Home unit 
 

 

 
 

   III.TECHNICAL DESCRIPTIONS  

3.1. Arduino Mega2560 

Arduino Mega 2560 is used for projects that contain more 

input/output pins, RAM (random access memory and more 

memory space [5]. It is used in many robotics projects. It 

contains 54 digital I/O pins (14 can be used as PWM outputs) 

and 16 analog inputs. It is programmed using Arduino software 

(IDE-integrated development environment) using C language. It 

also consists of 4 UARTS (serial ports), USB connection, a 

power jack, ICSP header, reset button,16MHZ crystal oscillator 

and can be simply connected to the computer with USB cable or 

power it with AC-to-DC adapter 

 

 
       Figure 3: Arduino Mega2560 

 

3.2. Water level sensor 

Water level sensor is also known as float sensor to detect 

the water level increased or decreased in terms of resistance 

varying. It consists of float connected to potentiometer. 

 

 
           Figure 4: Water level sensor 

 

3.3. Rain sensor module 

Presence and intensity of rainfall are detected by the rain 

sensor module [6]. When raindrop falls on raining board, 

module act as a switch. It contains features such as 

potentiometer (to adjust sensitivity), LED (power indicator). 

Here rain board and control board are separate for convenience. 

It produces the analog output. The module is connected to the 

5V power supply. When the induction board has no raindrop, 

LED turns on i.e.; Do output is high. When it has a little 

number of raindrops, Do output is  low. 
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Figure 5: Rain sensor module 

 

3.4. MPU6050 - Accelerometer and Gyroscope 

 
            Micro-Electro-Mechanical Systems (MEMS)-MPU6050 

consists of a 3-axis Accelerometer and 3-axis Gyroscope inside it 

[7]. It measures acceleration, velocity, orientation, displacement, 

and other motion- related parameters .to perform complex 

calculation, DMP( digital motion processor) is used which is 

present inside the module.MPU6050 sensor can be interfaced to 

the microcontroller using AD0 pin. 

 

 
Figure 6: MPU6050-Accelerometer and Gyroscope 

3.5. GPS-Global positioning system 

 

GPS is known as global positioning system which transmits 

microwave signals [8]. It determines position i.e.; location in terms 

of latitude and longitude 

  

Figure 7: GPS-Global positioning system 

 3.6. GSM Modem 

A GSM modem performs like a mobile phone consisting of SIM 

card (subscriber identity module) [9].It is used for sending and 

receiving messages to regarding persons or authorities 

 
Figure 8: GSM Modem 

3.7. LCD-Liquid crystal display (16*2) 

It is an electronic display module .These modules are preferred 

over seven segments.LCD’s are economical and easily 

programmable. It can display 16 characters 

 

Figure 9: Liquid crystal display 

 

3.8. RF TRANSMITTER AND RECEIVER 

The RF module operates at Radio Frequency (30 kHz & 300 

GHz)[10]. If there is an obstruction between transmitter & receiver, 

radio frequency signals can travel. Radio frequency signals are 

more strong and reliable than the Infrared signals. RF module 

consists of two devices known as RF Transmitter and RF Receiver. 

The transmitter/receiver (Tx/Rx) pair has an operating frequency of 

about 434 MHz. The RF module consists of a pair of 

encoder/decoder. HT12Eis used for encoding parallel data 

transmission while the reception is decoded by a HT12D. 

 
  Figure 10: RF transmitter and receiver 

 

3.9. SOLAR PANEL 

Solar panels that generates power from the sun which converts 

sunlight to electricity [11].12-volt panel size of about 25 inches by 54 

inches contains 36 cells which are wired in series connection to 

produce about 17 volts output 

 
   

Figure 11: Solar panel 
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3.10. ESP8266 Module                                                                                                                                                                                                

ESP8266 is power-packed module and capable of onboard 

processing and storage capability that can be integrated with the 

sensors and other specific devices through its general purpose 

input/output pins with minimum development up-front and 

minimum loading during runtime [12].This module is pre- 

programmed by AT command. By simply connecting this to your 

arduino device and get about as much Wi-Fi ability 

 
Figure 12: ESP8266 Module 

 
3.11. LM317 Circuit 

Solar charger circuit is used to charge lead-acid batteries or Ni-Cd 

using solar power. This Circuit harvests solar energy to charge a 

12- volt 1. 2Ah battery for various applications. The charger 

circuit has voltage and current regulation cut-off facilities. While 

adjusting the adjustment pin, voltage and output current can be 

regulated 

 

 
 

Figure 13: solar charger with current regulation and cutoff 

 

3.12.Power supply 

The input to the circuit is obtained from the regulated power supply. 

Normally devices work in dc supply, so here diodes are used for 

rectification purpose to convert incoming ac supply to dc supply and 

and voltage regulator (7805) is to convert incoming dc supply of 12V 

12V to 5V and capacitors is used to pure dc voltage 

 
Figure 14: Power supply 

IV.RESULTS AND DISCUSSIONS 

The Flood and earthquake detection and rescue using IOT 

technology system presented a good performance. Simulation of 

the project is done in Proteus. The simulation result is shown in 

the figure 14. Accelerometer sensor, Rain sensor, and Water 

level sensor (Float sensor) values displaying on LCD have been 

included in the simulation. Messaging to authorities is done 

through GSM and its commands displayed on virtual window in 

Proteus.The PCB design of the system is done in Proteus ARES. 

 

 

 

 

 
 

Figure 15: Simulation of the Project 

 
In above simulation, there is also alert system showing 4 types of 

LED (green-normal, yellow and blue-midlevel, red-danger level) 

are shown in Proteus. 

 
 

Figure 16: Schematic layout of the Project done in Proteus 
 

 
Figure 17: PCB output of LM317 CIRCUIT  
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Figure 18: PCB output of GPS showing latitude and longitude 

The above figure explains about GPS hardware 

interfacing to arduino mega 2560 microcontroller 

and LCD displaying latitude and longitude values 

 

 

 
. 

Figure 19:  Final PCB output of Flood and earthquake 

detection and rescue using IOT technology 

 

The sensor data packets from the RF receiver are picked up by 

the gateway ESP Wi-Fi module. Sensor nodes and the base 

stations (gateway) communication goes over the wireless 

channel utilizing the RF technology. Gateways connect to the 

internet and relay messages to the central network server using 

the standard IP protocol. Here the network server is ThingSpeak 

cloud-based platform. It provides live visualizations of data 

measured by sensors. We can send our data to be stored, to a 

ThingSpeak channel. Each channel can store up to 8 fields of 

data. We can monitor data from the phone, laptop or any other 

internet-enabled devices by login to ThingSpeak account. 

 

 

V. CONCLUSION AND FUTURE SCOPE 

Designing and implementation of Flood and earthquake 

detection and rescue using IOT technology is successfully 

completed. The system is able to monitor the water level 

sensor, accelerometer sensor, rain sensor to detect the 

presence of flood and earthquake to alert house hold members 

and authorities. The system performed well as per the design. 

By analyzing various technologies it is better understood that 

IOT.. The future work includes visualizing the location of 

flood and earthquake affected area in ThingSpeak IoT 

platform and monitoring those data on internet enabled 

devices. Also, the system can be extended to IoT based other 

natural disaster detection system 
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Abstract—E-mail is the secure way for the online form of 

communication as well as for transferring of data or messages 

through web. A day to day increase in the popularity, which give 

rapid growth to unsolicited mails in bulk amount. To filter the 

data, various methods present which is to detect automatically as 

well as eliminate such untenable messages. There are large 

number of technique for email spam filtering such as Clustering 

techniques, Learning based technique, Knowledge-based 

technique, Heuristic processes & many more. Given paper is on 

the research of spam filtering by using the feature selection 

through Relief feature selection technique & then classifies data 

by using Fuzzy support vector machine so as to deal with the 

factors of uncertain type. The experimental outcome illustrate 

that given algorithms can improve filtering rate parameters & 

spam filtering speed more efficiently. 
Keywords— Spam, Fuzzy support vector machines, Relief 

feature selection, Polynomial kernel. 

I. INTRODUCTION 

E-mail is a major form of revolutionary which is taking 

place over the conventional communication systems which 

is because of its fast, convenient to use, easy, as well as 

economically cheaper to use. A key bottleneck in the E-

communications is huge diffusion of emails which is 

unwanted & dangerous in nature so named as spam emails. 

A key concern is for developing of suitable filters which can 

capture those emails in sufficient amount and get high rate 

of performance. Researchers of Machine learning (ML) 

have developed number of approaches which is to deal with 

similar problem. in the machine learning framework, 

support vector machines (SVM) have maintained a large 

part to spam email filtering development . Based on SVM 

different scheme been designed through the approaches  of 

text classification (TC). A major issue when we use SVM is 

the kernels selection as it affects openly by the partition of 

emails in quality space [1]. In this section figure (1) shows 

the brief process of filtering the spam. Here the first step is 

of preprocessing in which we remove redundant messages, 

conversion of lower case, tokenization as well as streaming 

is done in this step, next is feature selection & weighted 

feature where information gain methods we also select the 

feature size in this step ,next is representation of features is 

performed after selecting the required features, at last 

dataset is divided in train & test set in which learning & 

testing on models performed respectively, then classification 

is done to get the evaluated result, after this step the process 

ends. 

 

Several types of researches have been performed on email 

filtering, some acquired good accuracy and some are still 

going on. Spam filtering is a process to detect unsolicited 

massage and prevent from entering into user’s inbox. Now 

days, various systems have been existed to generate anti-

spam technique for preventing unsolicited bulk email. Most 

of the anti-spam methods have some inconsistency between 

false negatives (missed spam) and false positives (rejecting 

good emails) which act as a barrier for most of the system to 

make successful anti spam system. Therefore, an intelligent 

and effective spam-filtering system is the prime demand for 

web users. [2] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Process of Spam Filtering. [2] 

Spam is making use of electronic messaging systems (by 

including the most of broadcast media, digital form of 

delivery systems) to transfer the unsolicited messages in bulk 

indiscriminately [3]. E-mail spam, also termed as e-mail in 

junk form / unsolicited bulk e-mail (UBE), it’s a subset of 

spam which consist of nearly similar messages delivered to 

many recipients by the e-mail [4].  

 

Several studies took place in this field and published the 

ways on how to get rid of spam mails , some of these are 

Rule Based Spam Filtering, Content Hash Based Filtering, 

Support Vector Machines (SVM), Machine Learning 

techniques, Content- Based Filtering (CBF) and many more 

[5]. From all above methods, CBF has been used widely as 

anti-spam solution because it’s available in easy way with 

its full implementations in commercial form [6]. 
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FCM is to reduce feature set at the time of training phase 

and the membership degree is in use at time of clustering, 

which is performed among data and clusters centers have 

been included during system training. The given degree of 

membership is then required as box constraint when the 

incorporation of training phase with fuzzy SVM based 

classifier. In our work, FSVM based classifier is being used 

in place of SVM classifier to get better performance of 

system at time of classification. 

The rest of the paper is organized as follows. In Section 2, 

feature selection technique a relief feature selection 

algorithm been described. In Section 3 other related 

researches performed till yet been discussed in literature 

review. In Section 4 flow of work done in our research area 

with brief review on methods used in research is discussed. 

In section 5 the experimental results being discussed where 

results obtained on various threshold values and 

comparisons of our work with past research is discussed. At 

last the conclusion of the work is presented in section 6 

II. RELIEF FEATURE SELECTION  

Relief is said to be feature weight based algorithm which is 

inspired from the learning of instance based [researcher 

Aha, Kibler, Albert year 1991 & Callan, Fawcett dz & 

Rissland year 1991]. Here the training data denoted as §, 

size of sample is denoted as m, and relevancy threshold is 

denoted by α , Relief take only those features those are 

appropriate to the target concept in statistical manner. A 

threshold is to encode as (0 ≤ α ≤ 1). We also let scale of 

each feature which can either be nominal (take only 

Boolean) else numerical (which take only integer / real) 

values of feature. Difference among 2 instances X & Y is 

used are given functional  diff. 

 

 When 𝑋𝑘 , 𝑌𝑘 are the nominal,  

Diff ( 𝑋𝑘 and 𝑌𝑘) ={0       <if 𝑋𝑘 and 𝑌𝑘 are the same> 

                                 1        <if 𝑋𝑘 and 𝑌𝑘 are the different > 

 When Xk and yk are numerical, 

 diff(𝑋𝑘 and 𝑌𝑘) = (𝑋𝑘 and 𝑌𝑘)/𝑛𝑢𝑘 

                             where 𝑛𝑢𝑘  is a unit of normalization to                 

normalize given values of diff within the interval [0, l]. 

 

Algorithm representation of Relieff Feature Selection 

 

1. Relief(§,m, α) 

2. Separate § into § + = { instances of positive type] 

and 

§- = (instances of negative type)  

3. w = (O,O, . . . * 0)  

4. For i= 1 to m  

5. Select randomly the instance X € S  

6. Select randomly one instance of positive type            

                near to the X, Z+ € § +  

7. Select randomly one instance of negative type          

                near to the X, Z- € S 

8. if (X  will be positive form of  instance)  

  Then Near-hit equal to Z+; Near-miss equal to Z- 

Else Near-hit equal to Z-; Near-miss equal to Z+  

9. weight updated (W, X, Near-hit, Near-miss)  

10. where Relevance  is ( l/m)W 

11. For i = 1 to p  

               if the value of (relevance i ≥ t) 

               then fi is feature of relevant form 

               else fi is irrelevant  

12. Again weight is updated  

13. For i= 1 to p 

   Wi = Wi – diff (xi, near-hit i)2 + diff(xi, near-

miss i)2 

Relief select a sample which is m composed by no: of 

triplets of instance X, its instance for Near-hit is 1. Relief 

makes use of the p-dimensional formula of Euclid distance 

for choosing Near-hit as well as Near-miss. Relief each time 

make a calls for routine which is for updating W  which 

stands for the vector for feature weight for each triplet 

sample & to determine the relevance of average weight. At 

last, Relief selects only such features which have average 

weight called (‘relevance level’) above w.r.t given  value  

of threshold α .[7] 

III. LITERATURE REVIEW 

Yuksel et al. [8] [2017] use Support Vector 

Machine and Decision tree for spam filtering. The 

Decision tree used in data mining and the support 

vector machines as a supervised learning model which 

can analyze the data for spam classification. First data 

was divided into two sections; one is training and other 

is test data, then the algorithm was trained and 

evaluated through Microsoft Azure platform which 

provides tools for machine learning and compared 

results with decision tree and support vector machine 

algorithm. The result of SVM method was 97.6% and for 

Decision tree the result was 82.6%. The result estimate 

that, SVM classifier performed better than DT. 

 

Choudhary et al. [9] [2017] presented a novel 

approach using machine learning classification 

algorithm for finding and classifying SMS spam by using 

Short Message Service (SMS). The first step in this 

approach is feature selection and for that, they work on 

presence of mathematical symbols: UGLs, Dots, special 

symbols, emotions, Lowercased words and Uppercased 

words, mobile number, keyword specific and the 

message length in the SMS. After that they created a 

system design and collected a dataset which contained2608 

emails out of 2408 collected SMS Spam Corpus. 

 

Verma et al. [10] [2017] proposed a method for 

spam detection using Support Vector Machine algorithm 

and feature extraction. This methodology works through 

several steps such as Email collections, preprocessing, 

feature extraction, SVM training, test classifier, top word 

predictors, test email and result. First they take a 

dataset from Apache Public corpus. In preprocessing 

section, they remove all special symbol, URL and HTML 

tags and also unnecessary alphabet. Then they mapped 

all word from the dictionary using Vocab file. SVM 

classifier applied on the training dataset. The Accuracy 

of the system was 98%. 

 

Rusland et al. [11] [2017] perform the analysis 

using Naïve Bayes algorithm for email spam filtering on 

2 datasets those are evaluated on the basis of the 

accuracy, recall, precision and F-measure. Naïve Bayes 

algorithm is a probability-based classifier and the 
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probability is counting frequency as well as values 

combination in dataset. This research performed through 

three phases such as pre-processing, Feature 

Selection, and implementation through Naïve Bayes 

Classifier.  

 

Sah et al. [12] [2017] proposed a method for 

detecting of malicious spam through feature selection 

and improve the training time and accuracy of malicious 

spam detection system. They also showed the 

comparison of difference classifier as Naïve Bayes (NB) 

and Support Vector Machine (SVM) based on accuracy 

and computation time. The proposed approach 

completed by 𝑓(𝑥) = 𝑎0 + ∑ (𝑎𝑛 cos
𝑛𝜋𝑥

𝐿
+ 𝑏𝑛 sin

𝑛𝜋𝑥

𝐿
)

∞

𝑛=1
 

steps such as preparing the text 

data, creating word dictionary, Feature extraction 

process and training the classifier. 

 

Singh et al. [13] [2018] discussed the solution 

and classification process of spam filtering and 

presented a combining classification technique to get 

better spam filtering result. With the help of Data mining, 

they collected several information of failures of previous 

papers, success with recent issues of spam filtering. In this 

method, researchers used binary value where 1 is for 

spam email & 0 for ham. 

 

Abdulhamid et al. [14] [2018] discussed a 

performance analysis based approach by using some 

classification techniques such as Bayesian Logistic 

Regression, Hidden Naïve Bayes, Rotation Forest, REP 

Tree, Naïve Bayes, Radial Basis Function (RBF) Network, 

Voted Perceptron, Lazy Bayesian Rule, Multilayer 

Perceptron, Random Tree and J48. The competence of these 

techniques classified through Accuracy, Precision, Recall, 

F-Measure, Root Mean Squared Error, Receiver Operator 

Characteristics Area & Root Relative Squared Error using 

Spam base dataset and WEKA data mining tool. 

IV. PROPOSED METHODOLOGY 

In our propose work spam-filtering techniques is based on 

the statistics which is focusing on how to improve the 

recognition parameters of spam, where, the recognition time 

of execution will depend on no of samples which are 

randomly selected each time and how much amount of 

system memory is free at the time of execution . E-mail is 

easy, fast and cheap method of communication, which may 

cause unpredictable consequences for users, if sent 

information is not arrive in time.  This paper proposes an 

algorithm on fast content-based spam filtering with 

proposed technique of feature selection and fuzzy-SVM.  

 

Here from large part of original data, the fixed size of 

training set, the fixed size of the test set is randomly 

selected. First, training set is being required to train 

classifier, and then test set is needed to test the classifier, 

process is required to calculate performance level of 

proposed classifier. With the help of precision and recall 

parameters. Threshold value of 70% and 50% is used to 

extract the relevant features or attributes and discard the rest 

of it with the help of feature selection technique.  

As evaluation of filtering method of feature selection, Relief 

is use to calculates a proxy statistic for every feature 

(attributes in our paper) from the sample of dataset that is 

then used to estimate or to calculate the ‘quality of feature’ 

or ‘rank’ to target concept. These types of feature statistics 

are known to be as the feature weights is within rank (W[A] 

is the weight of feature ‘A’), or much casually as the ‘rank’ 

of feature.  When the number of attributes which are 57 

multiplied by used threshold value (say 0.7) the value is 

generated, if the rank is greater than or equal to attribute 

value/ weights of feature then attribute is extracted or  else 

it’s discarded . 

Here, we apply clustering algorithm fuzzy c means to get 

the membership degree. With the help of SVM with 

polynomial kernel function the required model is classified. 

This is generated FSVM which is suitable for the uses in 

which data points consist of unmodelled characteristics.[15] 

 

After the achieved train FSVM classification model. 

This is suitable for non linear problems and to deal with 

uncertain factors. So, this paper uses the modified 

classification technique of SVM into FSVM through 

polynomial kernel and clustering algorithm fuzzy c means. 

The dissimilarity in both the classifier is FSVM and SVM 

is, in FSVM, each data sample make use of degree of 

membership to which dataset belongs to from 2 distinct 

classes. The main part of proposed technique is to find out 

the best possible separating hyper plane so as to segment / 

distribute the set of data to complete the classification. 

 

Generating the Fuzzy Memberships  

To select fuzzy memberships of appropriate type in a 

given condition is much easy. Firstly, the lowermost bound 

of the fuzzy memberships need to be defined, & secondly, 

we require choosing those property of data set which helps 

to establish the connection among set of data and fuzzy 

memberships function. [16] 

 

Assume that we have to perform the sequential learning 

problem. Where First thing is to choose, 𝞼 >0 because 

lower bound of the membership function. In second step , 

we identify ,time  which is the major property of given kind 

of situation which then make si  stand for fuzzy membership  

which is a function of time ti 

 

si = f(ti) 

 

where t1≤ …≤ tl is time the arriving time of point in system. 

We choose st = f(t1) = 1 , and make use of first point to be 

the least essential and choose s1 = f(t1) =𝞼.  

 

By applying conditions for boundary, we get 𝑡𝑙 

 

si = f(ti) = 
1−σ

𝑡𝑙− 𝑡1
ti + 

𝑡𝑙σ− 𝑡𝑙

𝑡𝑙− 𝑡1
 

 
The polynomial kernel not only takes care of given features 

of i/p samples which is to know their similarity, but also 

combinations of these. In context of regression analysis, 

such type of combinations is c/d interaction features. 
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K (�⃗�, 𝑧) = (𝑧𝑇�⃗�+ C)n 

 

Where n is “order” of kernel, and C is constant which permit 

to trade off influence of higher order & lower order of 

terms. Quadratic kernels are much popular form of the 

Polynomial kernel, Higher order kernels be likely to “over 

fit” training data so, thus don’t generalize well. [17] 

 

Here we, use k no of samples which is to train then get 

FSVM classification model. We achieve classification o/c 

after placing data for characterizing the mail in the model.  

 

In this research we have Train classification model with 

FSVM. The data samples for this paper is from, famous UCI 

Machine Learning Repository having the spam base data 

unit. Randomly choose 300 no: of samples of the positive 

(ham) and 300 samples of negative (spam), having total of 

600 used samples. Now from 300 positive samples, 200 no: 

of samples were chosen as the training set & 100 for testing 

set for both category of email and similarly performed with 

300 negative samples 

 

Pseudo code of FSVM& Polynomial kernel 

 

Step 1. Start  

Step 2. Load Spam base dataset 

Step 3. Select randomly 600 samples of data 

Step 4. Now categorize the 600 samples as 300 

ham (+) and 300 spam (-) 
Step 5. Now Divide samples 200 training and 100 

testing  for individually ham and spam.   

Step 6. Divide the training data into sets 

D1 = {(x1, 1), (x2, 1)… (xn, 1)} 

D2 = {(𝑥𝜋

2
+1, -1), (𝑥𝜋

2
+2 , -1),…(xn, -1)} 

 

Step 7. Apply Relief feature selection strategy on 

training samples and calculate w[A] 

w[A] = w[A]-∑
𝑑𝑖𝑓𝑓(𝐴,𝑟𝑖,ℎ𝑗)

(𝑚,𝑘)

𝑘
𝑗=1  

 
Step 8. Apply fuzzy-c-means (on equal attributes 

on training & testing) to calculate membership 

degree si      

Step 9. Classify obtained model using SVM  

Step 10. Using Polynomial kernel function to make 

kernel in commutation 

K (�⃗�, 𝑧) = (𝑧𝑇�⃗�+ C)n 

 

Step 11. Obtain the trained model of Fuzzy 

Support vector machine 

Step 12. Result  obtained (ham and spam mails) 

Step 13. Process ends. 

 

 
 
Figure 2  Flow diagram of FSVM using relief feature selection& 

polynomial kernel 

V. EXPERIMENTS RESULTS AND DISCUSSION 

 The research work is implemented on MATLAB 

simulation tool. The given screenshot is to show the used 

train dataset sample from the “spam base data unit”. 

 

Randomly select 600 sample of data 

Start 

Apply Fuzzy-c-means for membership 

degree  

Apply Polynomial kernel 

SV1 SVn 

 

Trained FSVM model  

Obtain Evaluated result 

Categorize 600 samples as 

300 ham (+) and 300 spam (-) 

Divide both (ham and spam) samples 

into 200 training and 100 testing  

Apply training on both 

data samples separately 

Load dataset 

Apply Relief method for selecting optimal features 

(on training samples) 

Apply 

testing on 

features 
similar to 

training 

…

. 
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Figure 3train data set sample screenshot. 

The performance of this research model is based on some 
specific criteria that is precision (p), recall rate (R) and speed 
of classification (v), time of execution (t). The higher is 
speed less is classification time taken for processing.  

1) R =. 
TP

TP+FN
 , the recall rate shows discovering no of  

spam ability. The higher value of R, less is no: of 

spam evading arrest. 

2) P =. 
TP

TP+FP
 , is identified as the % of real errors 

among all encounters that were classified as errors. 

3) v =  
N

t
 , v stands for speed of classification. 

 

Table 1: illustrate that FSVM using relief feature 

selection is comparatively generating better value of recall 

and precision on different threshold value then the FSVM 

using k-means clustering algorithm. Graphical representation 

is performed on 50% value and 70% value of threshold on a 

separate basis. 

 

Table 1 Comparison of existing and proposed work with 

threshold value of 50% and 70%. 

Algorithms Recall 

 

Precision 

50% 70% 

 

50% 70% 

K-means& 

FSVM 

85.94% 85.29% 91% 90% 

Relief & FSVM 89.23% 92.59% 93% 94% 

 

 

 

Figure 4 Recall and Precision of FSVM using k means  and 
FSVM using Relief feature selection with threshold 70% 

 

 

Figure 5 Recall and Precision of FSVM using k means and 
FSVM using Relief feature selection with threshold 50% 

 

As shown in Table 2, the comparison of proposed 

method with those of other existing method is generating 

much better results, when comparison is performed on recall 

and precision values. 

 

Figure 2 Comparison of proposed technique with other 

existing methods 

Reference Classifier used Precision Recall 

Alsmadi, I 

[15] 

NGram 83.6% 88.4% 

Etaiwi, 

W.[16] 

Naïve Bayes 51.8% 86.8% 

Shengnan 

Wang, 

[17] 

k-means & 

FSVM 

90% 85.29% 

Proposed 

method 

Relief & FSVM 94% 92.59% 

 

 

 
Figure 6 Graphical comparisons of various existing 

methods with proposed technique  

 

As shown in Table 3, the classification speed and time 

of execution. The result obtained shows a huge difference 

between existing and proposed work. As we are achieving 

high speed of classification and time of execution is 

reduced from the base work. As this is the desired result so 

far.  

Table 3 Comparison of Time spent & Speed of the 

classification from base work to propose work 

90.00%

94.00%

85.29%

92.59%

80.00%
82.00%
84.00%
86.00%
88.00%
90.00%
92.00%
94.00%
96.00%

kmeans
&FSVM

Relieff
&FSVM

Precision Recall

91.00%
93.00%

85.94%

89.23%

82.00%

84.00%

86.00%

88.00%

90.00%

92.00%

94.00%

kmeans &
FSVM

Relieff &
FSVM

Precision Recall

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%

Ngram NB KM-FSVM RLF-FSVM

Precision Recall
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ALGORITHMS 

Base work Propose work 

 

FSVM(K-means 

& RBF) 

FSVM(Relief 

&Polynomial) 

Classification 

Speed 

0.71 2.21 

Time of Execution 283.590212 90.629472 

 

VI. CONCLUSION 

Spam also called unsolicited bulk mails. E mail is 

undoubtedly a very effective, economically cheaper and also 

easy method of communication for ongoing time. But, as  

social networks and advertisers, have evolved their business 

worldwide with the help of emails , which contain unwanted 

information called spam.  

This research paper is based on Fuzzy support vector 

machine (FSVM) classifier with Relief feature selection 

method which is required to extract features in form of 

attributes. In this research relief works on rank of the 

attributes, the rank is dependent on the value of threshold and 

number of attributes used. Here FSVM is required to train 

the classification model, with the help of membership degree 

which is to show the degree of similarity as the proposed 

model is much better for working on uncertain factors. 

Proposed experiments have shown that it is the improved 

form of spam filtering algorithm from other work by two 

aspects of reducing the time of execution & maximizing the 

speed of classification. How to improve filtering parameters 

in feature selection technique so as to achieve improved 

filtering results is significant topic for the future work. 
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Abstract- In proposed article comparative study and 
simulation of PV system connected with Z-source and 
conventional inverters output are analyzed. A perturb and 
observe MPPT technique incorporated for maximizing output 
power of PV panel. Inverters is used in our system are 
receiving power input (DC) from PV system and inverters 
output is controlled by various triggering by space vector pulse 
width modulation technique (SVPWM). Respectively output 
voltages of both types of inverters are compared in respect of 
total harmonic distortion (THD) and obtain simulation results 
are gives effectiveness of Z-source inverter as compare to 
conventional inverter. In both cases inverters are able to 
calculate distortion factor according to IEEE standard. 
Projected model is intended under MATLAB/SIMULINK 
platform 2016(b). 

Keywords: Space vector pulse width modulation (SVPWM), 
photovoltaic (PV), Z-source inverter (ZSI),total harmonic 
distortion (THD). 

I. INTRODUCTION 

Electricity utilization is growing day by day. The use of 
renewable energy is become trendy because of lower 
availability in fossil fuel. Also conventional power 
generation methods are harmful for environment as 
compared to renewable energy source. Generation of energy 
through renewable sources is recommended pollution free 
energy. [1-2]. 

Main sources of renewable energy are hydro, bio-fuel, 
wind and photovoltaic [3]. Most beneficial and popular 
sources are PV and wind. Power generation using sunlight 
has growing rapidly in last few decades in India because 
power generation using sunlight provide various benefits 
such as less cost, pollution free, less maintenance charges 
and uninterrupted accessibility during day.  

PV panel supplied regular DC power for get better 
efficiency of PV system, MPPT methods is extremely 
important [4]. Various methods of MPPT are Perturbation 
and Observation (P&O), Fractional Short-Circuit Current, 
fuzzy logic control, Incremental conductance, Ripple 
Correlation Control and Fractional Open-Circuit Voltage 
technique. Extraction of maximum power from PV is varied 
with solar irradiance and cell temperature. As a result to 

extract the maximum power from PV system on- line 
tracking of MPP is necessary [5, 6]. 

For MPPT perturb and observe (P&O) is usually used 
because its implementation is simple. P&O algorithm 
provides maximum power output by increasing or 
decreasing output voltage of PV panel. 

PWM technique is usually used in DC to AC converter 
[7-9]. The PWM technique is extremely useful, in this 
method width of gate pulses are composed by different 
phenomena. In PWM based inverter output voltage is kept 
equal to rated voltage regardless of load. Output voltage in 
traditional inverters fluctuates according to variation in load.  

The Z-source converter can convert and enhance voltage 
quality in single stage, but when it is supplied from 
conventional sources boosting factor is low. In a Z-source 
inverter an impedance circuit is used it provides connection 
between power source and inverter circuit [10]. The only 
difference between Z-source inverter and PWM based 
conventional inverter is use of impedance circuit in ZSI. 

II.  SYSTEM DESCRIPTION 

 

 
 

Fig.1. Basic arrangement of proposed scheme. 

Fig.1 displays the basic arrangement of PV system. It 
has a PV panel connected with DC to DC boost 
converter.The Sun light in the form of photons incidence on 
PV array which generates electricity.PV panel output is 
controlled by MPPT technique (P&O) through boost 
converter. Three phase inverter is directly supplied by DC 
output of boost converter and provides AC voltage to load 
through a LC filter.  
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A. PV Modeling 

 

Fig.2. One diode model of PV cell. 

Fig.2 represents one diode model of PV cell. 
                
Here, 
IL = Cell current produce by light 
ID =Diode current 
Ish= Current lost in shunt resistance 

[exp 1]S
D O

T

V IR
I I

V
 

  
 

                        (1) 

 = Diode ideality factor 
I0 = Saturation current 
VT = Thermal voltage 

Thermal voltage given by: 

C
T

kT
V

q
                                                          (2) 

k = 1.381*10-23J/K 
q = 1.602*10-19C 
Complete governing equation for single diode model: 
 

I [exp 1]S S
L O

T sh

V IR V IR
I I

V R
  

    
 

          (3) 

Fig.3 and Fig.4 represent current-voltage and power- 
voltage curve of PV panel and different waveform 
obtained from PV panel. 

 
Different parameters value of PV panel is illustrated in 
Table 1. 

 

 

 

Fig.3. I-V & P-V curves of PV panel. 

TABLE I. PV panel parameters used in represented model  

 
Name 200W panel 

Maximum Power(PM) 200 W 

Voltage at MPP 26.3 V 

Current at MPP 7.61 A 

Short circuit current (Isc) 8.21 A 

Open circuit voltage (Voc) 32.9 V 

Temp coefficient of VOC -0.36099 %/DegreeC0 

Temp coefficient of ISC 0.102 %/DegreeC0 

No of parallel strings 25 

Series module per string 10 

 

 
 

Fig.4. waveform of PV array (i) Voltage (ii) Current (iii) Diodecurrent 
(iv) Irradiance (v) Temperature. 
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B. Maximum power point tracking 

 
Fig.5. P&O algorithm. 

C. Inverter 

 

Fig.6. Basic diagram of a three phase  three level inverter 

Switches either IGBT or MOSFET are connected as 
shown in above figure 6. We can get ac output from dc input 
by specified triggering of switches. 

 

D.  Z-source inverter 

 

Fig.7. Circuit representation of Z- source inverter. 

Circuit representation of Z-source inverter is shown in 
figure 7. In a Z-source inverter two inductors and two 
capacitors of equal values are connected in the form of Z. 

Z-source inverter parameters are represented in Table II. 

TABLE II:  Parameters of Z- source inverter 
 

S. No. Parameters Value 

1 Voltage 320V 

2 L1,L2 45mH 

3 C1,C2 200µF 

 

E. Filter 

Passive LC filter as fig. 8 is used to reduce the harmonics 
of output signal of inverter. 

 

Fig.8. LC passive filter. 

TABLE III parameters of LC filter 
 

S.No. Parameters Values 

1 R 10ohm 

2 L 97mH 

3 C 80µF 

III. SIMULATION RESULT 

A. VSI inverter results 

Fig. 9 to Fig. 14is illustrated waveform obtained from 
VSI inverter. 

 

Fig.9. Line to line output voltage of VSI inverter. 

 

Fig.10. Phase to ground output voltage of VSI inverter. 
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Fig.11. THD of VSI inverter output 

 

 

Fig.12. Output voltage of VSI inverter after filter 

 

Fig.13. THD of VSI output AC voltage after filter. 

 

Fig.14. Output waveform of voltage VSI after filter 

B. Z-source inverter results 

Fig. 15 to Fig. 21 show waveform obtains from Z-source 
inverter. 

 

Fig.15. THD of ZSI output. 

 

Fig.16. Voltage between two phases of ZSI. 

 

Fig.17. Phase to ground voltage of ZSI. 

 

Fig.18. Z-source inverter output waveform of voltage after filter. 
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Fig.19. Output three phase waveform of Z-source inverter. 

 

Fig.20. THD of output signal from Z-source inverter after filter. 

 

Fig.21. Output current waveforms of Z-source inverter Result. 

IV. CONCLUSION 

In proposed model, conventional and Z-source based 
PV connected have been investigated and compared. The 
proposed z-source inverter has shown better performance 
than conventional SVPWM based inverter. From the result 
it is clear that z-source inverter provides 7.56% 
THDwhereasSVPWM based conventional VSIinvertergives 
39.29% voltage harmonics. It has been shown that high 

quality waveform at output of Z-so-urce based inverter can 
be reached by using suggested method. 
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Abstract—there are many features proposed in the literature 

for voice activity detection (VAD). Shen et al. [20] first used a 

spectral entropy-based feature to detect regions of speech spurts 

under noisy conditions. However, VAD employing this feature was 

unreliable when the noise level greatly exceeds the speech level.  

To improve the performance of spectral entropy based VAD 

under low signal-to-noise ratios (SNRs), spectrum of a signal over 

a frame is divided into sub bands and spectral entropy is 

computed over these bands. Later, these spectral entropies are 

weighted and summed to obtain the entropy. Based on the 

amount of noise in each band, weights were found empirically. 

This approach was named as banded spectral entropy (BSE) [21].  

In [24], deviation threshold computed from approximate ramp 

line and the sorted spectral coefficients of the band are adopted 

to decide useful/useless bands. In this paper, we propose a novel 

Teager Energy Band Spectral Entropy (TE_BSE) feature for 

VAD. Here, we carryout enhancement of spectral peaks 

employing Teager energy of each frequency transformed speech 

frame. This is followed with dividing of spectrum into sub bands 

and entropy computation over each band. The summing of 

entropy from each useful band is done to get TE_BSE feature. 

We identify useful/useless bands following [24]. Later, we present 

the performance of our proposed VAD in terms of probability of 

detection (𝑷𝑫), probability of false alarm (𝑷𝑭𝑨) and probability of 

error under different noises and SNRs. Finally, from the VAD 

results on real-world sample, proposed VAD outperforms 

statistical based VAD by Sohn et. al. [8] with improved  𝑷𝑫 not at 

the cost of increase in 𝑷𝑭𝑨.  

Keywords—Voice Activity Detection; Spectral Entropy; Band 

Spectral Entropy; Teager Energy Operator; 

I.  INTRODUCTION  

 A process of marking the boundaries or classifying between 
speech and non-speech (silence, background noise etc.) 
segments of a digital speech signal is popularly known as voice 
activity detection (VAD). Speech/non-speech detection as a 
preprocessing step, enhances the performance of applications 
including robust speech recognition [1,2], discontinuous 
transmission [3,4], real-time speech transmission on the 
Internet [5] or combined noise reduction and echo cancellation 
schemes in telephony [6,7]. Speech/non-speech classification 
task is not as trivial as it appears; indeed, most VAD 
algorithms fail when the background noise increases. 
Numerous researchers have proposed different schemes for 
detecting speech regions in a noisy speech signal [8-11].  

The different VAD methods include those based on energy 
thresholds [13], pitch detection [16], spectrum analysis [15], 
zero-crossing rate [3], periodicity measure [17], higher order 
statistics in the Linear Predictive Coding (LPC) residual 
domain [18] or combinations of different features [3,4,19]. 
Shen et al. [20] first used a spectral entropy-based parameter to 
detect regions of speech spurts under noisy conditions. 
However, their method is unreliable when the noise level 
greatly exceeds the speech level. Additionally, the spectral 
entropy relies on the variance of spectral magnitude to 
distinguish speech from noise, but the variance of spectral 
magnitude in turn strongly depends on the nature of noise. 

One can improve the robustness of spectral entropy by 
exploiting banded structure of speech spectrogram and 
discarding bands dominated by noise, thereby enhancing the 
banded nature of speech spectrogram. Spectral entropy thus 
computed is called the banded spectral entropy (BSE) [21]. 
However, BSE does not sufficiently specify the organization of 
the banded nature on the spectrogram. Therefore, in [21], Wu 
and Wang have proposed a set of weights to compensate for 
this drawback. These weights have been found empirically by 
the authors [21] to sufficiently characterize the speech signals 
rather than by simply computing spectral entropy of each sub-
band [20].  Although the weighted BSE remains a good feature 
parameter, the detection sometimes fails at very low SNRs. 
The question that needs to be addressed is the following: How 
is one to discard the noisy bands and hence, effectively retain 
only the useful bands? 

In [22], it was shown that the number of noisy bands (or 
useful bands) is related to the background noise level. A 
Minimum Mel-scale frequency Band (MiMSB) parameter 
proposed in [23] has been used in [21] to estimate the varying 
noise levels by adaptively choosing one band with minimum 
energy. A Normalized Minimum Band Energy (NMinBE) 
parameter has been proposed to accurately decide the number 
of useful bands. The authors in [21] have used the number of 
useful bands empirically derived from the knowledge of 
NMinBE. Further, it has been assumed in [21] that a short 
window of non-speech interval exists prior to the 
commencement of the input signal and the mean and variance 
of the logarithmic Adaptive BSE (ABSE) has been initialized 
on the estimates computed from this window. Successively, the 
relative mean and variance of the logarithmic ABSE values are 
updated during non-speech periods.  
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In contrast, our proposed band selection scheme is easy to 
setup and has too less empirical parameters as part of the 
initialization. This scheme exploits the banded structure 
available in noisy speech spectrum and selects those sub-bands 
where speech dominates over noise. We examine the banded 
structure on speech spectrogram to detect speech/non-speech 
regions as used in [21], but differ from it in terms of selection 
of useful/useless bands. Our band selection scheme depends 
not exclusively on the statistical behaviour of speech, but also 
on speech contaminated by noise in sub-bands. Specifically, we 
exploit the well-known fact that the formants play a major role 
in modelling speech signals in a compact way, and that the first 
three formants are sufficient to synthesize intelligible speech.  
Therefore, the detection of speech/non-speech is equivalent to 
identifying the presence or absence of formants.  

In this paper, we adopt band spectral entropy (BSE) in [21] 
to compute the entropy. However, our approach is different on 
two counts (i) Selection of useful/useless bands in a spectrum 
employing deviation between coefficients that approximate 
ramp line (ARL) and sorted spectral coefficients   (ii) 
Enhancement of spectral peaks employing Teager energy   
operator (TEO) on the signal spectrum such that the spectral 
peaks are enhanced. This is followed with the smoothening of 
present spectral estimates with past spectral estimates. Further, 
our work deviates from [24] on second count.  In section, II we 
discuss spectral peak enhancement and smoothening 
employing TEO and later computation of BSE. We name this 
new feature as Teager energy band spectral entropy (TE_BSE). 
Section, III presents theory behind the selection of 
useful/useless bands proposed in [24]. In section, IV we 
present experimental setup in extracting TE_BSE feature 
followed with performance analysis this feature under (i) 
Stationary noise (ii) Non-stationary noise and (iii) Non-
stationary heavy noise environments. Finally, we present the 
VAD output employing proposed feature and compare with 
statistical based VAD by Sohn et. al. [8]. This followed with 
concluding remark and some vistas for future. 

II. BAND SPECTRAL ENTROPY  

We now review the procedures in [20, 21] in some more 
detail. The entropy measures the randomness of the signal 𝑥(.) 
with the defined probability density function 𝑓(𝑥)as 

            𝐻(𝑥)  = − ∫ 𝑓(𝑥) log(𝑓(𝑥)) 𝑑𝑥.                                  (1) 

Shen et al. [20] employed it to discriminate speech from 
non-speech signals as part of ED. The speech signal is 
observed over a frame of length, 𝑁. The Short-Time Fourier 
Transform (STFT) of 𝑙th frame, 𝑠(𝑛, 𝑙), is given by  

    𝑆(𝑘, 𝑙) = ∑ 𝑤(𝑛) 𝑠(𝑛, 𝑙) exp (−
𝑗2𝜋𝑘𝑛

𝑁
)

𝑁−1

𝑛=0

,

𝑘 = 0, … , 𝑁 − 1,                                         (2) 

where|𝑆(𝑘, 𝑙)| represents the spectral magnitude of the 𝑘th 
frequency bin of the 𝑙th frame, 𝑁 being the total number of 
frequency bins and 𝑤(𝑛), a Hamming window. Excluding the 
symmetry and squaring each of|𝑆(𝑘, 𝑙)|, let 

𝑆𝑚𝑠𝑞(𝑘, 𝑙) = |𝑆(𝑘, 𝑙)|2, 𝑘 = 0, … ,
𝑁

2
− 1.                                (3) 

Then, the probability associated with each 𝑆𝑚𝑠𝑞(𝑘, 𝑙) 

component 𝑃(𝑗, 𝑙) can be estimated by normalizing 

𝑃(𝑗, 𝑙) =
𝑆𝑚𝑠𝑞(𝑘, 𝑙)

∑ 𝑆𝑚𝑠𝑞(𝑘, 𝑙)
𝑁

2
−1

𝑘=0

, 0 ≤ 𝑗 ≤
𝑁

2
− 1.                              (4) 

The corresponding spectral entropy over a frame is 

𝐻(𝑙) = ∑ 𝑃(𝑗, 𝑙) log(1/𝑃(𝑗, 𝑙))

𝑁

2
−1

𝑗=0

.                                             (5) 

Spectral entropy depends on the variation of the spectral 
energy but not on the amount of spectral energy. 
Consequently, spectral entropy, and hence the performance of 
VAD, are robust to the changing noise levels [20]. However, 
the magnitude associated with each point in the spectrum is 
affected by noise and, therefore, VAD performance would 
degrade severely at low SNRs. Further, the observation in [21] 
about ‘effect of noise in the spectrum’ was primarily restricted 
to a few sub-bands instead of a full band. This naturally 
suggests multiband analysis and necessitates the entropy 
computation for each of the sub-bands [21]. The sub-band 
energy of a given frame is computed as follows: 

𝐸𝑆𝐵𝐸(𝑚, 𝑙) = ∑ 𝑆𝑚𝑠𝑞(𝑘, 𝑙),

(
𝑁

2𝑁𝑏
)−1+(𝑚−1)∗(𝑁/2𝑁𝑏)

𝑘=(𝑚−1)∗(𝑁/2𝑁𝑏)

1 ≤ 𝑚 ≤ 𝑁𝑏,                                                  (6) 

where 𝑁𝑏 is the total number of sub-bands for each frame 
(Nb = 32) and  represents the  energy of the sub-band. Again, 
we define the probability associated with each sub-band as 

𝑃𝑆𝐵𝐸(𝑚, 𝑙) =
𝐸𝑆𝐵𝐸(𝑚, 𝑙)

∑ 𝐸𝑆𝐵𝐸(𝑘, 𝑙)𝑁𝑏
𝑘=1

, 1 ≤ 𝑚 ≤ 𝑁𝑏 .                          (7) 

The BSE parameter, 𝐻𝑆𝐵𝐸(𝑙), is now computed as 

𝐻𝑆𝐵𝐸(𝑙) = ∑ 𝑃𝑆𝐵𝐸(𝑚, 𝑙) log(1/𝑃𝑆𝐵𝐸(𝑚, 𝑙))

𝑁𝑏

𝑚=1

.                     (8) 

Further, in [21], a set of weights is proposed to compensate for 
this drawback.  These weighting factors are found empirically 
to characterize speech signals more effectively than by simply 
computing spectral entropy of each sub-band.  Although the 
weighted BSE remains a good feature, the detection sometimes 
fails at very low SNRs. Therefore, it is required to discard the 
noisy bands and retain others.  

A. BSE using Teager Energy Operator   

Formant tracking using the Teager energy operator (TEO) 
has been proposed by many researchers [25-28]. In [28], 
multiband approach along with TEO is employed in formant 
tracking. We are motivated by the efficacy of TEO in formant 
estimation and have adopted it in our approach. A discrete 
version of TEO on a time domain signal, 𝑥(𝑛)is given by  

𝐸𝑇𝑒𝑎𝑔𝑒𝑟(𝑥(𝑛)) = 𝑥2(𝑛) − 𝑥(𝑛 − 1)𝑥(𝑛 + 1), ∀𝑛.               (9) 
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To enhance peaks in the spectrum, and thereby to track the 
formants, we employ TEO on 𝑆𝑚𝑠𝑞(𝑘, 𝑙), 𝑘 = 0, … , −1, in (3). This 

results in𝑆𝑇𝑚𝑠𝑞(𝑘, 𝑙). However, this enhancement comes at the 

cost of enhancing spurious peaks in 𝑆𝑚𝑠𝑞(𝑘, 𝑙)due to the 

difference operation in TEO (refer (9)). To derive the benefits 
of TEO and minimize spurious peaks, we use convex 
combination of 𝑆𝑚𝑠𝑞  and 𝑆𝑇𝑚𝑠𝑞  as follows. 

𝐸(𝑘, 𝑙) = 𝛼𝑆𝑚𝑠𝑞(𝑘, 𝑙) + (1 − 𝛼)𝑆𝑇𝑚𝑠𝑞(𝑘, 𝑙),
𝑘 = 0, … , (𝑁/2) − 1.                                 (10) 

Here, 0 ≤ 𝛼 ≤ 1. To find the probability associated with 

𝑙th frame, we use (4) and replace𝑆𝑚𝑠𝑞(𝑘, 𝑙) by𝐸(𝑘, 𝑙) as  

𝑃𝑇 (𝑗, 𝑙) =
𝐸(𝑘, 𝑙)

∑ 𝐸(𝑘, 𝑙)
𝑁

2
−1

𝑘=0

, 0 ≤ 𝑗 ≤
𝑁

2
− 1.                                (11) 

The corresponding spectral entropy is computed as follows:  

𝐻𝑇(𝑙) = ∑ 𝑃𝑇(𝑗, 𝑙) log (
1

𝑃𝑇(𝑗, 𝑙)
)

𝑁

2
−1

𝑗=0

, 0 ≤ 𝑗 ≤
𝑁

2
− 1.          (12) 

We observe that the dominance of formants in sub-bands 
introduces sparseness (presence of structure) and the absence 
of formants or noise contamination introduces denseness 
(absence of structure). We attempt to detect formants by 
utilizing banded structure of speech signals [21]. From 𝐸(𝑘, 𝑙), 
we compute the sub-band energy, sub-band probability and 
associated entropy using (6), (7) and (8). Thus,  

𝐸𝑆𝐵𝐸
𝑇 (𝑚, 𝑙) = ∑ 𝐸(𝑘, 𝑙), 1 ≤ 𝑚 ≤ 𝑁𝑏 ,

(
𝑁

2𝑁𝑏
)−1+(𝑚−1)∗(

𝑁

2𝑁𝑏
)

𝑘=(𝑚−1)∗(𝑁/2𝑁𝑏)

   (13) 

𝑃𝑆𝐵𝐸
𝑇 (𝑚, 𝑙) =

𝐸𝑆𝐵𝐸
𝑇 (𝑚, 𝑙)

∑ 𝐸𝑆𝐵𝐸
𝑇 (𝑘, 𝑙)𝑁𝑏

𝑘=1

, 1 ≤ 𝑚 ≤ 𝑁𝑏                         (14) 

and 

𝐻𝑆𝐵𝐸
𝑇 (𝑙) = ∑ 𝑃𝑆𝐵𝐸

𝑇 (𝑚, 𝑙) log(1/𝑃𝑆𝐵𝐸
𝑇 (𝑚, 𝑙))

𝑁𝑏

𝑚=1

.             (15) 

III. SELECTION OF USEFUL/USELESS SPECTRAL BANDS 

In [20], weighted BSE is supported with useful/useless 
band selection using NMinBE parameter under low SNRs. We 
differ from [20, 21] in the selection of useful/useless sub-
bands. Here, we examine each frame by equally partitioning 

𝑃𝑇(𝑗, 𝑙), 0 ≤ 𝑗 ≤ (
𝑁

2
) − 1,into  𝑁𝑏sub-bandsas  𝑃𝑇

𝑏(𝑚, 𝑙),

where 𝑏 = 1, … , 𝑁𝑏 , and 𝑚 =   (
(𝑏−1)𝑁

2𝑁𝑏
) , … , (

𝑏𝑁

2𝑁𝑏
) − 1. The 

presence/absence of structure in sub-bands is equivalent to the 
presence/absence of formants in the sub-bands.  We argue that 
the presence of formant amounts to sparseness and that their 
absence, due to the presence of noise, yields denseness. This 
provides a basis to measure sparseness or denseness via the 
deviation of an approximate ramp line (ARL) [24] from the 

sorted  𝑃𝑇
𝑏(𝑚, 𝑙) coefficients. The sorted  𝑃𝑇

𝑏(𝑚, 𝑙) coefficients 

are henceforth denoted as �̃�𝑇
𝑏(𝑚, 𝑙). We connect the first 

coefficient of �̃�𝑇
𝑏(𝑚, 𝑙) to the last coefficient to generate ARL.  

Subsequently, we sample ARL with uniform intervals between 
samples. Here, ARL is computed for each sub-band in the 
frame of a given speech signal.  

We observe that for the sub-band, the �̃�𝑇
𝑏(𝑚, 𝑙) coefficients 

are closer to ARL when non-speech/noise dominates over 
speech and that they are relatively removed from it otherwise. 
Closeness to ARL is computed by taking sum of square 

difference between samples of ARL and �̃�𝑇
𝑏(𝑚, 𝑙) coefficients 

as 

𝐶𝐿𝑏(𝑙) = ∑ (𝐴𝑅𝐿𝑏(𝑚, 𝑙) − �̃�𝑇
𝑏(𝑚, 𝑙))

2
.

𝑏𝑁

2𝑁𝑏

𝑚=
(𝑏−1)𝑁

2𝑁𝑏

                 (16) 

We present some features of the proposed scheme. 

  When speech formants dominate over noise in a sub-band, 

the deviation of �̃�𝑇
𝑏(𝑚, 𝑙) coefficients from ARL is higher 

than otherwise. This accounts for correct performance. 

  When noise dominates over speech formants in all the sub-
bands, speech sub-bands may be identified as non-speech, 
thus resulting in Missed Detection (MD). This occurs 
when speech is completely masked by the noise under 
very poor SNR conditions.   

  Noise induced spectral peak in the sub-bands results in 
false alarm (FA) in the event of sub-bands having no 
speech signal. This occurs when a non-stationary narrow 
band noise in non-speech region presents itself a peak 
within sub-band. Then, any appreciable deviation 
generated by this noisy spectral peak away from ARL will 
result in a non-speech packet being detected as a speech 
packet. 

The nature of ARL and �̃�𝑇
𝑏(𝑚, 𝑙) coefficients under 

additive babble noise during speech/non-speech frames for the 
SNRs, 0, 5 and 15dB is presented through Fig. 1 – Fig. 3. 

Here, the sub-band 𝑏 is fixed and �̃�𝑇
𝑏(𝑚, 𝑙) coefficients from (i) 

Speech plus babble noise frame; and (ii) Babble noise only 
frame are used to obtain ARL and plot of sorted coefficients of 

�̃�𝑇
𝑏(𝑚, 𝑙), respectively. Conclusions drawn from these plots are 

summarized as follows: 

 When SNR is at 0 dB, the difference in the range of 

�̃�𝑇
𝑏(𝑚, 𝑙) for speech and non-speech frames is not so 

pronounced. However, large deviation of �̃�𝑇
𝑏(𝑚, 𝑙) from 

ARL can be noticed for the speech frame than for non-
speech frame. This helps in deciding speech/non-speech 
sub-bands in a frame and to the computation of SBE when 
a sub-band is declared as speech. As SNR increases,  

�̃�𝑇
𝑏(𝑚, 𝑙) range increases/decreases for speech/non-speech 

frames as also the deviation from ARL. 

 A Deviation Threshold (DT) is selected empirically to 
achieve minimum MD and restrict FA to an allowable range. 
Each sub-band is checked for the presence or absence of 
formants based on the deviation achieved and compared with 
the DT. This refined adaptive band selection scheme will 
adapt quickly to change in signal and noise conditions.   Thus, 
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the proposed approach has less parameters to setup arbitrarily 
than in [21]. Threshold for BSE is initialized assuming first 
200ms as non-speech region. We differentiate speech regions 
from non-speech regions using the BSE feature computed 
from useful sub-bands. A simple hangover scheme is 
employed to minimize fast switching between speech and non-
speech and vice versa. 

 

Fig. 1.Plot showing ARL and P̃T
b(m, l) under babble noise 

with 0dB SNR (a) Speech plus noise  (b) noise only frame.  

 

Fig. 2. Plot showing ARL and �̃�𝑇
𝑏(𝑚, 𝑙) under babble noise 

with 5dB SNR (a) Speech plus noise  (b) noise only frame.   

 

Fig. 3. Plot showing ARL and �̃�𝑇
𝑏(𝑚, 𝑙) under babble noise 

with 15dB SNR (a) Speech plus noise  (b) noise only frame.   

IV. EXPERIMENTAL SETUP AND RESULT ANALYSIS 

We evaluated our VAD scheme by considering clean and 
noisy speech signals that are sampled and digitized. Sampling 
frequencies of 8 and 16 kHz are considered in our evaluation. 

Then, sampled and digitized speech signals are framed such 
that the successive frames do not overlap. Here the frame 
length is chosen to accommodate 320 speech samples. The 
number of sub-bands, 𝑁𝑏 is fixed to 32.  In computing 𝐸(𝑘, 𝑙) 
using (10), we set 𝛼 to be 0.3. To simulate the noisy speech 
with SNRs from 0 − 40 dB, speech signal is added with 13 
different noises: Babble, F16, Tank, Factory, Car, Subway, 
Fan, Pink, HFchannel, Machine Gun, Destroyer Engine, 
Military Vehicle, Jet Cockpit and White. 

 

Fig. 4. Result of VAD under clean signal (a) Speech signal (b) 
Band Spectral Entropy and Threshold (c) VAD Decisions 
(Speech =  1;Non-speech =  0). 

The SNR is varied in steps of 5dB.  The results of VAD 
using proposed scheme under clean and noisy conditions are 
presented (refer Fig. 4). Here, Fig. 4(a) is speech sample under 
clean conditions. Figure 4(b) shows 𝐻𝑆𝐵𝐸

𝑇  and the threshold 
computed for the speech signal in Fig. 4(a). The corresponding 

 

Fig. 5.Result of VAD under Babble noise with SNR = 0dB 
(a) Speech signal (b) Band Spectral Entropy and Threshold (c) 
VAD Decisions (Speech =  1; Non-speech =  0). 

VAD decisions are in Fig. 4(c). In Fig. 5 – Fig. 7, we added 
Babble, Jet Cockpit and Subway noises to the speech in Fig. 
6(a) to simulate respective noisy speech signals where the 
SNR is maintained at 0 dB.  Parts (c) of Fig. 5 – Fig. 7 show 
VAD decisions with the proposed approach.  We observe from 
Fig. 5(c) that in the presence of speech-like noise, such as 
Babble, FA errors are more pronounced than MD errors under 
low SNR conditions. However, the VAD decisions presented 
in Fig. 6(c) and Fig. 7(c) are for non-speech like noises such 
as Jet Cockpit and Subway noises where it can be observed 
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that FA and MD errors are minimal for the same SNR setup. 
This is attributed to the robustness of the proposed speech 
/non-speech band selection scheme under additive non-speech 
like noises as against Babble noise. 

 

Fig. 6. Result of VAD under Jet Cockpit noise with SNR =
0dB (a) Speech signal (b) Band spectral entropy and threshold 
(c) VAD Decisions (Speech =  1; Non-speech =  0). 

We evaluate the proposed scheme considering more than 
46 speech samples from the Switchboard Corpus, a corpus of 
spontaneous conversations by multiple speakers over telephone 
[29]. In the performance evaluation that follows, we compare 
VAD results from our scheme with the manually segmented 
speech/non-speech information provided with the database. 
The results are presented for the SNRs from −10 to 40dB. 
Here, speech with additive noises is broadly classified under 
three categories: (i) Non-stationary Noisy Speech (NsNS) (ii) 
Non-stationary Heavy Noisy Speech (NsHNS); and (iii) 
Stationary noisy speech (SNS).  

 

Fig. 7.Result of VAD under Subway noise with SNR =
0dB (a) Speech signal (b) Band spectral entropy and threshold 
(c) VAD Decisions (Speech =  1; Non-speech =  0). 

Analysis of the performance of our scheme under these 
three noisy conditions averaged over the number of speech 
samples is presented as follows:  

   𝑃𝐷
𝑆 represents the ratio of the number of speech packets 

correctly recognised to the total number of speech packets. 
In Fig. 8(a) 𝑃𝐷

𝑆 is more than 0.8 for the SNRs greater than 
or equal to 0 dB. Under NsHNS conditions (see Fig. 8(b)), 
we achieve similar performance as in the Fig. 8(a) except 

for the case of Destroyer Engine noisy conditions. 
However for SNS conditions as presented in Fig. 8(c), 
similar performance of Fig. 8(a) is achieved except for the 
case of additive Car and Fan noisy conditions. This is due 
to the effect of these noises on the banded structure of 
speech; consequently, DT fails to detect the speech bursts.  

  However, the corresponding Probability of False-alarm 
(𝑃𝐹𝐴) presented in Fig. 9(c) is lower than the achieved 𝑃𝐹𝐴 
for NsNS and NsHNS conditions (see Fig. 9(a) and Fig. 
9(c)). The trade-off is significant. 

  Probability of Error, (𝑃𝐸 ), combines both the errors 𝑃𝐹𝐴 
and 𝑃𝑀𝐷--upon multiplying with the prior probabilities,i.e.  
probability of speech packets and probability of non-
speech packets for a given test speech sample. Thus, 𝑃𝐸  
represents the total error vis-à-vis speech - non-speech 
detection and the goal is to achieve lower 𝑃𝐸  under 
different noisy conditions. Fig. 10 presents 𝑃𝐸  for the three 
noisy conditions. Under SNS conditions,𝑃𝐸  is lower than 
0.1 for SNRs greater than 0 dB, except the Car and Fan 
noises. This is due to higher 𝑃𝑀𝐷  even though 𝑃𝐹𝐴 is less 
than 0.2. For NsNS & NsHNS conditions, 𝑃𝐸  is less than 
0.2 for SNRs greater than 0 dB except Babble, Destroyer 
Engine and Military Vehicle noises, as shown in Fig. 10(a) 
and Fig. 10(b). We know that the Babble noise is speech 
like and as expected,  𝑃𝐹𝐴 is higher, and hence,higher𝑃𝐸 .  

 

Fig. 8.Probability of speech detection (𝑃𝐷
𝑆) vs. SNRs in dB 

(a) Non-stationary noisy speech (b) Non-stationary heavy noisy 
speech (c) Stationary noisy speech. 

 

Fig. 9.Probability of False-alarm (𝑃𝐹𝐴) vs. SNRs in dB (a) 
Non-stationary noisy speech (b) Non-stationary heavy noisy 
speech (c) Stationary noisy speech. 
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Fig. 10. Probability of Error (𝑃𝐸) vs. SNRs in dB (a) Non-
stationary noisy speech (b) Non-stationary heavy noisy speech 
(c) Stationary noisy speech. 

We present VAD of our scheme in Fig. 11 for a real world 
speech sample having background noise and low fidelity.  
Result thus obtained is compared with the popular scheme 

proposed by Sohn et. al. [8]. For the 𝑃𝐷
𝑆under both schemes are 

similar with minimal 𝑃𝑀𝐷in favour of our scheme. It is 
important to note that this performance also comes with 
minimal 𝑃𝐹𝐴. However, it is not true for VAD in [8]. Further, 
perceptual and statistical tests on VAD results corroborate 
good performance of our scheme over [8]. 

 

Fig. 11. VAD for a real world speech sample (a) Non-
stationary noisy speech (b) Band spectral entropy and threshold 
(c) VAD Decision using proposed scheme (d) VAD decision 
using scheme proposed by Sohn et. al. [8]. 

CONLUSION 

In this paper, we proposed a novel Voice Activity Detection 
(VAD) using Teager Energy based Band Spectral Entropy 
(TE_BSE). We segmented the input speech signal into non-
overlapping frames. For each frame,we compute the entropy 
via normalized frame signal energy obtained for each sub-
band. However, this parameter was seen to be sensitive to 
noise. We recognized that the signature of speech signal is 
embedded in a formant structure. We employed the Teager 
Energy Operator (TEO) to enhance formant peaks of the sub-
band spectrum. This comes at the cost of enhancing high 
frequency regions of the spectrum under low SNRs. To exploit 
the benefits of normalized signal energy and TEO, we 
employed them under convex combination. Using the approach 
in [24], to obtain deviation threshold to declare each sub-band 
as useful or useless. Useful sub-bands are used to compute 

spectral band entropy. We differentiated speech regions from 
non-speech regions using the SBE feature computed from 
useful sub-bands. Finally, we evaluated the proposed scheme 
under simulated noisy (NsNS, NsHNS and SNS) and real 
world conditions to assess the robustness in providing accurate 
VAD decisions. The enhanced performance of the proposed 
schemes under varying noise conditions as claimed through the 
simulation studies is actually borne out in the implementation 
on real world speech signals. 

The schemes proposed and analyzed in this work may readily 
be gainfully employed for cleaning up several speech signals 
when contaminated by various types of noise from the 
environment. One of the very promising applications of the 
VAD studied here can be in speech compression for 
transmission in the context of audio conferencing over the 
VoIP such as in Skype. 
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Abstract—India is an agricultural country with the staple 

food being rice and wheat. The farmers serve as a backbone to 

our nation. But, the livelihoods of the agriculturists are at stake. 

They incur heavy losses due to crop failure and natural 

calamities. The emerging technology has provided many 
solutions to upgrade their lifestyle, but still there are challenges. 

Our main motive is to design a farmer friendly application-            

Agri Succor to sell their commodities directly to the customers at 

a reasonable market value without any mediator with the help of 

volunteers. For the efficient utilization of our mobile application 
by the farmers, we have incorporated features like information in 

regional language, crop-disease identification and sell their 

products directly. This application will emerge out as an essential 

productivity tool for the farmers if implemented in future 

Keywords—Farmers, Agri Succor, crop disease 

identification, mobile application 

I.  INTRODUCTION (HEADING 1) 

We all are much aware of the fact that India is an 

agricultural country and tea, cotton and spices are the main 
exports. Rice and wheat are the mos t important crops in India 

because they are the staple food. However, our country, 
especially Tamil Nadu does not have an accessible agricultural 

information system for the farmers to gain knowledge on any 
of the agriculture related problems and solutions. So, there is 

not much scope in promoting agricultural activities to farmers 

who serve as a backbone to our nation. But for the past decade 
or so the lives of the farmers are at stake due to losses incurred 

during the land cultivation, harvest and natural calamities. The 
field of information technology has a huge impact on people 

nowadays and hence, there are many solutions commercially 
made available for the upliftment of the farmers. Yet, none of 

them proved to be such helpful in improving their livelihoods. 

There are also many mobile applications that are specially 
designed for farmers. Most of these apps mainly focus on only 

one particular feature like crop management, usage of 
pesticides, etc. Still, such applications lacked in some aspects 

as the farmers are unaware about the existence of such 
applications. Even if they are aware about those applications, 

the farmer does not know how to access it even though it is in 

his native language as he might be illiterate.  

                                Our proposed project provides an 

ultimate solution to all the problems above mentioned. With 
the assistance of the Tamil Nadu Agritech portal[1], we will 

handle this situation by establishing a buy-sell platform 

exclusively for the farmers welfare with almost all kind of 

facilities.  

The main objective of our application is to design a farmer 

friendly mobile application. So, we have named our app as 

‘Agri Succor’- Agriculture Helper. The proposed app is 
interlinked to the TNAU Agritech portal [1] for getting 

authentic information. Through this application, the farmers 
can sell their products produced on their farmlands directly to 

buyers at a reasonable market price. This application bridges 
the gap between the farmers and consumers through the most 

crucial role players- the volunteers. There is no intermediate 

involved in this process. The most astonishing feature of our 
application is that it is available in the regional language. We 

also provide another important characteristic – voice to text 
conversion. As a result, the farmer can enter the details either 

in text or in speech format. The farmers can get agriculture 
related information from other fellow farmers or volunteers 

connected through this application. The solutions for the farm 
related problems are extracted from the Tamil Nadu 

Agricultural Agritech application. An additional aspect is 

employability is created for the volunteers.  

First of all, we discuss about the related works about the 

existing mobile applications on agriculture. Then, we explain 
about our proposed system which includes the architecture, 

methodology, as well as the implementation of the Agri Succor 
application. It is followed by the advantages of the application.  

II. RELATED WORKS 

A. CCMobile App: CC stands for Connected Crops [2]. User 

can read the environment metrics like temperature, 

humidity, etc. Sensor readings are available through SMS 

or email alerts, graphing and the climate factor historical 

data. It optimized crop management but it covered only the 

climate factor 

B. Spray Guide: Spray Guide[3] calculates the amount of 

solute, the amount of solvent, the mixing  time  and  

the  spraying  areas ,etc. Users can share their 

experience together with data and results to others 

over their social accounts .by using the this app 

,produce quality product but this is not supported 

crop diseases detection. 
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C. IFFCO Kisan: It is offered by Indian Farmers 

Fertiliser Cooperative Limited (IFFCO). IFFCO 

Kisan[4] seeks advice from the agricultural experts 

and scientists about crops, agriculture cycle, etc. It is 

used to provide good Water management but not in 

the regional language 

D. Mandi Trades: Mandi Trades[5] is a buying or        

selling platform by marketing of farm products. It 

Uses location intelligence to get a map-based view of 

both buyer and seller info, along with the 

geographical proximity. This app eliminates 

middlemen but it is not ensure the quality check. 

E. myRML Farmer: Farm and crop specific precision 

solutions built with the help of India's top most 

agriculturists. myRML[6] Works by using specific 

tools it was designed to analyze or provide 

information on different aspects of farming habits. It 

provides high level guidance but there is no  

provision for weather forecast. 

F. AgriSync: AgriSync[7] enables farmers and advisors to 

connect and resolve support issues using a mobile video 

customer service platform. It allows the advisor's 

organization to see open cases, resolution status and farmer 

feedback in real-time.  

G. RainbowAgri Market: RainbowAgri[8] helps in 

digitizing and branding agriculture. It is a simple 

mobile and web based tool to profile the farmers, 

organize and manage farming communit ies .  

III. PROPOSED WORK 

The proposed system is designed to provide a friendly 

interface especially to the farmers. The three main roles of our 

application are farmers (sellers), volunteers and buyers. The 

personal details of all the users are highly confidential and 

secure. In this mobile app, the farmers can provide details 

about their farmlands and groceries that are being cultivated in 

their land. The information can be entered either in text or 

voice format that too in his/her own language. Once the crop 

has been harvested, the farmer can upload the image of the 

plant. The plant is checked for the pesticides level and the 

disease is identified in the app. The recovery solution for the 

same is provided either in video, audio or text format which 

are obtained from the Tamil Nadu Agritech application. Once 

the plant is quality checked, it can be viewed by the buyers 

who can purchase them at an affordable market price and 

delivered with the help of the volunteers. Hence all the 

facilities are available under one roof. 

The architecture of the proposed system is shown in 

Fig.1. The architecture depicted below shows the overall 

structure of our project. The database plays a major role in 

gathering and retrieval of data.  

    

a. Collection of Data: The input can be given as text, 

voice or else as image when the crop is diagnosed for 

any disease with the help of TNAU application. The 

interested buyers and sellers can register in this app 

using the buy- sell platform. The interested 

volunteers can enroll themselves for uploading the 

agriculture related news, new government schemes 

for the betterment of the farmers. 

b. Retrieval of Data: The farmers can get the authentic 

information on crop disorders, recommended 

pesticides, buyer & seller information, product details 

and recovery solutions in text, voice and video 

formats in the corresponding native language. The 

data which is gathered need to be organized as a 

report. Using crucial strategies, the data is converted 

to report before sending them to the farmers, 

volunteers and consumers. This result can be either in 

the form of text or voice as per the wish of the user. 

Data retrieval is the defined as the process of 

identifying and extracting data from a database, 

based on a query provided by the user or application. 

It is achieved through the usage of SQL Processing.  

All the features in the architecture are realized through the 

implementation process  

 

 

 
Fig.1. Architecture of the proposed system 

A. IMPLEMENTATION 

                     The implementation of the Agri Succor app 

is divided into three sections:  

 

1. Interface design: It consists of three form designs 

for the use of farmers, volunteers and buyers.                       
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Designing the interface of the application involves 

three main modules:  

a. Farmers login: The farmer login is shown in 

Fig.2.It consists of the entire details of the farmer 

including his location, type of crops cultivated in 

his farmland, price of his farm products, etc. 

given as text or voice with the option for 

regional language if required. This information is 

stored in the database. The farmer can even 

upload images of his commodities to check the 

level of pesticides used as well as check for any 

crop related disorders. He can have access to 

remedial measures for the crop diseases. In 

addition to this, he can keep a tab on the 

agriculture related news and schemes. He can 

even provide suggestions for the crop diseases to 

assist other fellow farmers. He can sell his 

produces to the consumers directly with no 

intermediary between them.  
b. Volunteers login: The Volunteers login is shown 

in the Fig.3.The regular updates   regarding 

agricultural schemes, climate and suggestions on 

crop cultivation are provided by the volunteers. 

Their main duty is to create awareness among 

the farmers regarding all kind of agricultural 

information. The much needed employability is 

given to these volunteers for their dedicated 

work. The delivery of farm products to the 

customers are done with the help of these 

volunteers 

 
Fig.2.  Farmers login 

 
                 Fig. 3. Volunteers login 
c. Buyers login: The Buyers login is shown in 

Fig.4. The consumers who are willing to buy the 

farm products directly from the farmers need to 

enter their information. Once they select the 

items of a specific farmer, notifications are sent 

to the respective farmer. The ordered items are 

safely delivered to the customer. 

 
                          Fig. 4.  Buyers login 
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2. Voice to text conversion: For extraction of voice 

signal, we use Mel-Frequency Cepstral Coefficient 

algorithm [9] and Minimum Distance Classifier. 

Support Vector Machine methods are used for speech 

classification. These techniques are highly efficient in 

converting the speech to text and vice versa. 

 
                     Fig.5.Voice to text conversion 

 

3. Disease identification: Crop disease identification is 

done with the help of suitable image processing 

techniques. The procedure involves classification, 

feature extraction, multi-scale signal analysis, pattern 

recognition and projection 

IV. BENEFITS 

The Agri Succor will indeed be beneficial in almost all 

aspects. Some of the most important advantages of the 

proposed system are listed below: 

a. Through the use of the application, both the standards 

of agriculture and farmers can be raised up.  

b. The details can be given as voice or text input. 

c. It also increases the job opportunities for the 

unemployed youth. 

d.  The commodities are freshly handpicked and 

delivered to the customers at a reasonable market 

value.  

e. The application can be accessed in the regional 

language.  

f. Instant updates on agricultural schemes, climate, crop 

diseases and their solutions are provided by the 

farmers and volunteers. 

g.  Quality check of the farm products before marketing 

them ensures that only disinfected items are sold.  

h. The remedial measures for the crop diseases are 

provided in terms of text, voice and video. 

Considering the above pros of our application, we 

hope that this project will truly enhance the lifestyle 

of the farmers. 

V. CONCLUSION 

             Through this mobile application, most of the 

problems faced by the farmers are provided immediate 
solutions and guidelines. If this initiative will be implemented 

in future, unemployability will be reduced to a considerable 

extent. Moreover, the betterment of the farmers could surely be 
realized. This application will emerge out as an essential 

productivity tool for the farmers . 
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Abstract— Wireless Sensor Network (WSN) is widely used in 

Internet of Things (IoT) based Precision Agriculture (PA) to 

increase the crop productivity and yield. Parameters like pH, 

temperature, soil moisture, air humidity are measured in PA for 

monitoring the field remotely. The nodes used for WSN’s are 

low-cost tiny sensor node that monitors the environmental 

parameters and collects the data and transfers these data to sink.  

These nodes are energy constraint as they are placed remotely 

and are equipped with batteries which have limited power. 

Minimizing the energy usage and maximizing the lifetime of the 

network are the major challenge faced by the sensor nodes. In 

this paper, we address some of the existing energy efficient 

routing protocols for precision agriculture. 

Keywords — Energy efficiency; Routing Protocol; Sensor 

Networks; Precision Agriculture; IoT 

I.  INTRODUCTION 
A Wireless sensor network (WSN) is a network of low-

cost tiny sensor nodes deployed over a certain area. The nodes 
sense, process and transmit data using wireless medium. WSN 
with IoT is widely applied in diverse areas such as agriculture 
[8] [9], medical care [10] [11], disaster management, industrial 
control, national defence, etc. In precision agriculture WSN is 
used to increase the productivity and yield of the crop by 
continuously monitoring the field for environmental data. 

In precision agriculture, parameters like air temperature, 
soil moisture, pH, air humidity, etc. are measured to 
continuously monitor the field without human interaction [8]. 
The sensor node senses the environmental condition and 
transfers these sensed data to the sink or the base station or 
cluster head. The sensor node comprises of units for sensing, 
processing, transmitting and supplying energy. The sensing 
unit senses the environmental parameters, the processing unit 
process the data. The radio unit is utilized for transmitting and 
receiving the data and power unit provides power to the node. 

Sensor nodes interact with each other and the sink using 
the routing protocol. Classification of the routing protocol is 
based on the network structure. 

 

 

Fig. 1. Components in a sensor node 

Transmission of data over a long distance consumes more 
energy compared to sensing and processing [1]. Minimizing 
energy usage is needed as power is a restricted entity for these 
sensor nodes as replacing or recharging the battery after 
deployment is not simple. Minimizing consumption of energy 
improves the life of the network. The key problems are energy 
consumption and network's lifespan. In this paper, multiple 
routing protocols are addressed using wireless sensor network 
to minimize power consumption for IoT-based Precision 
Agriculture (PA). 

Agriculture is usually done in hectors of land, so 
monitoring the land manually increases the labour cost, the 
texture of soil varies in each region of the agricultural field. 
The precision agriculture concept has overcome the traditional 
agricultural methodology. In precision agriculture, monitoring 
of the agricultural land is supported using drones, tractors, 
sensors, etc.  Maximum agricultural land coverage, sensor 
node energy, and routing protocol scalability are the few 
elements that influence the WSN implementation in precision 
agriculture. It is also necessary to update the farmer on 
environmental conditions on a continuous basis. 

The paper is structured as follows: the associated study is 
given in Section II. Section III introduces the challenges faced 
during a routing protocol design. In Section IV, classification 
of routing protocols in WSN is presented. Section V addresses 
various energy-efficient routing protocols for precision 
agriculture. Section VI outlines discussion and open subjects 
for future studies. Finally, the paper is concluded in Section 
VII. 
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     TABLE I.  CHALLENGES RESOLVED BY EXISTING ROUTING PROTOCOL 

II.  RELATED WORKS 

In our related routing protocol research, WSN routing 
protocols may differ depending on application (based on 
protocol operation) and network architecture (based on 
network structure). Many researchers have carried out their 
research on routing protocols.  

Design of routing protocols can be classified as proactive, 
reactive and hybrid protocols. All nodes maintain the 
knowledge about its next hop node in the proactive protocol. 
All nodes relay on its neighbouring nodes to send data. The 
data are only sent after mutual agreement between the two 
nodes. Reactive protocol, or demand routing protocol is based 
on query reply. The route is only established when a data 
needs to be sent. Hybrid protocol is a protocol based on 
distance vectors that contains the features and benefits of the 
link state protocol.   

The operation of the routing protocol can be categorized 
based on multipath, query, negotiation, and Qos. Multipath-
based protocol utilizes various routes rather than a single route 
to improve network performance. By keeping various routes 
between source and destination, fault tolerance can be 
improved, but it increases the energy usage and data traffic. 
The recipient nodes propagate a request for information from a 
node through the network in the query-based protocol. When a 
request is received, the node sends the data. Negotiation-based 
protocol utilizes negotiation to eliminate the transfer of 
redundant data. The decision on data transmission and 
reception is made based on the availability of the 
resource. Qos-based protocol balances energy consumption 
and information quality by providing data with relevant QoS 
metrics such as delay, power or bandwidth. 

III. CHALLENGES FACED DURING A ROUTING 

PROTOCOL DESIGN 

The wireless sensor nodes face many challenges as they 
are deployed remotely in the field. So when designing a sensor 
node these challenges needs to be considered as this can cause 
failure of the node [13]. The challenges faced by the wireless 
sensor nodes are discussed in this section. Table I discusses 
the challenges resolved by some of the routing protocol. 

A. Limited power 

The nodes are placed remotely in the field and they are 
subjected to failure due to depletion of the battery and due to 
the environmental changes. Minimizing the nodes' power 
usage as they are deployed remotely is the biggest constraint 
for wireless sensor nodes. For a prolonged period of time, 
these nodes need to operate remotely in a field and the battery 
cannot be replaced or recharged once deployed. Once the 
node's energy level reaches its minimum, the node becomes 
faulty and this effectively impacts system efficiency. A WSN 
routing protocol should minimize power usage and maximize 
the lifetime of the network.  

B. Limited memory and storage 

The sensor nodes have limited processing and memory 
capabilities.  The sensor node has an internal memory of 2 KB 
to 256 KB and internal storage of 48KB to 2GB. An efficient 
algorithm needs to be designed in order maintain a trade-off 
between storage, bandwidth and computational complexity. 

C. Deterministic or random deployment 

Based on the application requirement, the sensor nodes can 
be implemented deterministically or randomly in WSN. 
Large-scale applications such as forest fire detection, etc. 
random deployment is used and sensor node determinist 
deployment is done for applications such as water leak 
detection, etc. deterministic deployment of sensor nodes is 

Protocol Limited power Limited memory and storage Deployment Scalability 

EETF Transmit only useful information Once data has been transmitted, it is discarded Deterministic  No 

SOUL Using energy  computer software 

components 

The sensed data is stored for 4 hours and then 

discarded. 

Deterministic  No 

PTSR Using heterogeneous nodes and region based 

deployment 

Only stores information about the elected cluster head Deterministic  Yes 

IMR Hierarchical routing based on tiers Only store information regarding its level Deterministic  No 

EEZRP Nodes energy level is considered Store route data in the routing table and discards after 

completion of the round 

Random  Yes 

IEE AODV Each nodes energy level is considered while 

selecting the path 

Store route data in the routing table and discards after 

completion of the round 

Random  Yes 

EEHC Using heterogeneous nodes and efficiently 

selecting the cluster head 

Only stores information about the elected cluster head Random  Yes 
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done. The sensor nodes deployed in large area have no prior 
knowledge regarding their position and this makes the 
network more complicated as location-based protocol needs to 
be introduced. 

D. Scalability 

Sensor nodes in WSN can be deployed in large area 
randomly, and the designed routing protocols should be 
capable of scaling within the network. The communication 
connections between sensor nodes and sensor nodes and sink 
established for data transmission may not be direct. The 
routing protocol should, therefore, be able to identify the most 
effective communication path between the nodes.   

IV. CLASSIFICATION OF ROUTING PROTOCOLS IN 

WSN 

WSN routing protocols are categorized based on their 
network structure. It is classified as data-centred, hierarchical, 
and location-based [12].  

A. Data-Centred protocols  

Data-Centred also knows as the flat algorithms are based 
on query mechanisms. Here, the sink node sends a request for 
obtaining the data, this mechanism prevents continuous data 
transmissions and also saves the energy consumed. Directed 
Diffusion and SPIN (Sensor Protocols for Information via 
Negotiation), are some of the flat algorithm paradigms. 

B. Hierarchical protocols 

Hierarchical protocols use a cluster-based system in which 
nodes are split into tiny clusters and the role or function of 
nodes in a cluster varies. The energy of the nodes can be 
conserved by aggregating data with cluster heads (CHs). 
TEEN (Threshold-Sensitive Energy-Efficient Sensor Network 
Protocol) and LEACH (Low-Energy Adaptive Clustering 
Hierarchy) are some of the hierarchical algorithm paradigms. 

C. Localization - Based protocols  

Localization-based or geographic protocols are used when 
the position of the nodes is unknown. The position 
information is used to route the data to the required areas of 
interest. In this case, data flooding is restricted to save the 
network's energy. GAF, GEAR are some of the geographic 
algorithm paradigms. 

V. ENERGY EFFICIENT ROUTING PROTOCOLS IN 

WSN FOR PRECISION AGRICULTURE 

A routing protocol is used for transferring data between 
two sensor nodes or sensor node and sink. Routing protocols 
designed for WSN are desired to meet few parameters such as 
efficiency in energy consumption, scalability in a field, 
robustness and convergence. Reliable communication and 
choosing an energy-efficient routing, route and reducing the 
consumption of energy of the network as a whole is the main 
criteria that the designed routing protocol must satisfy. The 
major factor affecting the energy consumption is a continuous 
retransmission of data. The transmission of the data consumes  

 
Fig. 2. Sensor topology of EETF [1] 

Some of the energy efficient routing protocols which can be 
applied to precision agriculture are discussed in later section. 

A. An Energy-Efficient Transmission Framework 

Energy-Efficient Transmission Framework (EETF) is a 
data-driven algorithm based on greedy method which 
minimizes the energy consumption with lower complexity [1]. 
The algorithm focuses on energy efficient data transmission, 
which minimizes the energy consumption and guarantees data 
transmission rate. The algorithm is intended to discover the 
ideal route for transmission of the collected data with less 
transmission energy between the sensor nodes and the sink. 
The sensor node captures the data from the field and when 
useful data are available on sensor node, the sensor node finds 
the neighbouring node and transmits the data (Fig. 2). 

The energy efficient transmission framework is divided 
into five modes: listen, collection of data, transmission of data, 
sleep and idle mode. The nodes are located sparsely in the 
field so that they can rely on the nearby node for the 
transmission of data to the sink. The sensors sense the data 
and stores in the buffer during the collecting data mode. After 
collecting the useful data, the sensor transmits the data in 
transmitting mode. It is said that the energy-efficient 
transmission algorithm effectively minimizes the energy 
consumption of the sensor nodes and also ensures secure 
transmission. The algorithm is compared with SPIN and 
ESPIN protocols. 

B. SOUL  

Sensor nodes’ system for data acquisition of Long range 
(SOUL) is a theoretical framework  in which designed sensor 
node hardware and software focuses on managing energy 
consumption and message grouping to enhance the lifetime of 
sensor nodes. SOUL is designed with five hardware 
components: microcontroller, Real Time Clock (RTC), power 
unit, acquisition unit and communication unit. The hardware 
has an energy control unit which switches ON/OFF the 
transducers. 

The Sensor node software deals with minimizing the 
energy consumption while sensing, processing, transmission 
and reception of data. The algorithm monitors the sensor's 
energy level and a data system is used for packet transmission. 
The energy management model deals with computer software 
components (CSC). Energy monitoring CSC, which is used to 
estimate the nodes energy level after each round (a round has 
data acquisition, processing, transmission, and sleep mode). 
Sensor node management CSC deals with acquiring the data, 
grouping and transmission of data and also deals with 
confirming the transmission of data using acknowledgement 
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packet. Quality monitoring CSC ensures that the nodes are in 
line-of-sight with the coordinator. Transmission window is 
created in order to avoid collision during packet transmission. 

C. Periodic Threshold Sensitive Routing Protocol  

In PTSR [4] authors considered a square field which is 
further divided into nine sectors as shown in Fig. 3. Type-1, 
type-2 and type-3 heterogeneous sensor nodes are considered 
for the acquisition and transmission of environmental 
parameters. These sensors vary in their initial energy level. 
The energy level of Type 3 sensor is more than type 2, and 
type 2’s energy level is more than type1. Type 1 sensor nodes 
are placed in the innermost region followed by type 3 then 
type2. Type 3 is placed in the middle region to eliminating 
coverage hole in the field. The base station selects the cluster 
heads for the middle and outermost area. The Type 1 sensor 
node transmits the information straight to the base station, 
while the Type 2 and Type 3 node relays on their cluster heads 
to transmit the information. Type 2 cluster head transmits the 
information to a cluster head of type 3 that reaches the base 
station further. The sensor node transmits data only when the 
set threshold is reached.  

D. IMR  

Integrated MAC and Routing protocol (IMR) [3] has a 
hierarchical architecture in which the network is divided into 
three tiers. The node who has the data broadcasts RTR packet, 
and the node whose level is less than senders tier responds 
with CTR packet. After receiving data, the node sends back 
ACK packet, and now receiver becomes the sender and the 
process continues. IMR is compared with protocols such as 
DSR, AODV and AOMDV and it is found that IMR is proven 
to perform better compared to DSR, AODV and AOMDV in 
terms of average network lifetime. The results are simulated 
using NS2. 

 

Fig. 3. PTSR network architecture [4] 

 

 

 

Fig. 4. IMR architecture [3] 

E. EEZRP 

In the Energy Efficient Zone-based Routing Protocol 
(EEZRP) [5] the nodes are localized using RELMA 
localization approach. The nodes are allocated areas 
depending on their number of base station hops. Based on the 
sensing range, the region is split into squares and is presumed 
to be twice the square's side length. Each cell is assumed to be 
either covered by one node or by the active node in the 
neighbouring square. This eliminates the sensing hole issue. 
The parameters used for selecting the active nodes are residual 
energy, distance, buffer size and sleep rounds. For determining 
the path distance and available energy of the nodes are 
considered. Subscribe or publish paradigm is used to achieve 
fault tolerance. The EEZRP protocol works better in terms of 
network life than the current LEACH and DSC protocols.  

F. IEE AODV 

IEE AODV [6] is an energy efficient AODV in which the 
energy efficiency is considered along with choosing the 
optimal path. Reactive protocols such as AODV, nodes select 
the best path to transfer the data. In traditional AODV energy 
was not considered as a major factor. IEE AODV integrate 
drain count into the traditional AODV, i.e. measuring the 
energy level of each node in the path and incrementing the 
drain count value by 1 if the energy has reached its threshold. 
The path which has the least value of drain count and with 
shortest distance is selected. If the drain count for more than 
one path is same, then min hop count is considered. If more 
than one path has same min hop count, then, the path where 
node’s transmission power is least is considered. IEE AODV 
obtains a better network lifetime as compared to the traditional 
AODV. Link failure is managed by choosing an alternate path, 
the path related information’s are stored in the destination 
during the route discovery period. 

G. EEHC 

The Energy Efficient heterogeneous clustered protocol [7] 
deals with heterogeneous nodes, which vary in their initial 
energy level. The benefits of using heterogeneous nodes over 
homogeneous nodes are that they help extend the network's 
lifetime, enhance the effectiveness of data transmission and 
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TABLE II.  ENERGY EFFICIENCY ACHIEVED BY THE     
ROUTING   PROTOCOL 

Protocol Energy efficiency achieved by the routing protocol 

EETF 81.53% more efficient than SPIN and 36.84% more 

efficient than ESPIN 

SOUL 56.9% more efficient in best case and 40% more efficient 

in worst case compared to normal sensor node.  

PTSR 62% more efficient than EEHC protocol. 

IMR 15% more energy efficient than AODV. 

EEZRP 2.5% more efficient than LEACH protocol 

IEE AODV 6.5% more efficient than AODV 

EEHC 10% more efficient than LEACH with same power 

module. 

decrease data transmission latency. The EEHC utilizes three 

kinds of heterogeneous nodes that differ in their initial level of 

energy. Nodes with β and α times energy compared to normal 

nodes are categorized as super-nodes and advanced nodes 

respectively, and few are normal nodes. These nodes are 

deployed uniformly over the field. EEHC protocol is an 

enhanced LEACH protocol. The selection of cluster head in 

EEHC protocols is defined so that each set of nodes has 

different probabilities and the node with maximum power 

level is selected as the head of the cluster. EEHC protocol 

performs better compared to the existing LEACH protocol 

with homogeneous node and LEACH with heterogeneous 

nodes.  As the energy consumption of this protocol is less it 

can be used in the agricultural domain. 

VI. CONCLUSION AND FUTURE RESEARCH 

The sensor nodes sense the environmental condition in 
wireless sensor networks and transmit the information to the 
head of the cluster or the sink. Continuous data transmission 
consumes more energy than processing and sensing. The 
major issues and challenges faced by the routing protocols are 
energy efficiency, reliability, scalability, etc. these issues still 
exist and needed to be solved in the sensor networks. In this 
paper we have discussed some of the routing protocol which 
can be applied to IoT based precision agriculture. The protocol 
should minimize the use of energy and maximize the lifetime 
of the network. The energy efficiency achieved in each 
protocol is shown in Table II. None of the protocols discussed 
are best suited for IoT-based precision agriculture. PTSR 
protocol relatively performs better than others as it satisfies 
full coverage of the agricultural land and also continuously 
updates the user regarding the same. A Routing protocol needs 
to be designed which satisfies all the requirements in IoT 
based precision agricultural domain. 
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Abstract—The beamforming based underwater wireless optical
communication (UWOC) systems with phase shift keying (PSK)
modulation is elucidated in this work. UWOC is a powerful
technology which is used for large speed underwater communi-
cations. Turbulence is the main mortifying factor of underwater,
when light waves are propagating through underwater. For
mitigating the turbulence spatial diversity technique is used.
The belongings of absorption and scattering are measured here.
For calculate the system BER, the sum of log-normal random
variables are used. Transmit beamforming is a method to min-
imize the channel interference. By using transmit beamforming
technique the spatial separation between symbols are increased.
Study the enactment of UWOC PSK with beamforming and
without beamforming. Also compared the enactment of each
configuration with existing one. Here, we can analyse that the
numerical result of UWOC PSK with beamforming shows a
better result than the conventional method, i.e, the BER of
UWOC PSK with beamforming is less than that of UWOC OOK.

Index Terms—MIMO, Underwater wireless optical communi-
cation, Log-normal fading channel,Optimal combining, Transmit
beamforming.

I. INTRODUCTION

The data transmissions through water environment without
guides are known as Underwater wireless communication
(UWC) in [1]. The operation is based on wireless carriers, the
carriers may be acoustic waves,radio-frequency (RF) waves,
or optical waves. Underwater wireless optical communication
(UWOC) has smart and upcoming alternative. In current years
light can be used for wireless communication. The visible
light is subjected to attenuation in seawater and also the
information of aquatic optics is limited, because of these
reasons the initial progress of UWOC is not much better
than the earlier terrestrial free-space optical communications.
The initial applications of UWOC are limited one and they
are generally used for military purpose. Comparing to the
previous works the optical transmission shows that it has larger
bandwidth, high security, and the time latency is very less.
The UWOC is a promising technology and it have been used
in several applications, due to its properties like reliability,
scalability and flexibility. Because of this advantage UWOC
used as a prevailing technology as in imaging, high-throughput
sensor networks, etc. Because of the degrading factors of
channel i.e., absorption, scattering, and turbulence the UWOC

channel, is currently used for short-range communications [2].
If we can overcome these three impairments, we may use
the UWOC in more applications. In previous years there has
been number of experiments are done for characterizing the
impairing effects for different water types.

In this paper, UWOC PSK with beamforming is elucidated.
For combining the optimal combiner (OC) technique is used.
To obtain the absorption, scattering and their belongings
into account, the Double Gamma function model is used.
Which is based on channel impulse response are taken in
to account. Fading coefficients are modeled by log-normal
random variable. Then multiply the fading coefficient with
the above impulse response. By using beamforming the spatial
separation between the symbols are increased.

II. UWOC CHANNEL

UWOC is one promising technologies. Along with its
advantages it has lots of limitations since its medium having
main three impairing effect. They are absorption,scattering and
turbulence.

A. Absorption and Scattering

The optical beam’s propagation through the underwater
makes collaborations of photons and seawater particles. The
photons are loss their energy if it is passing through the water,
because there are enormous particles are there at the medium.
which is termed as absorption and which is an lasting process.
In scattering the photon’s are transmitted to different [3]. It
produces loss to the system, only few lights are reached at the
receiver. The distortion due to these two are modeled by using
u(λ) and v(λ) where u(λ) is the absorption coefficient and
v(λ) is the scattering coefficient, and λ denotes the wavelength
of that propagating light. Moreover, w(λ) is total effects and
can be measured as w(λ) = u(λ) + v(λ). The value of
these coefficients can be alter with λ and types of water. [4]
shows that at the wavelength interval 400nm < λ < 530nm
the presence of absorption and scattering is less. So to
understand the data communication UWOC systems mainly
used the blue/green region in the spectrum. The channel
impulse response has been simulated, by using the above two
degrading effects [5]. h0,ij(t) is the impulse response between
transmitter and receiver. Here it is fading free and the data is
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transmitted between ith transmitter at the transmitter side and
jth receiver. The link distance and angle of divergence are
important parameter. When increases the channel introduces
more loss. This behaviour is unobserved in clear water, the
water turbidity and multiple scattering can also affect the
system performance,they are ostensible. As increasing this two
the performance become decreases. The above difficulties can
be avoided by increasing the angle of pick up and the receiving
cross section.

B. Turbulence

Absorption and scattering effects and how they are charac-
terized are explained in the above section. [6] here the effect
of turbulence is taken into account, multiply the fading-free
impulse response with multiplicative fading coefficient i.e.,
multiply h0,ij(t) with α2

ij with log-normal distribution. [7]
which include the weak oceanic turbulence cases. Turbulence
is another fading reason which can be introduced by log
normal distribution of UWOC. Due to the intelligibility of
background noise of underwater UWOC system typically
employ large receiving aperture, thus reduces the turbulence
effects [8]. Although the links is modeled by a RV, and due to
the highly-scattering nature of UWOC channels and for sim-
plicity, the perfect arrangement are there in this system. [9], for
modeling the turbulence-prompted dwindling let α = exp(X)
which is the fading amplitude of the channel with log-normal
probability density function (PDF)

fα(α) =
1

α
√

2πσ2
X

exp

(
− (ln (α) − µX)

2

2σ2
X

)
. (1)

Where the fading log-amplitude X which is having a Gaussian
distribution with mean(µX ) and variance (σ2

X ) this can nor-
malize by fading amplitude in such a way that E[α2]=1 which
implies µX=σ2

X .

III. IMPULSE RESPONSE MODELING
The modeling of impulse response are important aspects.

The impulse response modeling is based on Monte Carlo (MC)
[10]. The below described the Double gamma function model
how they related to MC.

A. Double Gamma Function model of impulse response

The viable form of the UWOC link’s impulse response is
presented here. The optical thickness can be written as τ = zr
where z is the extinction coefficient and r is the link range.
In Beer’s law the path loss versus τ is considered. [3], the
absorbance of light depend upon many parameters, and the
multiple scattering of light induces path loss. In this work,
there main aim is the modeling of UWOC channel. In [11]
includes the initial usage. Which is based on clouds. The
seawater and clouds have different channel properties, it is
inspired by the dispersing nature . For modeling the UWOC
links this modeling can be apply with relatively large value
of τ where multiple scattering light may dictated [12]. The
expression of the double Gamma functions is,

h(t) = A1∆te−A2∆t +A3∆te−A4∆t, (t ≥ t0) (2)

where A1, A2, A3 and A4 and 4t = t − t0. The four
parameters are to be solved, t is called as the time scale and
t0 = L/v is called as the propagation time. The parameter set
(A1, A2, A3, A4) in (2) can be calculated from the simulation
results of Monte Carlo (MC) method using nonlinear least
square criterion as,

(A1, A2, A3, A4) = arg min

(∫
[h(t)− hmc(t)]2dt

)
(3)

In (3) the h(t) and hmc(t) are the simulation results of impulse
response. The h(t) is the double Gamma functions model
and hmc(t) is the MC model. To return the argument of
the minimum the argmin(·) is used. By using curve fitting
approach the (3) can be solved.This can be done by software
such as MAT LAB. The multiple scattering effect is studied
by using SPF. The energy distribution is also described by this
scattering phase function (SPF). The SPF can be in the form
β(θ, λ)

1 = 2π

∫ π

0

β(θ, λ) sin θdθ (4)

The scattering phase function is similar to that of Rayleigh
scattering. The system mainly focused blue/green region of
visible light.

IV. UWOC PSK SYSTEM MODEL

An UWOC PSK with beamforming system is considered
here. In the earlier case UWOC with OOK modulation is taken
in account. Both equal gain combining and optimal combining
are taken in [2]. The possibilities of underwater wireless
communication is carried out their along with its limitations.
Here beamforming properties and PSK modulation are taken
along with UWOC, thus it outperform the conventional system
performance. Here the beamforming based UWOC with PSK
modulation is taken instead of UWOC OOK. The input signal
is transmitted through the channel and combined using optimal
combining at the receiver side. As it mentioned in Fig. 1,
signal are propagated from transmitter to receiver through the
channel,channel containing the impairing effects. h0,ij(t) is for
absorption and scattering of ith transmitter to jth receiver and
the turbulence is modeled as a multiplicative fading coefficient
α2
ij , which is a log-normal distribution. The distribution is

based on weak oceanic turbulence. The aggregated impulse
response both at the transmitter and receiver is hi,j(t) =
α2
ijh0,ij(t). The transmitted signal s(t)

Fig. 1. UWOC with PSK and Transmit Beamforming
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S (t) =

∞∑
k=−∞

bkP (t− kTb), (5)

In this the bkε(−1, 1), and Γ(t) = h0(t) ∗ P (t), the * is the
operator named as convolution. In the earlier case the bkε(0, 1)
. y(t) is the received optical signal. This can be expressed as,

y (t) = S (t) ∗ α2h0(t) =

∞∑
k=−∞

bkα
2Γ (t− kTb) , (6)

Equal power are allocated to all the transmitters. The trans-
mitters and receivers are located in an random manner. The
general impulse response expression is hi,j(t) = α2

ijh0,ij(t).
The Fig.1 shows the simple UWOC PSK with beamforming
block diagram where the data to be transmitted is passing
to PSK modulation. The modulated data x is multiplied with
beamformer matrix to avoid interference. In the earlier case
containing an OOK modulation after it passes through the
channel. Here by using the beamformer matrix interference
can be minimized. The output of transmit beamformer ps
is transmitted through the channel. They subjected to the
underwater impairing effects and noise. The output of the
channel is y = Hps + n. The optimal combining technique
is used in the receiver side. Then the out is Y/H . By
using PSK demodulation the data is demodulated. UWOC
channel with all the three impairing effects are shown in
Fig.2. Where h0,ij(t) is the combined effect of absorption and
scattering. Then multiply this with turbulence. Convolution in
time domain is similar to multiplication in frequency domain,
FFT (Fast Fourier Transform) is used for that purpose. In the
proposed work there we consider different configurations like
SISO, SIMO, MISO and MIMO.

Fig. 2. UWOC Channel

V. SIMULATION RESULTS

The simulation results for the BER enactment of UWOC
PSK with Beamforming system in various scenarios are pre-
sented here. For channel fading statics consider log-normal
distribution, equal power are distributed between the transmit-
ters and the fading statistics are similar for all links. Aperture
area at the receiver side are similar for all the receivers.
The impulse response is based on MC method. The result
is compared with an threshold to measure the received signal
for to ensuring the transmitted data. Before reaching signal
on the receiver side the input are added by the noise. At last,
the received data is compared with the transmitted data for
determining the BER value. This is based on a particular

transmitted power. The different MIMO configurations are
carried out here. Their performance comparison also consid-
ered, of them MISO gives a better performance than that of
others.The performance of UWOC OOK is compared with
UWOC PSK with beamforming and without beamforming.
Firstly taken SISO transmission which is considered in a
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Fig. 3. SISO Configuration

coastal water link with 25m distance ie, UWOC PSK with
beamforming and without beamforming is compared in Fig.3.
Also compared this results with UWOC OOK modulation. The
UWOC PSK with beamforming outperforms than other two.
The beamforming technology is introduced to minimize the
interference, thus to improve the enactment of the system.
In the graph x-axis indicates the ATPB (Average Transmitted
Power per Bit) and y-axis indicates the average BER (Bit Error
Rate).

5 10 15 20
10

−3

10
−2

10
−1

10
0

ATPB [dBm]

A
v
e
ra

g
e
 B

E
R

 

 

MISO OOK

MISO PSK

MISO PSK BEAMFORMING

Fig. 4. MISO Configuration

Fig. 4 depicts the BER of coastal water with 25m dis-
tance.The performance of MISO with OOK is much better
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than that of other configuration. The proposed work shows
that the PSK UWOC with beamforming gives better result than
that of PSK UWOC and OOK UWOC. The spatial separation
between the symbols are increased by beamforming. The
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Fig. 5. SIMO Configuration
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Fig. 6. MIMO Configuration

Fig. 5 and Fig. 6 shows different configuration’s performances
i.e, SIMO and MIMO. In all these cases UWOC PSK with
beamforming shows less BER than that of other two cases.
For transmit beamforming the channel phase is estimated
and angle is estimated. This angle effect is eliminated by
beamforming technique. The above all cases the comparison of
conventional method and proposed work are considered, that
shows the importance of proposed work. The Fig. 7 shows the
comparison of UWOC OOK and Beamforming based UWOC
PSK in its absorption and scattering effects. The UWOC with
PSK and Beamforming gives a better BER performance than
that of conventional UWOC OOK.The Fig. 8 shows the turbu-
lence comparison of proposed and conventional method. Their
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Fig. 8. Turbulence Effect

also proposed work shows less BER than that of conventional
one.

VI. CONCLUSION

The beamforming based UWOC PSK are studied in this
work. Channel modeling takes all the impairments into ac-
count. The impulse response are obtained by using MC
simulations. The numerical results indicates that the perfor-
mance beamforming with PSK gives better result than that of
conventional method. By beamforming the channel separation
between the symbols are increased. Transmit beamforming is
used here to improve the performance. The turbulence have
important roll in UWOC systems, the performance of UWOC
increases with decreasing the turbulence value. The individual
turbulence effects and absorption and scattering effects are also
shown there, in order to specify the importance of proposed
work. The proposed work shows that beamforming based
UWOC PSK outperform that of UWOC OOK.
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Abstract— Shortage of workforce is one of the most critical 

issues facing agriculture today. Automation of farm machinery 

can mitigate this to an extent, however, in a middle-income 

country like India, the cost of automation has to be minimized in 

order to encourage wider adoption. An attempt has been made in 

this study to design a machine learning based system to to 

improve the distance measurement accuracy of a low-cost GPS 

receiver deployed for vehicle localization and tracking in an 

autonomous harvester designed for harvesting onion. Nine 

different machine learning based models are evaluated for their 

effectiveness in improving the distance measurement accuracies 

for step sizes ranging from 2-10 meters. Results indicate that 

machine learning based system proposed is capable of improving 

the measurement accuracy of GPS system under test.  

Keywords— Global Positioning System (GPS), Accuracy, 

Machine Learning. 

I. INTRODUCTION 

Agriculture has traditionally been one of the major sources 
of employment and a major contributor to the GDP of most of 
the developing countries over the past half century. However, 
this share has been declining over the years as more and more 
people give up agriculture for other occupations. Considering 
India as example, the percentage of males employed in 
agriculture has decreased from 57.72 in 1991 to 37.2% in 
2018[1] . Similarly, female employment in agriculture as a part 
of the total workforce has dropped from 76% in 1991 to 
55.38% in 2018[1]. The only solution under such 
circumstances is to introduce automation in agriculture. This 
has been attempted widely in developed countries[2], however, 
in developing countries like India, the cost of employing such 
machinery is prohibitively expensive. Development of low-cost 
alternatives for automation of agricultural machinery is 
essential under such circumstances. An attempt in this regard 
has been made in [3]. A prototype autonomous onion harvester 
has been developed [3] with autonomous navigation within the 
field to be harvester, as one of its major features. Global 
Positioning System (GPS) has been employed to identify the 
location of the harvester and for the measurement of distance 
the vehicle has covered. However, high precision GPS module 
were observed to be too costly and hence, an alternative 
approach of choosing a low-cost, lower accuracy GPS and then 
augmenting its distance measurement accuracy using machine 
learning was taken. The autonomous onion harvester prototype 

and the GPS module under test (uBlox Neo 6M) are presented 
in Fig. 1.  

Section 2 presents the literature in the area, the methodology is 

presented in section 3, results are presented in section 4 and the 

conclusion in section 5. 

II. LITERATURE SURVEY 

There have been several studies on augmenting the 

accuracy of GPS systems. In[4], a navigation system has been 

designed using GPS for an autonomous car in which GPS 

provides the data for the current location of the car and the 

target location details are taken from a map. A compass is used 

for getting the heading of the car, which helps in getting the 

required correction in heading for its navigation. In[5], design 

of a school bus tracking system, in which GPS position data is 

used for its tracking and Kalman filter has been used for 

efficiently predicting the arrival time of bus by taking its speed, 

distance to travel(from GPS coordinates) as input for the 

system is presented. In[6], the precision of two different 

GPS(SPI-Pro, GPS-5 Hz and MinimaxX, GPS-10 Hz module 

for distance calculation in high-speed mode has been 

compared. It is observed that GPS-10 Hz has better accuracy to 

calculate the distance in high-speed mode. In[7], accuracy of 

distance measurement for three different GPS modules has 

been computed. Overall error in the distance accuracy varies 

from 3.3 to 18.53% depending upon the device selection. A 

tracking system has been designed in[8], using dead reckoning 

and a GPS module for tracking animals which also calculates 

distance travelled and improve the life of tracking collar which 

are used to collect data. [9]presents the design of a system to 

improve the accuracy of vehicle attitude estimation for low-

cost INS/GPS integration by using the GPS measured course 

angle. In[10],  a system design for positioning of tractors by 

improving the precision of low-cost GPS is presented. A model 

for localization of the vehicle in an urban city by using SVM to 

overcome the limitations of extended Kalman filter is 

presented in[11].  

It is observed from the surveyed literature that machine 

learning can be an effective means to address the error in 

measurement produced by GPS systems. In the subsequent 
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section, the methodology employed to realize such a system is 

presented.  

 

       

Fig. 1 Autonomous onion harvester prototype  (GPS module under test inset) 

 

III. METHODOLOGY  

A. Data Collection and analysis 

The first step in the process is to collect the data. In the 

present study, the GPS receiver employed is uBlox NEO-

6M[12]. This receiver has 50 channels. It has time to first fix 

during cold start of 27 seconds and during hot start is 1 

second. It has a maximum navigation update rate of 5Hz and 

its horizontal position accuracy is 2.5 meter. For data 

collection, the GPS setup was installed at a fixed location. 

uBlox GPS was interfaced with an Arduino Mega 

microcontroller board and the received latitude and longitude 

data was logged. 

 To collect data from the GPS receiver, the data collection 

setup was moved in the pattern shown in Fig 2. In the figure, 

each arrowhead represents one completed movement step. 

Hence, it can be seen that there are total of fourteen steps (or 

locations) in the movement path. Approximately 100 latitude-

longitude values were collected for the GPS receiver at each 

location before the movement to next location was made. In 

Fig 2, data collection started from the rightmost point at the 

eastern side and ended at the leftmost point at the western 

side. Data has been collected following the same pattern for 

movement step sizes of 2-10 meters, i.e. total of nine sets of 

readings, each comprising of fourteen locations, were taken. 

 

 

 

Fig. 2 Movement pattern for Data collection 

 

The latitude-longitude value detected by the GPS at a fixed 

location is found to be continuously fluctuating. An example 

is presented in Fig. 3, where the location readings produced by 

the GPS module when stationary after the 4
th

 step with step 

size of 2 meters, is shown. A total of 100 location readings 

were logged, and it is observed that the position readings were 

non-stationary in nature. 

 

Fig. 3 Scatter plot of position detection readings from GPS for a fixed location 
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Consider the i-th reading logged by the GPS module to be 

denoted by: 

 

 where  and are the latitude and 

longitude respectively for the j-th location reading at the i-th 

location. To analyze the variation in the collected data, mean, 

median, mode, standard deviation, maximum value and 

minimum value was calculated for all the sets of data. Then 

the distance between all the consecutive fixed locations was 

calculated by considering the mean, median, mode, mean + 

standard deviation, mean - standard deviation, minimum 

value, maximum value and the average of maximum & 

minimum value using the Haversine formula in (1). 

 

))
2

λλ
(Sin)Cos(Φ)Cos(Φ)

2

ΦΦ
(Sin(rSin2d 122

21
1221 



  (1) 

d = distance between two points 

r = radius of earth 

1 , 2Φ =latitude of the two points 

1 , 2λ =longitude of the two points 

 

Then the error in the calculated distance has been calculated 

by comparing it with the actual distance taken between 

consecutive fixed locations. The results are graphically 

represented in Fig. 4. 

 

 

 

(a) 

 

 

(b) 

 
 

(c) 

 
Fig. 4. Actual vs calculated distance using mean, median and mode of the 

location coordinates for step sizes of (a) eight meters, (b) nine meters and (c) 

ten meters 
 

  The algorithm to find the distance between fixed 

locations and error in the calculated distance is given below:  

 

Input: Location //(Lat,Lon) array for 

all locations  

Begin 

1. min_step ← 2  // minimum step size is 

2 meters 

2. max_step ← 10  // maximum step size 

is 10 meters 

3. step_count ← 14 // total 14 steps for 

each step size 

4. FOR j = min_step : max_step 

    FOR k = 1 : step_count     

      

summ_stats{j,k,1}←mean(Location{j,k})    

      

summ_stats{j,k,2}←median(Location{j,k}) 

      

summ_stats{j,k,3}←mode(Location{j,k}) 

      

summ_stats{j,k,4}←std.deviation(Location

{j,k}) 

      

summ_stats{j,k,5}←summ_stats{j,k,4}+ 

summ_stats{j,k,1} 

summ_stats{j,k,6}← summ_stats{j,k,4}- 

summ_stats{j,k,1} 

      summ_stats{j,k,7}←max(Location 

{j,k}) 
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      summ_stats{j,k,8}←min(Location 

{j,k})]  

    IF k > 1 

   Distance{j,k-1}← 

Fn_distance(summ_stats{j,k},summ_stats{j

,k-1}) 

 // Fn_distance gives distance 

between all the consecutive locations 

using Haversine formula. 

 Error{j,k-1} ← j-Distance{j,k-

1} //Subtracts all the distances from 

the step size. 

 END IF 

     END FOR 

END FOR 

END Algorithm 

 

 Function to calculate distance between two GPS 

coordinates: 

Input: latlon1 = Latitude and longitude 

of 1st location, latlon2 = Latitude and 

longitude of 2nd location. 

Begin 

1. radius ← 6371; 

2. lat1 ← latlon1(1)*pi/180; 

3. lat2 ← latlon2(1)*pi/180; 

4. lon1 ← latlon1(2)*pi/180; 

5. lon2 ← latlon2(2)*pi/180; 

6. deltaLat ← lat2-lat1; 

7. deltaLon ← lon2-lon1; 

8. a=sin((deltaLat)/2)^2 + 

cos(lat1)*cos(lat2) *     

sin(deltaLon/2)^2; 

9. c=2*atan2(sqrt(a),sqrt(1-a)); 

10. d_km=radius*c;   

end Function 

B. Machine learning models considered 

 To minimize the error in measured distances, machine 

learning models were employed. Nine models based on three 

different machine learning techniques were evaluated for their 

effectiveness, namely, multiple linear regression, regression 

tree and Support Vector Regression (SVR).    

1) Multiple linear regression: It is a type of Linear 

Regression which works with more than one number of 

predictor variables. The objective of this algorithm is to design 

the linear relationship among the independent(all features of 

the system) variables and dependend(output of the system) 

variable. Multiple linear regression based models are the 

simplest of models used for regression analysis. The general 

expression for the output of a multiple regression model is 

presented in (2). 

 

         (2) 

 

 Here,  are the features (or explanatory 

variables) and  is the estimated output. Linear regression 

based models are relatively simple and easy to train, and 

highly suitable for modeling linear relationships. Hence, 

multiple linear regression is considered as the benchmark 

model in this study 

2) Regression tree: Regression trees behave in a fashion 

similar to the classification trees in which the algorithm 

attempts to successively partition the dataset into subsets that 

results in the minimum sum squared error(SSE)[13]. For a 

regression tree T, the SSE is defined as per (3)[13]  

 

           (3) 

Where:  is the prediction for leaf c 

 

 The attribute or feature, splitting using which results in the 

maximum reduction in S is taken as the splitting attribute. The 

splitting process continues till the termination conditions of 

 (usually the threshold  is a small number, here, its 10
-6

 

) or  (  is the minimum 

number of samples in the node) is reached. 

3) Support Vector Regression (SVR): SVR has been 

widely used for solutions to nonlinear regression problems. 

SVR is used to fix the error within a limit whereas simple 

regression technique is used to reudce the rate of error. A 

detailed treatment of SVR has been provided in[14]. Three 

kernel functions are considered in this study, linear, quadratic 

and Gaussian. The functions are presented in (4),(5) and (6). 

 

               (4) 

             (5) 

            (6) 

Here, x and y are the feature vectors and  is the standard 

deviation.    

C. Tracking System of Harvester 

An android application has been developed for remotely 

tracking of the Onion Harvester which takes location 

information from an open source cloud platform namely, 

ThingSpeak. For the tracking system uBlox NEO-6M GPS 

module, NodeMCU board which is having inbuilt Wi-fi 

module and ThingSpeak open source cloud platform has been 

used. Block Diagram of the Tracking System of Harvester is 

presented in Fig. 5.  
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Fig. 5 Block Diagram of the tracking System 

 

GPS module has been interfaced with the NodeMCU board. 

After receiving the location information(latitude and longitude 

value) GPS module transmit it to the NodeMCU board using 

serial communication and then NodeMCU uploads the GPS 

coordinates to the ThingSpeak cloud platform by using the 

mobile data connecting to the hotspot facility of the mobile. 

After getting uploaded to the cloud platform android 

application will fetch the GPS coordinates from the cloud. 

Then it will show the GPS coordinates on the android 

application as an overlay of google map to display the 

navigation of  the vehicle. 

 

IV. RESULTS AND DISCUSSION  

A ten-folds cross validation approach was taken to evaluate 

model effectiveness. The performance of the proposed system 

was evaluated on three parameters, namely the Root Mean 

Squared Error (RMSE), Mean Squared Error(MSE) and Mean 

Absolute Error (MAE).  The results are presented in Table 1. 

The parameters were selected using trial and error. 

 

TABLE 1 DISTANCE MEASUREMENT ACCURACY 

ML 

algorithm 
Parameters RMSE (m) MSE (m) MAE (m) 

Linear Regression 1.57 2.47 1.26 

Regression 

Tree 

min. leaves: 4 1.74 3.02 1.34 

min leaves: 12 1.62 2.63 1.29 

min leaves: 36 1.88 3.55 1.59 

SVR 

Linear 1.62 2.68 1.27 

Quadratic 1.66 2.77 1.23 

Gaussian 

(  
1.68 2.83 1.33 

Gaussian  

( ) 
1.42 2.03 1.10 

Gaussian 

( ) 
1.46 2.12 1.19 

 

 It is seen from Table 1 that SVR based systems are better 

capable of reducing the error in measurements. The 

performance of the best performing system (SVR with 

) is presented in Fig. 6. 

 

 In Fig. 6, the x-axis represents the step size and the y-axis 

represents the residuals. It can be seen form the figure that for 

smaller step sizes, the performance of the proposed system is  

poorer when compared to larger step sizes. However, it is also 

clearly visible from the boxplots that the mean of the 

estimations are accurate to a large extent and accuracy of 

measurements becomes better and the deviations in the 

estimation also reduce for larger step sizes. 

 

V. CONCLUSION 

A novel, machine learning based technique to improve the 

accuracy of a commercial low-cost GPS module has been  

presented in this work. Nine models based on three different 

Fig. 6 Residual boxplot for SVR ( ) 
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machine learning techniques were evaluated for their ability 

for compensating the variations in the readings produced by 

the GPS module. It can be seen from the results that the 

proposed system is well capable of reducing the distance 

measurement errors. It is also observed that SVM based 

system is ideally suited for the purpose, resulting in RMSE 

measurement error of 1.42 meters. Effectiveness of the 

proposed system can be further improved by taking more 

number of readings at each location and by employing deep 

learning based models, both of which could be considered as 

future extensions of this work 
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Abstract— In day to day life use of vehicle is 

continuously increasing among all the countries, and as a 

most important part of vehicle, usage of fuel is 

increasing and not it is becoming critical problem. So, 

for accurate measurement of fuel level becomes 

extremely important. The design and development of 

Capacitive sensor is some contribution towards the 

accurate fuel level measurement in automotive sector. 

Wide variety of existing fuel level sensors are available 

such as mechanical float type, load cell, ultrasonic trans-

receiver based and Capacitive plate sensors. Nowadays 

all the vehicle has digital display (Dashboard) units, so 

fuel bunks occurring chances are more compare to other 

because of the digit roundoff. When we refill the fuel, we 

don’t know the exact amount of fuel added is same as 

that to the amount paid by us. So here the fuel level 

measurement sensor plays vital role for customers, at the 

same time it improves performance and safety aspects 

related to the vehicle. Currently the capacitive fuel level 

measurement sensors are used in Aircrafts, where fuel 

level is considered as most critical parameter. That 

implies the capacitive level sensor construction is costly 

for small vehicle. So, the main objective of this paper to 

working towards the development of low-cost capacitive 

fuel measurement sensor for 2W/3W vehicles. 

 

Keywords— 2W/3W, ASIC, Automotive, Fuel level sensor, 

Capacitive sensor. 

 

I. INTRODUCTION 

 

First digital fuel level indicator was introduced in 

India by Varun digital indicator, there intentions were better 

understanding to the driver about amount of fuel available in 

the tank. They were providing this sensor with up to three-

digit resolution. Initially this development was done for 

commercial and passenger vehicle application, because of 

long distance travelling with heavy duty load carrying. This 

measurement system was developed with sensor and digital 

signal processing to display it on dashboard [11]. At the 

same time measured amount of fuel level is used in mileage 

and performance estimation of the vehicle.  

 

Most of Fuel bunk incident happens in India during 

fuel filling at the petrol pump, because of the accuracy of 

the fuel level measuring sensor and unawareness of the  

customer. Practically if you see when we fill the petrol, we 

don’t know how much petrol he filled in the tank 

independent of amount of fuel said by us. So, for 

authentication the fuel level sensor becomes extremely 

important. This day the fuel cost is continuously increasing, 

so OEM started working on improving efficiency and hence 

everyone comes up with different efficiency improving 

techniques. And EFI is one of them which continuously 

monitor the fuel injected by fuel pump in the engine and 

corresponding power generated by the engine [12].  

In old fuel level measuring technique such as float 

type resistive potentiometric, pressure sensor based. There 

intention of the sensor was only to display amount of fuel 

present in the tank.   

Usual methodology of measuring fuel level uses 

the different principle of operation, where its contribution in 

using, completely depends on the accuracy and the cost of 

the sensor. Because of the cost volume of utilization in 

actual vehicle makes impact [2]. 

      

II. RELATED WORK 

At the point of time, the fuel level in the tank 

varies. It results, the change in dielectric constant of the 

sensor measuring plate so which results in effective change 

in capacitance of the sensor. At the point when we got 

capacitance value, a straightforward numerical preparing 

can without much of a stretch illuminate the height of the 

fuel. If we consider coaxial link type structure [7], so the 

internal electrode radius is r and R gives the range of the 

outside terminal. In construction of the sensor, its height is 

‘L’ and fuel level is ‘h’. In the condition when there is no 

fuel in the tank, Ɛ0 speaks to the dielectric consistent in the 

vacuum 8.8542x10-12 F/m; then the capacitance C0 is 

expressed as: 
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Figure. 1. Fuel level sensor structrure 

 

In the above figure capacitive sensor structure is 

shown, where fuel level is expressed as ‘h’, to estimate the 

fuel level in terms of capacitance. It underneath the level 

influenced by the relative dielectric Steady, of the air 

(1.0058).  alludes to the dielectric steady of the fuel level 

‘m’. In the sensor output estimation procedure comprises 

main ingredient which is separated by two different medium 

such as air and fuel [1]. The capacitance estimated by both 

the medium are different, below expression. 

 

 
 

The deliberate capacitance measures by the senor is 

‘C0’, it is directly proportional to the level indicated by 

fluid, which changes in real time while continuously level 

varies. however, the general permittivity of the fuel and the 

air are unique. In view of the direct connection of 

capacitance, which is result of change in capacitance and 

fuel level ‘h’. 

which in turns to the actual level of the fuel.  

Initially when the tank contains no fuel, the 

medium between both the plates is air. So, it defines the 

capacitance between the both plates represented as C0. 

 

 
 

Keeping equation (3) in equation (2), 

 

 
 

Equation (4), shows that capacitance is comparing 

to the dielectric steady, and fluid dimension changing in the 

fuel tank will incite substance relative change between the 

both the plates. For alteration of the sensor. Notwithstanding 

the steady and, and moreover fixed characteristics. The 

capacitance will augment as a component of the liquid 

stature h. By evaluating the capacitance of the two plates, 

the fuel level in the tank can be resolved. Equation (4) 

shows  reaches a maximum at max when h equals to L. 

 

 
 

Other than the construction and operating behavior 

of the sensor, it is also mandatory to consider the other 

operating conditions. Because this sensor is being installed 

inside or on the tank. So, sensor will directly come in the 

contact with all type of fuel, even the owner is not sure 

about the adulteration of the fuel and many other things [1].  

Even the environmental conditions like Sunlight, 

rain will contribute to the change in performance of the 

sensor, which might be in turns the degradation of the 

sensor life and in the outcome accuracy of sensor will be 

changed. So, all OEM’s will do the analysis on the sensor 

before installing on actual vehicle, even as organization who 

will develop as actual sensor will also do deep analysis for 

performance to insure all the major aspects before going to 

the customers [1-4]. 

III. PROPOSED SYSTEM 

 

 

Figure. 2. Fuel level sensor block diagram 
 

 Block diagram has all the blocks, which are used 
for measurement of capacitance. Measurement system 
contains four major section, i.e.  Sensor plates, Processing 
Power supply and display section.  Sensor’s measured raw 
data is sent to the measurement module, this data has been 
converted from capacitance to level corresponding to the 
tank using capacitance to digital converter IC. Some 
additional calculations and   for calibration and level 
matching are done under the same block. Communication 
blocks providing the data to displaying. Power supply 
module is universal to all the modules and providing constant 
supply of 5V to all modules. Programming and display 
module used for data calculation and calibration using the 
programming. To display result Serial communication 
window is used [8]. 

The two sensor plates are placed o the tank, from outsied 

so it will not have direct contact with fluid,these plates 

measures the change in capacitance, and prosesed 
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capacitance by obove system is corrosponds to the level in 

the tank [6]. 

IV. RESULTS ANALYSIS 

 
 

Figure 3. Relationship between fluid level and output 

capacitance. 

 

When the measured fuel level is stable, the relationship 

between the sensor output capacitance and measured fuel 

level is linear. The input and output curves of the sensor 

were measured during the experiment and then fitted and 

linearized. 

 

 
 

Figure11 4. Relationship between fluid level and 

average output capacitance 

 

The relationship between the fluid level and output 

capacitance is shown in above figure, the experimental 

results show that the capacitances measured from reference 

electrode and measuring electrode with respect to each 

other. Level electrode measures actual level of amount of 

liquid present in the tank, capacitance proportional to the 

fluid height and reference electrode measures for fluid type 

and temperature variations. 

 

V. CONCLUSION 

 

This paper expounds efficiently the general plan of 

implanted fuel sensor and shows the practicality from the 

structure to the naturally sheltered circuit structure. The 

proposed thought which comprises of capacitive sensor fuel 

estimation framework that obtains the deliberate fluid level 

and this information is given to the vehicle parameter 

indication display to indicate actual level. The processor 

handled the information by computing height in the liters 

that data is conveyed to the controller section to give other 

functionality like SMS, connectivity such as uploading data 

on clouds. Also, during meantime controller conveys the 

information to the owner using connectivity. In this way, 

this stays away from the fuel burglary events while fuel 

filling and in parking also. At the same time system can also 

useful in leakage detection. 

 

VI. FUTURE SCOPE 

 

As the fuel monitoring system is real time application, 

and level is monitored continuously we can implement fuel 

theft detection, whenever there is large decrease in fuel level 

in tank the system is activated giving the owner the precise 

indication of fuel content. So, this can be extended to 

tracking system where the vehicles fuel data can be directed 

to a database were each vehicle can be tracked easily by the 

owner. There is a scope for developing low cost sensors and 

implementing data acquisition system for storing the data of 

fuel fillings per month or per week as it is monitored 

continuously. 
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 Abstract – IoT (Internet of Things) enables the devices to be 

smartly connected with each other to share the data and collect 

it for future analysis. With the expansion of time, the 

applications of IoT are increasing in every sector of society like 

homes, devices, vehicles, health sector, and many more. The 

wireless communication in IoT makes use of different wireless 

communication protocol, one such protocol is NFC. The card 

emulation technique in NFC is widely used in payment sector 

and research is in progress to enhance its application area.  

Smart cards in IoT are used to store the keys and user 

identification information to provide an easy way to authenticate 

users and provide them the service. In this paper, we will 

represent a communication protocol between an IoT device and 

the user smart phone using card emulation technique that can 

be used in many sectors of IoT. The protocol will eliminate the 

use of smart cards in IoT by providing users with virtual cards 

that can be stored and accessed with smart phone. The protocol 

provides an authorization facility of user, and controls the 

access of illegitimate user.  
 

 Index Terms – Internet of Things, NFC, card emulation, 

authorization, smart phone. 

 

I. INTRODUCTION 

With the increased use of internet in the past few years, 

several new ways technologies discovered that uses the 

internet and provide ease to users in their daily life. One such 

technology is Internet of Things (IoT), which is used for 

transferring the information among the devices connected and 

humans. IoT is a network of intelligent objects which have 

the capability to share the collected data with the other 

connected device, store it for future analysis and allow them 

to take any action on behalf of the owner in the environment 

[1], [2]. With the large number of devices present in IoT 

environment, it allows the companies to keep the record of 

the items produced, and secure them from theft, produce the 

items according to its consumption in the market, and can 

incorporate the changes in the items accordingly. The 

consumers can control the IoT devices with their smart phone 

through application, which provides ease to them in their 

daily life. 

For communication in IoT protocols used are- short range 

network and low power wide area network [3]. The short 

range communication network will include the Bluetooth, 

Near Field Communication (NFC), RFID, ZigBee, and Z-

Wave. The low power wide area network will include SigFox, 

which is a wireless communication technology for objects 

with low energy consumption like sensors and machine to 

machine applications. In addition, the other category is 

cellular technology that makes use of GSM, 3G/4G for 

communication and are used by applications which require 

large distance for operation. 

NFC which is a short range communication protocol has 

gained a lot of attention in the past few years, after its 

effective use in smart phones for transferring the data and 

making payments. NFC is used in IoT as it provides easy data 

sharing and network access and provides multi-level data 

security. NFC works in three modes – reader/writer mode, 

card emulation mode and peer to peer mode [4]. The IoT 

applications are mainly based on the peer to peer mode of 

NFC.   

The applications of IoT are increasing with the time to 

provide ease to users in the daily life by controlling the 

objects with smart phones. These applications are based on 

peer to peer mode of NFC. Some of the examples are 

described further. A smart library system which was based on 

IoT, make use of NFC for tracking the books [5]. A smart 

parking system which is based on the protocols used in IoT 

and make use of  NFC for peer to peer mode for information 

transfer and e-wallet for payment [6]. Other examples include 

authorization facility for public health devices [7], an IoT 

based vehicle location detection system which makes use of 

NFC tags and readers for gathering the information [8]. 

Other than NFC, IoT systems are also proposed which works 

on Raspberry pie and are used for home automation and 

surveillance system [9]. 

For the ease in user authentication, security or 

authentication tokens are used which is a physical device. To 

verify a user identity- keys, passwords and biometric data are 

stored on the pocket sized smartcards which are a type of 

authentication token [10]. To authenticate the user smart 

cards are also used in IoT with multi–server environment [11] 

and distributed cloud computing service [12]. The protocol 

allows a user to login to the authentication server using a 

smart card which verifies the user and the authentication 

server by generating the same session key. Other than this, 

IoT is also combined with the smart card- HSM, to protect the 

cryptographic keys and the enrolling certificates on an IoT 

device [13]. Smart card-HSM is a lightweight hardware 

security module, in a smart cards, USB or MicroSD form, to 

secure the ECC and RSA keys in a key store which is 

remotely managed.  The security to the keys is provided by 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1300

mailto:Gupta.brij@gmail.com


the secure element which offer tamper resistant runtime 

environment to store cryptographic keys and the codes. 

For accessing the different applications, the user needs to 

carry different smart cards with them. The cards can be used 

for different purpose like authentication of user, providing 

access to certain applications, storing the keys and code, 

identification purpose, etc. To eliminate the carrying of 

number of cards and to provide ease in usage to the customer, 

card emulation technique was proposed. Host card emulation 

technique enables a NFC enabled smart phone to emulate a 

contactless smart card [14]. It is much popular in payment 

application which allows a user to pay through their smart 

phone by emulating them as a payment card.   

In this paper we will present a protocol for authenticating 

the user to the IoT applications and devices by using the card 

emulation technique. The user instead of using the smart 

cards for accessing the IoT device and application will use the 

smart phone which will emulate as the smart card and 

provide access. This will eliminate physical carrying of cards 

and provide an ease to the user to access the applications 

using their smart phones by making use of NFC.  

Further, the paper is organized as follows. Section II 

describes the background details. Section III describes the 

related work. In addition, Section IV describes the proposed 

system and section V shows the results of simulation which is 

then followed by section VI as conclusion and then 

acknowledgment and references. 

II. BACKGROUND 

The Secure Element (SE) is a union of hardware 

component, software, medium, and the use of protocols which 

are used in a smart phone to provide secure storage [15]. SE 

enables a user to securely execute the application and store 

the keys, data, and codes related to the application in a secure 

area. SE is also used for authentication process in the 

application which needs secure system for execution. SE is 

available in three forms – removable SE, inbuilt SE and cloud 

based SE [15], [16].  

A. Removable SE 

Removable secure elements are the one that can be 

removed from the mobile device when necessary. MicroSD 

cards [17] and Universal integrated circuit cards (UICCs) 

[18] are the types of removable SE.  UICC are the new 

generation SIM cards which are present in the mobiles, 

laptops that are used for the high speed network. It is a type 

of smart card which has its microprocessor, softwares and 

storage units. It is advancement to the SIM cards.  UICC can 

support multiple applications over it and it communicates 

through Internet Protocol (IP). It is also capable of supporting 

multiple PIN codes to prevent misuse of personal data. 

MicroSD card secure element is advancement to the 

technology where the mobile device turns into the NFC 

enabled device by inserting a micro SD card. It offers low 

risk, and issuer centric storage type for a fast implementation 

and high control. 

B. Inbuilt SE 

Inbuilt SE is secure element which is built in the mobile 

system and works in the same manner as the removable SE. 

SE is used to store secret keys and provide a secure storage to 

the mobile device. It is non detachable and supports multiple 

application to execute. It needs high level of security as 

compare to removable SE and works with all smart card 

standards. The working of the chip and the NFC controller is 

based on the pre-defined protocols. 

 

 

Fig. 1 Types of secure elements 

C. Cloud based SE 

With the physical SE, it was difficult to integrate them 

with the mobile devices because of the interdependencies 

which were needed to create relationship between the two 

components. To overcome such difficulties, industries moved 

towards the cloud based or remote SE. Cloud based SE 

reduced the complexity and cost of maintaining the physical 

SE. The cloud based SE requires a proper level of security to 

the stored data. 

III. RELATED WORK 

There are some IoT based systems that were earlier 

proposed to increase the IoT application area. These systems 

are based on communication protocol NFC which is used in 

IoT. 

Brian et al. [5] proposed a smart library system which is 

based on IoT and provides book tracking by the use of NFC. 

The system provides facility to the user to get a book from its 

place through NFC tags and Local Positioning systems (LPS) 

based on Wi-Fi. The physical entry of the user to library 

needs biometric finger prints and user device authentication is 

performed to authenticate the device before accessing the 

services. LPS allows a user to track the book to a rack or to a 

user and the books are embedded with NFC tags and the 

racks are embedded with NFC reader. 

Mainetti et al [6] proposed an IoT based parking system, 

using heterogeneous sensor network including RFID and light 

sensors. The system made us of the cloud platform and IoT 

gateway along with user interface provided by DriverApp and 

TrafficApp. To exchange the information between different 

entities, RESTful communication was used. The proposed 

system is time consuming as the involved procedures takes lot 

of time. 

Secure Element 

Removable secure 

element 

Inbuilt secure 

element 

Cloud based 

secure element 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1301



Lee [7] proposed NFC peer to peer based authorization 

protocol that is used between public health devices and 

mobile including NFC P2P facility. The protocol uses NFC 

data exchange format and Record Type definition for sharing 

data over NFC standards.  It performs IoT device and user 

registration to the server. 

Sukumar [8] proposed a vehicle location system helpline 

system based on IoT. The system uses NFC tags and readers 

to achieve the objective. NFC tags are used on the bus and the 

NFC readers are installed on every bus stop to update the IoT 

about the last stoppage location of the bus. The system is only 

proposed for bus facility. 

IV. PROPOSED SYSTEM 

This section will present the proposed protocol for 

authenticating the user to the IoT applications through the 

smart phone by using card emulation technique. This section 

will cover the system entities, phases of protocol and working. 

The protocol will be proved with the help of the sequence 

diagram. The proposed model is shown in Fig. 2. 

A. System Entities 

1) User/User device: The user who is willing to use the 

IoT application and will be able to access it through the smart 

phone which is the user device.  

2) NFC terminal/reader: The NFC based terminal 

where the user will share his credentials by using the NFC 

based smart phones.  The terminal will be used to read the 

data from the user device and provide the service to the user if 

authenticate them successfully by servers. 

3) Card Service Provider (CSP): This is a cloud based 

secure element which will be needed to store the 

authentication keys and its original id that will be required 

while accessing the application. The server will be verified by 

the IoT service provider. 

4) Authentication Server (AS): The server will be used 

to authenticate the user by its id and pin. The id stored on AS 

will be the virtual id, which will be mapped to original id in 

CSP. The server will be verified by the IoT service provider. 

5) IoT service provider: The service provider who will 

provide the access to the IoT application by smart phones. 

The application running on user mobile to access the IoT 

device by card emulation will be hosted by the IoT service 

provider.     

B. System Phases 

The system is divided into six phases – Registration 

phase, enrolling phase, Card & Key generation phase, 

Encryption phase, Verification Phase and Access phase. 

1) Registration Phase: This phase will deal with the 

registration of the user to the application running in the 

mobile device to access the IoT device. The user will enter the 

required details to the registration page and a user account 

will be created through which the user can access the IoT 

devices. The user will get a user id and a password for 

accessing the account. 

2) Enrolling Phase: This phase will deal with enrolling 

the user to the required IoT application, for example- IoT 

based car parking system, library management etc. The user 

will enter his details to get a virtual smart card which can be 

used by user to access the particular application. The original 

user id will be stored at CSP and a virtual id will be stored at 

AS for verifying the user.  

 

 

Fig. 2 Proposed Model 

3) Card & Key generation phase: This phase deals with 

generating the card details for the user like the user virtual id 

and its pin which will be used to access the IoT application. It 

will also include the generation of keys which will be used for 

securing the data transmission. The keys will securely get 

stored in the cloud secure element for maintaining the privacy 

of the keys, and will not be stored on user device. 

4) Encryption Phase: After card generation when the 

user will access the IoT based application, the data 

transmitted between the user device and the terminal will be 

encrypted by a symmetric key to bind the generated data to a 

particular terminal. This will avoid the sniffing attack which 

is common in NFC. The symmetric key will be generated by 

Diffie-Hellman algorithm.  

5) Verification Phase: In this phase the data received by 

the terminal will be decrypted by the symmetric key and will 

be send to the AS for authenticating the card details send by 

the user. The AS on successful authentication will send the 

user virtual id to the CSP.  

6) Access Phase: The CSP on receiving the virtual user 

id from AS, will map it to the original user id to get the 

selected user keys. The keys and virtual id will then be shared 

with the IoT device for communication and storing the user 

data that accessed the IoT based application.  
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C. Working 

Fig. 3 represents the flowchart of the proposed system 

and describes how the system will work from initial stage to 

the final stage. To secure the user access, the application will 

take user fingerprint as the initial authentication at device 

level. The user id and pin will be used for authentication at 

application access level.  

Fig. 4 and Fig. 5 describe the working of the proposed 

system.  Fig. 4 shows the registration phase, enrolling phase 

and card & key generation phase. After the completion of 

these three phases, the user will be provided with a virtual 

card that will be securely stored on the user device. Fig. 5 

shows the working of the system after the generation of the 

card, which includes the encryption phase, verification phase 

and access phase. The completion of these phases will provide 

authenticate user to access the IoT devices.  

 

 
Fig. 3 Flowchart of the system 

The protocol provides an authorization facility of user, 

and controls the access of illegitimate user. To access the 

application, the user needs to verify its biometric credentials 

which will be stored in smart phone memory. Once the user 

access the application, using the virtual cads provided to the 

user can access the IoT application.   

D. Mathematical Representation 

To access the service, the user device and the NFC 

terminal will perform initial communication to exchange the 

symmetric key Ki generated by Diffie – Hellman algorithm. 

The IoT application will encrypt the user credentials virtual 

user id Vi and pin with Ki.  

v = gx mod p 

u = gy mod p                                     

Where p is a prime number and g is co-prime to p. x and 

y are the random numbers chosen by the user and the 

terminal. 

Ki = (g
x)y mod p and (gy)x mod p 

The key Ki will encrypt the Vi and pin using the 

symmetric key algorithm. 

Encrypt {Vi, pin} Ki 

The terminal on receiving the encrypted data will decrypt 

it with Ki and forward Vi and hashed pin h(pin) to AS, for 

authenticate the credentials. 

Decrypt {Vi, pin} Ki 

Zi = {Vi  , h (pin)} 

AS will receive Zi and check if the user is registered or 

not by using Vi. On successful authentication, AS will 

forward the Vi and Si to the CSP. 

 Si = h (Vi) 

 CSP will verify the user by Vi and on successful 

verification will map Vi to the original id and communication 

key KEYi. CSP will forward the encrypted Vi and KEYi to IoT 

device for access to the user. The Vi and KEYi will be 

encrypted by a shared key KZ to secure the id and keys from 

key stolen attack. 

Encrypt {Vi, KEYi} KZ 

 The IoT service will be maintaining a database of 

authorized user, which will be created during user 

registration. The data received will be decrypted by KZ and if 

Vi matches in the database the user will get access to the 

device by the use of Keys. 

Decrypt {Vi, KEYi} KZ 

 

 

Fig. 4 Registration, Enrolling and Card & key generation 

phase. 
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Fig. 5 Encryption, Verification and Access phase 

V. RESULTS 

The proposed system is implemented on AVISPA tool 

and is verified on the same platform. AVISPA stands for 

Automated Validation of Internet Security Protocol and 

Application [19]. It is a tool which can be used to analyse the 

large scale sensitive and internet security based applications 

and protocols. The tool can be used to find the attacks over 

protocol proposed. Fig. 6 shows the message sequence chart 

for the proposed system in AVISPA and Fig. 7 shows the 

security of the protocol under attack searcher (ATSE) in 

AVISPA tool. 

 

Fig. 6 Message sequence diagram in AVISPA 

 

 
Fig. 7 Simulation result under ATSE model 

VI. CONCLUSION 

In the last few years, IoT has increased its use and the 

application area. Every industry in the current time depends 

on data and IoT improves and enlarge this data by connecting 

many devices that are capable of decision making. In this 

paper, we proposed a system that eliminates the use of smart 

cards in IoT system for authentication, and storing keys.  To 

replace the smart cards we made use of card emulation 

technique and cloud based secure element to store the keys 

securely. The model can be used for authentication purpose, 

accessing any IoT device, and storing the communication 

keys. The model only allows the registered users to access the 

services. The paper has discussed few of the previously 

proposed systems for IoT making use of NFC for their access. 

In addition, the simulation result of protocol on AVISPA is 

also included. 
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Abstract— Cloud computing is nowadays developed as a 

scalable and cost-effective technique. It facilitates many 

features in the computing environment like resource pooling, 

multi-tenancy, virtualization etc.  In order to avoid resource 
maintenance, computing has been done on the service 

provider's infrastructure. Data security is the main concern in 

cloud computing because it is stored in data centers provided 

by service providers. DDoS attacks are rapidly growing in the 

cloud environment and have become a serious threat to cloud 
consumers. SDN is used to identify and prevent DDoS attacks 

in the cloud and it simplifies network complexity. In this paper, 

we have proposed a method that detects and mitigates DDoS 

attacks in cloud computing using the features of SDN with high 

accuracy and low computational cost. The proposed system is 
able to block the illegitimate users and allow only legitimate 

users to access the cloud services. The results are calculated by 

simulation experiments. 

 
Keywords— Cloud computing, SDN- based cloud, Software-

defined networking, DDoS attack, OpenFlow. 

I. INTRODUCTION  

Cloud computing originates new era of computing and it 

has grown rapidly, not only in industries but also in 
academia due to the important characteristics provided by it, 

like - pay as per usages, on-demand self-service, rapid 
elasticity, broad network access and resource pooling. The 

basic services offered by the cloud are - infrastructure as a 
service (IaaS), platform as a service (PaaS) and software as 

a service (SaaS), which attracts great interest of users and 

provide advantages like reducing the operational and overall 
cost [1]. 

In the area of computer networking, a new technology is 
drawing attention is software-defining networking (SDN). It 

leverages the lack of programmability in existing 
networking architecture. The conventional networking 

architecture is simplified through SDN by decoupling 

network control plane from infrastructure plane and 
facilitates new features of networking. The logically 

centralized control plane provides programmability that 
allows writing new software logics for implementing new 

control functionalities and these control logics deploy in the 
data forwarding plane. Many companies like HP, IBM, and 

CISCO, etc. provides the platform based on SDN 
technology and many companies including Google, 

Amazon, and Microsoft uses SDN platforms for their data 

centers and public clouds platforms which shows the scope 
of SDN in the IT industry.  

Therefore, implementing SDN in the cloud can simplify 
the operational complexity of cloud and can enhance its 

performance based on parameters like routing, switching, 
monitoring, virtualization, network traffic engineering, and 

most importantly load balancing.  . The integration of SDN 

and cloud leads to the development of SDN based clouds 

where the SDN controls network infrastructure and extends 
cloud services with Networking as a Service (NaaS) [2]. 

SDN provides new opportunities to ensure the security of 
cloud computing environment through networking [3] by 

detecting and preventing the threats that target cloud 
environment. Among all security requirements, availability 

of data and services is essential for implementing core 

operations i.e. providing cloud services and implementing 
on-demand self-service feature. Cloud services and data 

availability is mainly damaged due to DDoS attack by 
making them unavailable for its intended users and targets 

the service providers to degrade their services and breach 
the trust between the service provider and its customers [4]. 

The DDoS attack is performed by more than one machine or 

bots where a bot is a compromised machine developed when 
a malware code is injected in the machine and follows the 

instructions given by the attacker and the group of 
compromised machines is known as a botnet. SDN provides 

i) centralized control to the network and ii) open 
programming that provides real time implementation and 

modification of detection algorithms in network devices.  

Apart from these benefits, the SDN-based cloud may 
also introduce potential security risks like separating the 

data and control plane may introduce a new attack surface 
for the attacker. SDN itself is a target of DDoS attack and 

also an attacker can take advantage of its features to perform 
the attack. The hardware devices – forwarding switches and 

controllers are supported by data plane and control plane 
respectively and possible vulnerabilities in the hardware 

devices can lead to attack in SDN. Security threats to SDN 

include unauthorized access (at controller and application 
plane), data leakage (side channel attack at data plane and 

forwarding policy discovery), data modification, fraudulent 
rule insertion at the control plane, and controller-switch 

communication flooding (Denial of Service). Although all 
the security threats degrade the performance of SDN- based 

cloud but DDoS is a major threat which has a disastrous 

effect on the whole cloud environment. 

In this paper, we present a methodology that is able to 

detect DDoS attack in cloud environment by implementing 
detection method on the controller of control layer. After 

detecting an attack packet, the system will block the 
malicious packet and also remove the malicious entries from 

the switches flow table.  

The organization of this paper is as follows: - Section 2 
describes the basic features of cloud computing, SDN and 

DDoS attack. Section 3 presents an overview of existing 
methods to prevent DDoS attacks in the SDN based cloud 

environment. In Section 4 provides an architectural 
description of the proposed model along with 

implementation. Experimental analysis and performance 
assessment of our proposed approach is in Section 5. 
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Section 6 concludes the paper followed by acknowledgment 

and references. 

II. BACKGROUNG  

Cloud computing is defined as “a model for enabling 

convenient, on-demand network access to a shared pool of 

configurable computing resources (e.g., networks, servers, 
storage, applications and services) that can be rapidly 

provisioned and released with minimal management effort 
or service provider interaction”[1], according to NIST 

(National Institute of Standards and Technology). 

Many companies provide cloud services like – 

 IaaS - Google Compute Engine (GCE), Digital 
Ocean, Rackspace, Microsoft Azure, Cisco Metapod, 

Amazon Web Services (AWS), etc. 

 PaaS - Windows Azure, AWS Elastic Beanstalk, 

Apache Stratos, Google App Engine, OpenShift, 
Force.com etc. 

 SaaS - Salesforce, Google Apps, Concur, Dropbox, 
Cisco WebEx, GoToMeeting, etc. 

In the cloud computing architecture basic delivery 

models are public, private, hybrid and community cloud. 

Cloud computing provides flexibility, adaptability, and 
scalability according to various user demands by using 

virtualization functionality in its core. The cloud computing 
architecture is depicted in Fig.1. 

 

Fig.1 Cloud computing architecture 

The framework of SDN is comprised of three layers: - 

infrastructure layer (data plane), control layer (control 
plane) and application layer, shown in Fig.2. Forwarding 

switches which are present in the data layer can be physical 
or virtual that can be used to forward the packets as per the 

entries defined in the flow table. The incoming and outgoing 
services for the packet are provided at the infrastructure 

layer in SDN environment. The control layer is responsible 
for formulating the forwarding rules for the packet by 

analyzing them and it also manages the infrastructure layer. 

Controllers are the software that communicates with 
forwarding devices using southbound API interface and 

networking applications using northbound API interface and 
are used to provide programmability and network 

monitoring. Controllers communicate with each other 
through the eastbound/ westbound API interface. The 

standard interfaces like southbound APIs such as OpenFlow, 

ForCES, PCEP, etc. are used to connect the infrastructure 
and control layer. Control plane provides hardware 

abstraction for SDN applications. The application layer has 
various networking applications for network security, 

network monitoring and analysis, network virtualization, 
mobility management, and policy implementation. The 

controllers communicate with applications or software in 

application plane using northbound APIs [5].  

 

Fig.2 SDN Architecture 

The evolution of SDN- based cloud has drawn attention 
from companies and as well as researchers in recent years. 

Existing cloud networking architecture follows the single 
policy method for all cloud users such as single security 

policy applied on all the cloud services does not provide 

quality of service (QoS) to the user for some cloud services. 
SDN has a feature of open programmability that provides 

the privilege to modify or redesign the existing algorithm or 
method in real time and due to logically centralized feature 

of SDN it will be reflected to all devices connected in the 
network. SDN provides network function virtualization 

which guarantees stable network performance in SDN- 
based cloud environment. Advantages provided by SDN 

based clouds over conventional cloud include quality of 

service (QoS), server virtualization, storage centralization, 
network centralization, security, etc. 

The security of SDN based cloud increased due to 
features of SDN. Although SDN based cloud has several 

advantages, it experiences many challenges such as – 

 Performance: the controller cannot handle large 

amounts of traffic. 

 Availability: Controller failure affects network 
availability 

 Scalability 

 Security 

III. RELATED WORK 

In this section, we will review the currently available 

solutions to detect and prevent DDoS attacks in a cloud 
computing environment based on the SDN. Braga et al. [6], 
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presented a lightweight method for DDOS attack detection 

on the basis of flow analysis and centralized control 
mechanism and made use of self-organized maps (SOM) for 

traffic classification. The process occurred in three stages: - 
flow collection, feature extraction and classification. Giotis 

et al. [7], used sFlow's packet sampling feature to improve 
scalability and reduced the communication between the 

forwarding switch and open flow (OF) controllers. It also 

used the SDN's dynamic rule update and traffic analysis 
feature. Passito et al. [8] exploits the abstraction feature of 

SDN and proposed a framework for the formation of 
cooperative SDNs is AgNOs and expended its domain 

beyond the enterprise network. Shin et al. [9], proposed a 
mechanism named AVANT- GUARD that enhanced the 

functionality of the OpenFlow enabled switches to prevent 
malicious flows for the controller. Wang et al. [10], 

proposed a mechanism for DDoS attack prevention after 

examining the impact of SDN in DDoS defense and 
observed that SDN can be useful for DDoS attack detection 

and mitigation. Therefore, they provide DDoS attack 
detection and mitigation architecture “DaMask”. It is 

divided in two components: DaMask-D and DaMask- M. 
DaMask- D is based on anomaly detection system and 

DaMask- M is a DDoS mitigation system that immediately 

responds to the attack. 

Cui et al. [11], has presented a mechanism, SD Anti-

DDOS, which detects DDOS attack with the aim of 
reducing reaction time to mitigate the attack. It consists of 

four module architecture in which data stream unusual 
traffic detection algorithm is used for attack detection and 

blocking the packets from the source and release the space 

occupied by the malicious packets in flow table to mitigate 
the attack. If the response time is large, the SDN controller 

is forced to process a large number of traffic packets, which 
increases the possibility of controller failure. Sahay et al. 

[12], proposed an autonomous DDoS attack mitigation 
scheme ArOMA, which works to coordinate different types 

of DDoS mitigation systems from the ISPs and its users 
systematically and exploits SDN programmability and 

centralized control features. Yan et al. [13], has presented a 

SDN controller scheduling algorithm which uses multiple 
queues and utilizes different time slicing approaches 

according to intensity of DDoS attack.The algorithm 
provides a gradient for the normal SDN switch by 

processing the flow request process using other switches 

during the attack. Xing et al. [14], presented a system, 
SnortFlow which is an intrusion prevention system (ISP) 

based on Snort and OpenFlow. It detects intrusion and 
reconfigures SDN to provide security to the cloud from 

intrusions. The system uses Snort's intrusion detection 
functionality and OpenFlow's flexible network 

reconstruction functionality. Bhushan et al. [15], proposed 

an algorithm to reduce the DDoS attack while modeling the 
flow-table space. When a switch cannot handle the 

incoming flow request because the flow table is not empty, 
then approach analyze the status of other switch’s flow table 

to recognize the appropriate switch to handle traffic and also 
discard the less usage and attack traffic flow rules. 

IV. PROPOSED ARCHITECTURE AND METHOD 

The current cloud architecture is not able to provide 

clear and effective security policies against DDoS attack and 
the security policies has been generalized to each user, due 

to which some of the organizations are in dilemma that 

adaption of public cloud is beneficial for their organization 
or not. Thus, in this research work, we propose a solution 

for the above problem using SDN architecture in the cloud 
environment. The logically centralized architecture and 

programmability feature of SDN provides the analysis of 
network traffic towards the cloud more effectively. Our 

proposed approach will be able to detect the DDoS attack 
and mitigate the attack by blocking and extracting malicious 

flow entries from the flow table. The framework of SDN 

based cloud is depicted in Fig.3. 

 

Fig.3 SDN- based cloud 

  

Fig.4 Architecture of proposed approach  
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A. Proposed Architecture 

The proposed scheme is described in Fig.4. 

 SDN Switches: A switch is a packet forwarding 
device based on flow table rules. The flow tables are 

stored at the switch and have limited memory space. 

The switches are responsible for collecting the client's 
requests and send it to the controller and update the 

flow table entry according to the controller's response. 
The OpenFlow (OF) protocol is used to provide 

communication between the switch and the controller. 

 SDN Controller: A controller is responsible for 

packet forwarding by the switch and is the backbone 
of entire network. Attack detection and mitigation 

algorithm are implemented on the controller. The 

SDN controller receives flow entries from switches 
and the controller performs various functioning (data 

collection, flow analysis, attack detection, and 
mitigation) to achieve the objective. 

 Cloud Users: This entity uses cloud services provided 
by a cloud service provider. 

 Cloud provider: This unit provides many services for 
cloud users 

B.  Attack Detection and Mitigation Approach 

Our attack detection approach is based on artificial neural 

network. Using neural network algorithm’s features, the 
DDoS attack detection system can identify normal traffic and 

malicious traffic. In the attack detection system, the 

controller collects the flow entries from switches and uses 
principal component analysis (PCA) approach to generate 

eigenvalues of the flow and is forwarded to trained neural 
network systems to determine normal traffic packet or a 

malicious traffic packet. To analyze the data, a 
dimensionality reduction approach PCA is used. It modifies 

correlated variables into linearly unrelated variables 

(principal components) using orthogonal transformation. The 
n

th 
principal component of transformation is the linear 

combination of original variable and orthogonal to (n-1)
th

 

principal component and has n
th 

highest variance. The 

resulting vectors contain uncorrected and orthogonal set of 
values. For a reduction in dimensions of data, consider only a 

few initial principal components as it has large variance data 
of the original data set and there is a negligible variance in 

others, hence the variance loss is minimal. Steps follow to 
perform transformation:- 

 Consider a set of information or data X1, X2, X3, X4, 

X5,……., Xn, where each information has vector 

length p. The data matrix Xn × p, where each n row 

represents the set of observations and the p columns 

represents features. 

 

 

 

 

 

   [            ] (1) 

 Calculate the empirical mean observation:- 

 

  
 

 
∑  

 

   

 

 

(2) 

 Find experimental mean with each column j = 1 to p. 

 Construct an experimental mean vector u of 
dimension p x 1 from calculated mean values  

 
   

 

 
∑    

 

   
 

 

(3) 

 Calculate the deviation from mean: 

           (4) 

 Calculate covariance matrix: 

Fig.4 Architecture of the proposed approach 

Fig.5 Flowchart of proposed model 
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(5) 

 Find the Eigen values and eigenvectors of the 

covariance matrix: - The eigenvalue - eigenvector 

pairs are calculated by Singular value decomposition 

(SVD) method and suppose (𝜆1, 𝑣1), (𝜆2, 𝑣2), (𝜆3, 

𝑣3)… (𝜆𝑝, 𝑣𝑝) are eigenvalues - eigenvector pairs of 

covariance matrix C. Select k inherent 

dimensionality subspace eigenvectors which has 

highest eigenvalues. The dimensionality k can be 

calculated by:- 

 ∑   
 
   

∑   
 

   

     
 

(6) 

Here β is the ratio of the amount of information contained 

in the subspace to the total amount of information. We 
construct a matrix        from k eigenvector and each 

eigenvector contains p Eigen values. 

The attack detection consists of two stages: training and 

testing. During the training phase, neural network is formed 
on a predefined training dataset. In the system, the extracted 

flow is taken as the input parameter and the target value as 

the output parameter. Target values for normal traffic and 
malicious traffic are assigned as 0 and 1, respectively. We 

used a multilayer perceptron (MLP) algorithm which is a 
feed-forward neural network that classifies network traffic as 

normal or malicious traffic. Fig.5 describes the complete 
flow of our proposed scheme. 

To detect the attack, the packet flow is captured and 

preprocessed to remove the features (eigenvalues) and then 
transferred as the input of the MLP to detect whether it is a 

normal flow or malicious flow. If it is found in the form of 
normal flow then the normal forwarding rules will be 

implemented in the flow table, but if it is found as a 
malicious flow, then the mitigation of the attack is necessary. 

For the attack mitigation, we have identified the switch that 
sends the request to the controller for malicious flows and 

adds a blocked rule for that particular source and destination 

IP address pair. The blocking rules have the highest priority 
among all flow rules and drop packet operations are used to 

block the malicious flow. The mitigation architecture is 
shown in Fig. 6. 

 

Fig. 6 Mitigation approach 

V. EVALUATION 

The proposed system uses Mininet, a SDN simulation 

tool and implemented on a python based open source 
platform for SDN applications - POX controller. The 

proposed system contains six hosts (h1, h2, h3, h4, h5, h6) 

where h1 is a cloud server. The normal traffic is generated 
using Scapy tool which is a packet manipulation tool and it 

helps to produce TCP, UDP, ICMP, SCTP traffic. “Low 
Orbit Ion Canon (LOIC)” tool is used to generate DDoS 

attack traffic in this paper, which is popular and also able to 

generate different types of attack: - TCP/SYN, UDP, and 
HTTP flood attacks. Normal traffic is generated from host h3 

and h4 and host h2, h5 and h6 have generated malicious 
traffic. Normal traffic includes TCP, UDP and ICMP 

protocol data, and the traffic of the attacks includes TCP 
floods and UDP floods. The parameters of the MLP model 

used in this approach are shown in Table 1. 

TABLE I. MLP parameters 

 

In order to mitigate the attack, we need to detect the 

malicious traffic and for attack detection, we have trained the 
detection system in advance with the predefined dataset. We 

used OpenFlow controller to mitigate the attack. When new 
flow arrives, the switch sends a request to controller and 

controller replies with appropriate actions such as Forward, 

Drop and Modify-fields. In this paper, we examine the 
network traffic and classify normal traffic and malicious 

traffic, if the detection system has identified malicious 
packet, it sends to the attack mitigation system.  

Fig. 7 describes the controller’s network load with time 
and Fig. 8 shows the utilization ratio of the CPU of the 

controller.    

              

 

Fig.7 Controller’s network load with time 

The mitigation system initiates a flow to the switch for 
mitigating the attack. The new flow contains the source IP 

address of the malicious packet and attaches a Drop action in 

the action field with the highest priority. The flow rules are 
added in the flow table of the switch and if a new packet 
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comes from the same source IP address it will dropped by 

the switch. The accuracy (rate of correctly classified 
instances for every class) of the attack detection is driven by: 

         
     

           
 

 Precision is a positive predicate and calculated by: 

           
  

     
 

 A recall is a positive sensitivity value and determined 

by: 

       
  

     
 

In this paper, we calculate the accuracy, precision and 
recall values and have achieved overall accuracy is 99.97%, 

precision is 0.99 and recall is 1.  

 

 

Fig.8 Controller’s CPU uses over time 

VI. CONCLUSION  

Cloud computing and SDN have gained popularity, but 

DDoS attacks are a major threat to cloud computing 
environments. However, the collaboration between SDN and 

cloud computing technology effectively prevents DDoS 
attacks. The SDN has many features that help in designing 

an effective DDoS attack mitigation approach. Our proposed 
approach allows traffic collection and analysis, followed by 

DDoS attack prevention algorithm in SDN which is 

implemented on POX controller in Mininet simulator that 
allows legitimate flow to access the cloud computing 

environment. The accuracy, precision, and recall have been 
evaluated in this paper which provides very less false 

positive. Apart from this, in this paper we also discussed 
some of the previously proposed schemes for DDoS attack 

prevention in cloud environment using SDN. Our future 

work consists of studying new techniques of detecting 

vulnerabilities and attack in SDN-based clouds and working 

on on-demand security as a service in SDN-based cloud. 
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Abstract - Due to hike in price of conventional source of energy 

we attentive toward non -conventional source of energy. This 

paper with present of a hybrid solar-wind energy system with 

gird connected. Hybrid solar-wind system consist wind , solar 

source and ac loads. In solar dc output system is raised by 

boost converter. MPPT technique is used to maximize the 

output of solar system. The wind subsystem is made of a 

permanent magnet synchronous generator and rectifier, boost 

converter for maximum output. Voltage regulator is used for 

controlling the hybrid solar & wind system. Modeling of 

hybrid PV and wind turbine which is controlled by voltage 

regulator is explained. To increase reliability & reduce 

reliance on one single source we connected these two systems.  

Keywords-MPPT, Hybrid System, Voltage Regulator 

I. INTRODUCTION 

      Over the last few years because  of growing the  

evaluate of fossil fuel to making the electricity, high 

depletion of  non - renewable energy and environment 

anxiety so we  turn to focus toward on non-conventional 

source of energy.[1] Right now  the renewable energy 

source are come essential  throughout the world. Modernity 

utilization of dissimilar renewable sources alike sun ,wind 

& hydro is made use  to produce the power & it is fateful 

for human life.it can be detract of requirement of electricity 

& abate the pollution impact[1] 

      Conjunction of two and more renewable source energy 

is hybrid power system. PV –fuel cell, PV-Biomass, wind –

PV etc. are hybrid energy source[16]. Due to ecological 

abate the cost and fit for rural usage. A hybrid  system of 

PV-wind power are cost effective energy solution with 

elevate reliability and power characteristics [3,4].Aim of 

this paper is modeling of hybrid solar PV/Wind power 

system. All the essential main parameter of this model can 

be improved and impact the working on hybrid power 

system. The introduce model made of  PV array , wind 

conversion system ,DC/DC converter, battery, voltage 

regulator[16,17]. Here Voltage regulator is used for control 

hybrid system. .Matlab/Simulink is used for PV/Wind 

simulation model. 

. 

Fig.1 block daigram of hybrid system 

    Fig. 1 shows a hybrid power system which is comprise 

PV array and wind energy system which is associated to 

grid through different converters [5]. 

II. MODELING OF PV CELL 

      PV cell is fundamental element of PV system. To attain 

needed voltage and current no. of PV cell connected in 

series and parallel. PV cell is a semiconductor diode consist 

with p-n junction which is spark the light. Simulation of 

mathematical model of PV cell is helpful to show voltage, 

current& power conduct at different operating condition 

[6]. In a PV cell series resistance (Rs) is linked in series 

along with parallel conjunction with photocurrent source 

(Iph), grandstand diode (D) and shunt resistance (Rsh). 

Fig.2 shows corresponding circuit of PV cell. 
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Fig.2 Solar cell basic circuit 

     Current source of solar cell, current of diode ,current 

shunted diode display by Iphs ,Ids ,Ishd 

            (                       )

 
            

  
                            

Where  

Iph = induced solar current 

Ids= diode saturation current 

qs=electron charge 

ks =Boltzmann’s constant 

ns=ideality factor 

Ts=temp
 o
 k 

By changing the value of solar irradiation level& 

working temp. we can change the value of induced solar 

current 

                         /1000 

Ishc= cell short circuit current 

Kj= temp coefficient 

Tct, Trt=reference and working temp. 

III MPPT TECHNIQUE 

      Results of output power of PV modules are fluctuating 

according to their environmental condition.so we need to 

use control technique which help to get high power 

regardless environmental condition alike temp. & 

irradiance. 

 

Fig.3 Block diagram of MPPT control 

 

       Fig. 3 shows block diagram of MPPT control .There is 

have to existence  a maximum power  point because PV 

cell  has  nonlinear relationship that is hold on growing 

with atmosphere  condition ,temp.& irradiance level. In this 

paper perturb and observe (P&O) technique is  applied for 

tracking maximum  power  at varying temp.& irradiance. It 

conducts by continually evaluate  the terminal voltage and 

current of PV array, then  continually perturbing  the 

voltage by addition small interrupt ,then observing the 

modification of power to find control signal.  Variation 

developed by variable switching duty cycle. Duty cycle is 

control by perturb & observation (P&O) MPPT algorithm 

[6]. DC-DC boost converter is used to convert dc to high 

level DC output voltage. 

 

Fig.4 MPPT graph 

Fig. 4 shows MPPT graph with respect to power and 

voltage. 

By varying duty cycle converter output voltage is preserve 

constant .the solar PV array output show    
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start

Sample V(k1),I(k1)

P(k1)=V(k1)*I(k1)

P(k1)>P(k1-1)

V(k1)>V(k1-1) V(k1)>V(k1-1)

D=D1- D D=D1- D D=D1- D D=D1- D 

K1=K1+1

return  

Fig. 5 MPPT flow chart 

Expressed variation in output voltage of PV array with   

different level of solar irradiation and temperature [7,8]. 

 

Fig.6 PV panel with MPPT (P&O) technique. 

Fig. 5, 6 show MPPT flow chart and simulation of PV array 

with MPPT technique. 

IV WIND MODEL 

     The arrangement which convert wind energy to 

mechanical energy called wind turbine. The power occupy 

by wind system is represent by this equation [9] 

       
          

 
                           

Fig 7 shows a wind turbine system model which gives 3 

phase AC power then rectifier is used for convert AC 

power to DC power. For coupling both systems we need 

convert AC power to DC power with same magnitude. Here 

we used PMSG synchronous machine because PMSG work 

is raised reliability of wind turbine. It is an electrical 

rotating machine in which field excitation is composed by 

permanent magnets .There is no need reactive magnetizing 

current. Synchronous generator has many merits 

corresponding low burden, compact design, & advance 

capability [10].  

 

Fig.7 modeling of wind turbine 

V BATTERY SUBSYSTEM 

       Fig. 8 display battery MATLAB model, in which by 

using three phase inverter battery connected with main 

supply. Battery system is charged when system run without 

any problem and used battery power when system is run 

abnormal condition [2,15].   

 

 

Fig.8 modeling of storage system 

 VI VOLTAGE REGULATOR 

       Fig.9 shows an inverter transforms DC to AC power at 

desired frequency which is controlled by voltage regulator.  

In voltage regulator generated DC transform into three 

phases AC by PWM signals. The PWM signals comprise 

three sinusoidal signals with 120
0
 phase shift, compared 

vector control signals with high frequency carrier signal 

and produce needful pulse for operation [15].  Due to 120
0
  

Phase to neutral voltage Vph at the fundamental frequency 

shows as  

     
  √  

 
   (

 

 
)                                                        

 

Where Vph is the generated phase voltage at the 

terminals, and Vdc is the input voltage of the inverter. 

The PID control PWM technique is applied to produce 

desired pulses for the inverter [13]. 
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Fig.9 modeling of inverter with voltage regulator 

VII RESULTS AND SIMULATION 

      Fig.10 is represent simulation of hybrid system which 

is comprise solar and wind sources and energy user block 

and control by voltage regulator. Solar irradiance and 

wind speed is taken for simulation. Fig.10 shows output 

of solar and wind generation system. Hybrid system is run 

for 0.3 sec in Matlab/Simulink software. Fig.11,12show 

DC voltage after using boost converter which is boost  PV 

array voltage to a high level  dc voltage with MPPT 

technique & wind turbine output in which PMSG wind 

turbine produce AC voltage and then rectifier transform  

AC to DC voltage , Fig.13 show dc boost voltage after 

coupling both  PV/Wind subsystem. Fig.14, 15 show 

three phase AC voltage after using inverter which is not 

in pure sinusoidal form & three phase AC voltage without 

any fluctuation when we connected system to grid 

respectively. 

 

 

Fig.10 modeling of hybrid PV/wind/battery system controlled by voltage 
regulator 

  

Fig 11 solar output voltage 

 

Fig 12 wind output voltage 

 

Fig 13 hybrid solar and wind voltage 

 

Fig 14   output voltage after inverter 

 

Fig 15 output voltage when hybrid system connected to grid 

VII CONCLUSION & FUTURE SCOPE 

      This paper represents a hybrid system which is 

comprised solar and wind generation system and 

controlled by voltage regulator. By using MATLAB 

software simulation was controlled .The operation of 

system is evaluate at various wind speed and irradiance 

stages. The introduce hybrid system is examine wind 

speed at 12m/s and solar PV panel at  irradiance  

1000w/m
2 

and temp 25
0
 form t= 0 to t=0.3sec. is applied  

then coupled  both DC voltage to DC link is controlled by  

voltage regulator and performance is evaluate & 

improved. To fulfill the requirement of electricity in a 

remote area hybrid system is used. The developed system 

working is performed in Matlab/Simulink software and 

results are displayed .Other renewable energy sources is 

used for hybrid system instead PV/Wind energy sources 

and to get more reliable and satisfied results several 

control technique is used for inverter in place of voltage 

regulator. 
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Abstract - Solar power unit is needed to increase the lesser 

voltage of solar panels to the voltage of the power grid; thus, 

converter should have an immense voltage gain with few 

switches otherwise it leads to system complexity. A three-port 

converter with enhanced topology for renewable power 

utilizations based on Z-Source network is suggested to fix these 

issues well. This Z-Source network symbolize the suggested 

converter’s distinctive characteristics. One port of energy 

storage system for energy storage and supplying, and the last 

one is for loads. It is followed with new topology design and 

output analyses by MATLAB.  

Keywords— Five-terminal, impedance network, renewable 

energy systems, three-port converter, MATLAB Simulink.  

I INTRODUCTION 

In the interest of clean, immense suitability, and 

sustainable benefits of renewable energy schemes such as 

photovoltaic panels and wind turbine generators Use a big 

percentage of electricity production to replace traditional 

expensive, lesser-efficiency and polluted production of 

electricity [1][2]. However, there is a significant 

disadvantage of renewable energy systems, i.e. wind or solar 

are linked to climate and this difficult or intermittent feature 

extended the intricacy of grid implementation. [3], [4]. One 

solution issue of energy storage system for stabilizing 

output of energy storage systems[5]. An instance of a solar 

energy conversion system with energy storage scheme is 

displayed in Fig.1, where solar power units are needed to 

increase the lesser voltage of solar panels, so it takes a high 

voltage boost converter [6], In addition, the bidirectional 

energy storage unit combines renewable energy systems to 

balance output. In order to link the PV and output of load, it 

required minimum two converters [7]. The diagram shows 

that power converters are used to bridge various renewable 

energy systems and energy storage systems into a sub-

scheme and to track power transformation and storage to 

match outputs [8]. 

Energy Storage System

Power 

Converters

Power

Grid

PV Panels

Ppv Pload

Ps

 
 

Fig. 1 Solar energy conversion system with energy storage unit. 
 

For this purpose, Multi-stage converter with multiple 

ports are better to operate conversion of power and grid 

assimilation for variety of sources. For example, for 

matching renewable resources, energy storage and utility 

grids, various phases of power converters are incorporated 

as shown in Fig. 2 

 

Renewable 

Energy Source

Energy Storage

system

Traditional

DC/DC

converter

Bidirectional

DC/AC

converter

DC link

 capacitor
Grid

DC/DC

Inverter

 
 

Fig. 2 Multi-port conversion system 

Therein, three converters This results in low system 

effectiveness and high system costs [9]. Existing switches 
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also enhance the complexity of the system [10], and Such 

converters ' control policies, reduce stability [11], To 

resolve issues of renewable energy and energy storage 

applications a multi-port single stage converter is 

introduced. A three-port DC to DC converter is designed 

in [12][13]. Not only did the converter provide higher 

voltage yield but also provide multiple modes of 

operation. However, therein Many switches and 

complicated control strategies are still available, due to 

this, it increases the system instability[14]-[17]. A single-

stage converter with multiple ports  is therefore necessary 

which is based on impedance networks with these 

characteristics. 

• Component ports for renewable resources 

connecting 

• Assimilation of the scheme for storage of energy. 

• Huge increase in voltage output.  

• Issues related to shoot-through is nullified. 

• Immense performance and flexibility, small size, 

less price. 

 Impedance networks are known to have the benefits of 

immense voltage yield, resistance to shoot through problem 

[18]-[20]. by using impedance networks technique, an 

impedance network with two quasi z-source is designed[21], 

A converter with three ports is suggested here. 

This paper coordinated as follows: Section II presents 

Multi-terminal Z-Source Impedance Network. Section III 

and IV represents system design and analysis and modes of 

operation respectively. In Section V, simulation model and 

verification are displayed. Parameter designs are displayed 

in section VI and conclusion in Section VII.  

 

II MULTI-TERMINAL Z-SOURCE IMPEDANCE NETWORK 

 

 Second fundamental network is continues current qZS 

network. The difference between basic Z-Source network 

and continues-current qZS network is only a diode in 

forward direction is placed in continues-current quasi Z-

Source network between the inductor in cascade format, and 

capacitors are placed in different parallel portion via 

inductor [15]. The resultant output of current by continues -

current qZS network has zero fluctuations or constant 

current is to be shown so this network is called continues-

current qZS network, which is displayed in Fig.3(a). Third 

fundamental network is discontinues-current qZS network, 

which is displayed in Fig.3(b). In this network (discontinues 

current qZS network) has two sets of inductors and 

capacitors are parallelly connected and a diode is placed 

between them. 

Discontinues-current qZS network's output has 

Intermittent current and fluctuations present in current, so it 

is called discontinues-current qZSource network. 

As displayed in Fig.4, a distinctive converter with 

three ports is designed., therein, two qZS impedance 

networks as represented in Fig. 3(c). 

 

L1

L2

C1 C2
Vin Vout

 
(a) 

L1 L2D

C1

C2

Vin Vout

 

(b) 

Vin Vout

D

L2C1

C2
L1

 

(c) 

Fig.3 (a) Basic Z-Source network, (b) Continuous-current qZS Circuit, (c) 

Discontinuous-current qZS network 

III  SYSTEM DESIGN AND ANALYSIS 
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Energy Storage

Sys tem

Electrical 
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Fig.4 Schematic of the proposed converter 

The proposed converter consists of diodes D1, D2 and D3 

two switches, S1, S2, and a two quasi z-source impedance 

network composed by three capacitors C1, capacitors C2, 

capacitors C3, and three inductors, L1, inductors L2. The 

distinctive characteristics of the design are as follows, such 

as just two three-port switches, few elements, High 

performance, small size, low price, and high flexibility. 

QS2

iL1

iC5

iD

V0

QS1

Mode1

Mode2

Mode3

 

Fig.5 Key waveforms of d1 = 0.8, d2 = 0.5 

In all renewable energy instances, the suggested 

converter can work. The energy from sun that is solar 

energy can be used as an example for all cases. 

• In shiny day when solar energy is 

generous, it is used to charge the unit. 

• When clouds are there and solar energy is 

limited, the energy from the storage unit is 

transferred to the load. 

• During night time or in rainy days that is 

in absence of solar energy, the energy 

from the storage unit is transferred to the 

load.  

Consider that in every case the input is constant by 

the PV penal or by the energy storage systems. 

There are three modes shown in Figs. 6(a), 6(b), 

and 6(c). Denote d1, d2 as the duties of the switches S1 and 

S2. Assume d1 ≥0.5 and d2 =0.5. Fig.4. Key waveforms of 

are shown in Fig.5. 

IV  MODES OF OPERATIONS 
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(b) 
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Fig. 6 Equivalent circuits (a) Mode I: S1 on, S2 off; (b) Mode II: S1 

on, S2 on; and (c) Mode III: S1 off, S2 on.  
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• Mode 1: (Fig. 6(a)): S1 “ON” and S2 “off” current 

flow through C1, load, S2. In loop2 current is 

reversed and flow through D2, L2, D3, and L3 in 

this mode inductor L2 and L3 are charged and 

discharged simultaneously. 

• Mode 2: (Fig. 6(b)): S1 and S2 are “ON” C2 is 

discharged in loop1 and current flow through D1, 

D2, L2, D3, L3, S1 and load in loop1. In loop2 C1 is 

discharged and current is flow through C1, C3, L3, 

S1, S2 and C2.  

• Mode 3: (Fig. 6(c)): S1 and S2 are “ON” C2 is 

discharged in loop1 and current flow through D1, 

D2, L2, D3, L3, S1 and load in loop1. In loop2 C1 is 

discharged and current is flow through C1, C3, L3, 

S1, S2 and C2. 

 

 

 

 

V SIMULATION MODAL AND VERIFICATIONS 

Fig. 7 Simulation model of proposed converter

  

 MATLAB software is used for verification to check 
the validity and feasibility of the suggested converter 
and the parameters of simulation are displayed in 
TABLE 1. Simulation results are represented in Fig.8(a) 
and Fig. 8(b), Which are compatible with the Figs 4 
theoretical evaluation. The duty ratio of given switches 
Qs1 and Qs2 is d1=0.8 and d2=0.5. Output voltage v0 is 
symmetric with about ±400V as displayed in fig. 
8(a),(b). 

 

(a) 
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(b) 

Fig. 8 Simulation results. 

 

 These eight figures depicted in Fig. 8show the 
driven signals of S1 and S2, currents of D, L1(L2), C1, 
and C3, output voltages of Vo1 

 

VI  SIMULATION PARAMETERS 

Input voltage Vd 100V 

Switching frequency fs 50khz 

Inductors L1, L2, & L3 470µH 

Capacitor C1, C2& C3 330µF 

Load 50Ω 

Active Switch Power MOSFET 

Diodes PN Junction 

 

VII  CONCLUSION 

 This paper developed a new topology framework of 

renewable power applications and power storage units 

bridging three-port converters. The distinctive topology is 

defined by a few numbers of elements and a distinctive 

impedance network structure. It can not only achieve 

distinct circumstances for the harvesting of renewable 

energy, but also boost the gain in output voltage with high 

power storage unit’s stability. In order to understand This 

new topology and its benefits are provided with a thorough 

assessment. Then, small-signal model is Carried out for 

converters stable operation. Finally, comprehensive 

simulation checks are performed. The future scope of 

proposed model can be extended using voltage stabilizer 

which gives constant input to the system when the weather 

conditions changes. It can explore to hardware 

implementation for boost mode also and can be analyzed for 

various topologies as unidirectional converter.  
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Abstract—The massive multiple input multiple output (MIMO)
system is a prodigious method that could improvise a communi-
cation system’s capacity with the aid of an increased number of
antennas. The fundamental challenges of massive MIMO system
are complicated channel modeling, high dimensional channel
state information (CSI), and narrow radio frequency chains (RF
chains), etc. For solving this problem we introduce deep neural
network (DNN) framework for direction of arrival estimation
(DOA estimation). Using the information obtained about DOA
and gain that is complex, the channel is estimated and mean
square error (MSE) performance is evaluated for both DOA and
channel estimation.

Index Terms—MIMO, CSI, RF, DNN, DOA, MSE

I. INTRODUCTION

The increase of visualization network infrastructure and
the necessity of efficient and sustainable utilization of energy
are the key requirements of next generation communication
systems. The highly increasing data traffic growth will be the
greatest challenge for designing 5G communication networks.
[1]. Massive MIMO (m-MIMO) systems can improve a com-
munication system’s capacity with the aid of an increased
number of antennas [8]. The complex channel modeling, the
high dimensional CSI and large number of accessing users, etc
[7] are some of the practical challenges faced by m-MIMO.
Without introducing efficient schemes, the performance of the
system will degrade.

In recent years, various techniques were developed to en-
hance the capacity of m-mimo. In [4] a full space spatial
spectrum sharing strategy is introduced by using two cognitive
radio base station (CBS) at adjacent sides of a single cell.
A 2-D spatial basis expansion model (2D-SBEM) is used to
represent channel vectors, which helps in mitigating pilot con-
tamination and training overhead problem. Then [10] provides
several beam selection techniques for beam-space MIMO (B-
MIMO) that helps in reducing radio-frequency (RF) complex-
ity of millimeter wave transmitters. In previous researches,
deep learning has been proved to be effective for Channel
State Information (CSI) localization, channel equalization,
and channel decoding. Network traffic control is an essential
component for delivering a variety of services and experiences
to users in a mobile-centric heterogeneous networks. [5] shows
an effective method of deep learning neural networks to
significantly improve heterogeneous network traffic control.

[16] shows how a Bayesian framework is used in orthogonal
frequency division multiplexing (OFDM) systems for joint
channel estimation and sampling frequency offset.

This paper organization methodology is described below.
Section II outlines the review of literature regarding the earlier
researches on the topic. The massive MIMO and deep learning
model used is described on section III. Simulation results are
presented on section IV and the paper is concluded in section
V.

II. LITERATURE REVIEW

The basic MIMO system, its design, architecture, advan-
tages, disadvantages, future scope etc., are explained in [7].
The main advantage of MIMO system is increased data rate
by many folds, without any extra bandwidth.

[14] describes how the channel estimation of a m-MIMO
system can be done using 1-Bit Quantization. In this system,
the Expectation-Maximization(EM) algorithm combined with
a sparse recovery method yields better results. In a m-MIMO
system a low rank channel estimation is done where the sparse
properties of channel environment are exploited is reviewed
in [9]. Based on the signal model in [6], for sparse channel
estimation, a region of received signal free from interference
is used. It yields an estimator which has low complexity and
the received signals used on a small scale for estimation.

[8] analyses the performance of Up-Link (UL) and Down-
Link (DL) in cellular networks using m-MIMO system. The to-
tal number of antennas required to attain maximum efficiency
with minimum Mean Square Error (MSE) and Regularized
Zero Forcing (RZF) are also derived. The performance analysis
using factor analysis is given in [2].

A novel mm-wave frequency transmission scheme exploit-
ing both the concepts of Beam-space MIMO communications
and beam selection are discussed in [10]. It resulted in higher
power efficiencies than a full system with significant reduction
in RF complexity. [11] shows joint estimation of channels and
carrier frequency offset in OFDM systems using a statistical
framework. Main defect of a MIMO-OFDM system is time
ambiguity with channel fading and phase noise. [3] introduces
how joint Bayesian estimator and bounds estimated can be
used to reduce these defects.

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1323



[15] describes the effect of missing sensors in estimating
the DOA of the signal using Multiple signal classification
(MUSIC) method. It was found that the missing sensors signif-
icantly degraded the accuracy of MUSIC. [12] performs a 2-D
estimation of DOA using a less complex Unitary Estimation
of Signal Parameters via Rotational In-variance Techniques
algorithm. It was concluded that estimated accuracy depended
on the array configuration and incident directions of the signal.

The channel characteristics of m-MIMO systems are very
complicated, so the traditional methods are not capable of
recording the real-time changes of channel condition. Because
of sharp variations in channel characteristics, the DOA and
channel performances are degrading.The CSI of a m-MIMO
system can be auto-detected using a machine learning (ML)
technique. In 2006 a new technique called deep learning,
which can take care of big data and solve complex nonlinear
problems effectively was proposed [1], [13].

III. SYSTEM DESCRIPTION

The three stages of DOA and channel estimation using
machine learning for MIMO system - massive MIMO system
model, deep learning based estimation for DOA, and deep
learning based channel estimation. Fig. 1 shows an up-link
model for a massive mimo system, where the base station
consists of M number of receiver antennas and a K number
of user equipment(UE) where each has a single antenna is
used and H is the channel matrix.

A. Model of the System

Here we consider a system model with M number of
antennas arranged in a uniform linear array fashion in one
base station and K number of UE. The assumption made here
is that BS has zero information based on each path of the user.
Now the up-link model of user K is shown below [17]

hK =

J∑
i=1

gK,iat(θK,i) = At,KgK , (1)

where J is denoted as the number of resolvable path and
gK,i is the complex gain. Physical DOA of i-th path can be
represented as θK,i and at(θK,i) is defined as the steering
vector. The up-link channel matrix can be denoted as H =
[h1, h2, ....., hk].

A precoding based on zero forcing is used here to reduce
user to user interface [1], [17].

x = Ps (2)

where s is the source code and P is precoding.Then, the
received signal is

Y = Hx +N (3)

where N is Additive White Gaussian Noise (AWGN).The
channel gain and the information about DOA are key char-
acteristics of channel modeling.

Fig. 1. Massive MIMO up-link model

Fig. 2. Framework for DOA estimation based on deep learning

B. DOA Estimation Using Deep Learning

This section illustrates a framework of the massive MIMO
system for DOA estimation based on deep learning. Deep
learning neural network (DNN) through nonlinear operations
and propagation aids for the high computational complexity
of massive MIMO system [1].

DNN is the profound form of artificial neural network
(ANN). Multiple hidden layers are present in DNN, and
each hidden layer consists of a large number of neurons. In
the output layer, the nonlinear function uses the weighted
sum of all neurons. The sigmoid function and the another
function known as ReLU function are the most commonly
used nonlinear functions.

fSigmoid(q) =
1

1 + e−q
(4)

fReLU(q) = max (0, q) (5)

where q is the argument of function.
A framework for DOA estimation based on deep learning

is being shown in Fig. 2. There are two stages for the DNN
one is for training the DNN i. e., offline learning scheme and
the other is online deployment for testing. The so obtained
received signal vector Y is obtained depending on a fixed
channel matrix H is used as training samples. The received
signal Y from all directions is collected based on different
channels. The θk is generated randomly, which is used as a
training set along with Y (i.e., training samples used in DNN).
The next stage is online deployment where DOA is estimated
and a specific channel model is obtained.

The mean square error for the estimation of DOA parame-
ters can be calculated as

MSE =
1

n

n∑
j=1

∥∥∥θk − θ̂k∥∥∥2 (6)
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Fig. 3. BPSk in AWGN channel using simple perceptron

where n is the number of samples, and θ̂k is the prediction.
For obtaining estimated θk, a loss function which is calculated
using MSE is as follows

L =
1

K

K∑
k=1

MSE (7)

The loss function that follows as a part of the DNN framework
is calculated using the gradient decent algorithm.

C. Channel Estimation Based on Deep Learning

For obtaining the channel matrix characteristics, a deep
learning method is introduced in this section while considering
a massive MIMO system. Here, the co-variance of channel
matrix having low rank is considered [9]. The channel matrix
can be obtained by using DOA information from the previous
section and the complex gain. Let us assume that, Ŷ is the
output signal vector that is estimated. Loss function, l1 can be
expressed using the following equation:

l1 =
1

n

n∑
j=1

∥∥∥xj − Ŷj∥∥∥2 (8)

where xj is the j-th transmitted signal. Our main aim is to
minimize the gap or variation between output of the DNN and
the signal that has been transmitted. The performance analysis
of channel estimation based on deep learning can be evaluated
by using MSE concept.

MSE =
1

Kn

n∑
j=1

K∑
k=1

∥∥∥hk,j − ĥk,j∥∥∥2
|hk,j |2

(9)

IV. EXPERIMENTAL RESULTS

The performance of DOA and channel estimation is being
analyzed in this section. The simulations have been done in
Python 3. 6. Tensorflow is used to design and process DNN.
A massive MIMO system was taken into consideration, where
the base station consists of M = 128 antennas and K = 128
is the number of single antenna users. They are connected by
P = 5 resolvable paths. DOA θk,i is randomly distributed
in space [−π2 ,

π
2 ], and the distance between antennas d = λ

2 .
The collected signals from all direction were used as training
samples and the sampling interval is 0.01◦.

Fig. 4. QPSk in AWGN channel using simple perceptron

Fig. 5. MSE calculated for DOA estimation when M = 1 and K = 10 is
used

Fig. 6. Mean square error for estimation of DOA parameters when M = 128
and K = 128

Fig. 7. Mean square error for estimation of channel parameters
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In Fig. 3 and Fig. 4 a binary phase shift keying(BPSK) and
a Quadrature Phase Shift Keying (QPSK) modulated signals
passed through a AWGN channel is classified using a simple
perceptron. The number of epochs taken is 1 for BPSK and
10 for QPSK when SNR is 4 and the BER obtained is 0. It
is observed that as the SNR value is increased the signal is
classified correctly and for small SNR values the classification
is not perfect. Fig. 5 shows the mse calculated for DOA
estimation. Here a single transmitter antenna is used, and the
number of single antenna users K = 10. Number of iterations
used is 1000 and it is observed that the MSE calculated is
0.0158.

The performance is illustrated in Fig. 6 by plotting the MSE
for the estimation of DOA parameters against SNR using the
DL technique where M = 128, K = 128 and here we consider
length as L = 10 for the training sequence. It could be
noticed that MSE value for the estimation of DOA parameters
is decreasing gradually when SNR value is increased.

Again, Fig. 7 illustrates the MSE for estimation of channel
parameters against SNR using DL method. The number of
iterations carried out is 20, the learning rate is set as 0.01
and the batch size taken is 5. It is observed that the MSE
first reduces steadily and then it remains constant upto 12dB
and then it reduces steadily as the SNR value increases. That
means Fig. 7 yields a poor BER rate. The performance could
be improved by increasing the count of iterations, batch size
and increasing number of training and testing samples. In this
simulation the training set comprises 100 examples and for
testing we use 20 samples.

V. CONCLUSION

The massive MIMO system is implemented using a deep
learning scheme in this paper, where additional antennas are
used at the base station and DNN is integrated into single
antenna users. At first a massive MIMO system model is
constructed and then a DNN is developed, in which many
hidden layers are included to increase the ability of rep-
resentation. This novel DNN is used for DOA estimation
and the information thus obtained along with the complex
gain information is used for channel estimation. The MSE
performance against SNR is obtained for DOA and channel
estimation.

In the future, the deep learning model can be further
developed to reduce the number of required pilot DOA. Hence,
the computational complexity in massive MIMO channel es-
timation will decrease.
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Abstract —— In recent technology of digital signal processing 

applications, we have number of modulation and demodulation 

techniques. In this domain multiplexing technique is having 

greatest importance as it has a transmission and reception part 

with secure systems for communication. Thus orthogonal 

frequency division multiplexing (OFDM) is superior to other 

multiplexing techniques, which has multiple carriers with very 

much robust frequency selective distorted channels. OFDM will 

have a number of modules such as serial to parallel converter, 

modulator, IFFT, FFT, demodulator and so on. The Proposed 

work will concentrate on arithmetic operations in OFDM with 

re-modified technique using large integer values such as addition, 

and multiplications. This large integer based arithmetic 

operation technique were designed using Schönhage–Strassen 

algorithm (SSA). Thus the proposed method will focus on this 

SSA algorithm based arithmetic operations with Number 

Theoretic Transform (NTT) and Inverse Number Theoretic 

transform (INTT) method. Proposed method of OFDM will 

replace FFT-IFFT to NTT-INTT method and this application is 

developed in Verilog HDL and synthesized in Xilinx vivado 15.4. 

It proved better results in terms of area and delay when 

compared with conventional design. 

Keywords—SSA,NTT,INTT,FFT,IFFT,Orthogonal frequency 

division multiplexing(OFDM). 

I.  INTRODUCTION  

    In the digital communication technique multi-carrier 

transceivers is increasing in recent digital world. In this type 

of communication high speed and secure communication is 

required to transfer and receive the message [1]. The 

telecommunication system  have multiple signals to disturb a 

communication bandwidth in series of over-lapping and non-

over-lapping bands, thus multiplexing based communication is 

required to reduce this disturbance which ensures data privacy 

on un-trusted communications [2]. Thus a statistical 

multiplexing of variable bandwidth communications is 

introduced, in this area orthogonal frequency division 

multiplexing (OFDM) is a high priority one, to transfer and 

receive the data in high secure communication with multi 

carrier bandwidth, and it has a capability to divide higher data 

rate stream into number of lower data rate stream over 

multiplexed orthogonal subcarriers [3]. OFDM contains QAM 

or QPSK modulator/demodulator (depending on spectral 

frequency), FFT/IFFT module, serial to parallel/parallel to 

serial converter. 

 
 

Fig. 1.  Basic design of OFDM Blocks. 

         

   In the implementation of OFDM technique, it has a lot of 

arithmetic operations such as additions, subtractions, 

multiplications and divisions. For more secure 

communications system will requires a arithmetic operations 

for data privacy on un-trusted servers. Thus proposed area of 

arithmetic operations will have efficient schemes to handle 

large integer multiplications on Schönhage–Strassen algorithm 

(SSA) [4], [5]. This algorithm proved better results in 

asymptotic complexity of million bit multiplications in 

number theoretic transforms (NTT) [6], compared to existing 

multiplications method of Karatsuba algorithm [7]. This 

Number theoretic transform (NTT) method is compared to 

Fast Fourier Transform (FFT) to recognize as viable solution 

for occupying less area in larger size of multiplications with 

traditional and different set of twiddle factors. Thus, a 

NTT/INTT method will have a capability to replace FFT/IFFT 

in OFDM technique with same modulation and demodulation 

technique [8]. Following manner the remaining portion of the 

paper is configured. Section II reviews the SSA algorithm 

with using NTT and INTT method. Section III describes the 

proposed method OFDM with INTT/NTT Integration with 

QPSK Modulation and Demodulation. Section IV gives the 

detailed results and experimental implementations. Finally 

Section V gives the conclusion of this paper. 
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II. RELATED WORK 

   The SSA Algorithm is best one for multiplying operands 

which has maximum word length close to few million bits [9]. 

Traditional multiplication methods, Karatsuba-Ofman method, 

Toom [10] -cook [11] method is not going to work as the word 

length increases. Thus, this SSA algorithm of large integer 

multiplications [12] achieved through NTT/INTT method, 

which is described in Algorithm 1. 

 

Algorithm 1 : Schönhage – Strassen algorithm 

 

// Inputs :P (multiplicand, u bits), Q(multiplier, u 

bits), B(base=2
b
) 

// Output : Z=P x Q 

{ 

1. Initialization: Decompose P and Q, respectively, into a 

sequence of digit pn and qn, 0<n<M, using base B. 

Then assign pn=0 and qn=0 by zero padding for 

M<n<2M. 

2. Pk = NTT(pn), Yk = NTT(qn); 

3. Zk = Pk       Qk;           // point-wise multiplication 

4. Zk = INTT(Zk); 

5. carry = 0; 

6. for i =0 to 2M-1 {  // resolving carries computation 

7. sum = zi + carry; 

8. sbi= sum mod B; carry = |sum/B|; 

9. } 

10. return Z= ∑
2M-1

sbi x 2
ib

; 

11. } 

 

 Algorithm 1 describes complexity of two integer 
multiplication of X and Y and output Z with respect to 2

b
. 

Once  initialization of decomposed input bits X and Y into the 
sequence of digit Xn and Yn with respect to modulo M. This 
inputs will convert it to Xk and Yk as per NTT and INTT 
method of Frequency to time conversion and time to 
frequency conversion, the output data will come from point 
wise multiplications, and finally resolving this carries 
computations by using modulo 2M-1, and return the output 
value in Z . 

III. PROPOSED METHOD OF OFDM WITH NTT/INTT 

   In this Proposed method of orthogonal frequency division 

multiplexing (OFDM) [13] technique which carries a number 

of frequency bands, in a single band of subcarrier, which 

carries a user information in differentiating form of various 

spread spectrum technique such as FDM, OFDM, COFDM, 

VOFDM, WOFDM, and so on. This OFDM technique will 

has a multiple access and multiplexing method of user data 

streams onto downlink and uplink in sub-channels.  

A. OFDM Transmitter 

   In this OFDM Modulation Technique started from Serial to 
parallel converter, this converter will convert the user data of 
multi-bit into single bit, then the second step needs  some 
modulation and demodulation technique, here this design will 

have QAM-QPSK 4 Quadrant Modulation and Demodulation 
will integrated, The output of QPSK data will give to NTT-
INTT module as per real and imaginary conversion through 
fading block to added error signal, then  output of INTT 
module which gives  a modulated data is given to DAC 
module to transmit the modulation signal. In this Fig.2 block 
diagram will describe this flow of OFDM modulation. 

 
Fig. 2. Block diagram of basic baseband OFDM transmitter with using INTT. 

 

In this QPSK modulation is a variation method of BPSK 

modulation, it will have a Double side band suppressed carrier 

modulation scheme, here it will describe in 4 Quadrant with 

using quadrant phase angle method. Output of serial to parallel 

conversion block will alienated into two signal such as SIN 

and COS wave, it will multiplied with encode TX module with 

respect to carrier Oscillator, and finally added with this two 

output of SIN and COS, these modulation signal will be taken 

from here, Fig.3 will show this flow of QPSK modulation. 

 

 
 

  Fig. 3.  QPSK Modulation. 

B. OFDM Receiver 

   In this OFDM Demodulation[14] Technique ,it receives the 

input from transmitter and it is given to analog to digital 

converter, this digital data will process in NTT block with 

same in the method of IFFT its regarding frequency to time, 

this output data will give to QPSK demodulation to split and 

identified the quadrant to take a digital values, these digital n-

bit value will give to parallel to serial converter, and these 

final data will checked in Bit Error Rate (BER), Fig.4 will 

describe a OFDM Demodulation. 
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Fig. 4.  Block diagram of basic baseband OFDM receiver with using NTT. 

   

In this block of Fig.4 will have a QPSK demodulation after 

the NTT Processor with frequency to time conversions, in this 

QPSK demodulator will determine the phase changes from the 

modulation of SIN and COS, and it will identified four 

possible states such as 0, π, +π/2, -π/2. Fig.5 will describe this 

quadrant phase shifting method in π/4. 

 

 
 

 

Fig. 5.  π/4 shifter QPSK Constellation.  

 

As per this Quadrant phase shifting QPSK demodulation 

will consider and recover the original input information's with 

help of Carrier recovery module, low pass filter, symbol 

timing recovery, decision circuits, multiplexer, Fig.6 will 

describe this in details, how this demodulation will happen in 

QPSK. As shown in Fig.6, the input signal of modulation will 

received to BPF (Band Pass Filter), it will reduce the noise in 

upper and lower range of input signal, and the signal will pass 

through carrier recover circuit, such as the numerical control 

oscillator will take to correct the error signal and generate the 

high frequency noise using COS and SIN multiplier, after 

multiplier the output signal will give to low pass filter (LPF), 

and we get the noise reduction output, it will give as a input of 

decision circuit, the decision circuit will find the range of 

frequency changes as per the modulation and generate the 

differential signal, those differential output will multiplexed 

and taken as a output in recovered signal. 

 

 
 

 

Fig. 6. Block diagram of QPSK Demodulator. 

 

IV. RESULTS AND EXPERIMENTAL IMPLEMENTATION 

Implementation of this OFDM transmitter and receiver  

using NTT-INTT module and QPSK 4-Qudrant modulation is 

done separately and tested  on FPGA, and then both the 

system were integrated to form single system. Here we have 

given a input data in a .hex file, its having some hexadecimal 

data, it will readout from file reading code and given into 

QPSK8_NTT_MOD at 8-bit with including carrier signal 

generation from voltage control oscillator, this file reading 

method and carrier signal generation given in test bench of 

this code.  

 

     
 
 

Fig. 7.  OFDM Transmitter and Receiver Top module. 

    

   The top module of OFDM transmitter and Receiver as 

shown in the Fig.7 it contains QPSK8_NTT_MOD, 

QPSK8_INTT_MOD and BER Testing.  
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Fig. 8.  OFDM Modulation. 

 

As shown in Fig.8 the QPSK8_INTT_MOD block will 

contain constellation modulation, QPSK modulation, NTT_16 

point and Fading code for adding the errors. Fig.9 shows  

QPSK8_NTT_MOD block will contain INTT_16 point, QPSK 

Demodulation, Constellation Demodulation, this modulation 

and demodulation code will give a data to Bit Error Rate code, 

this bit error rate will receive this data, and sampled as per the 

demodulation time, then it will compare both modulation and 

demodulation data and given the error output for testing.  

 

 

 
 

Fig.9. OFDM Demodulation. 

 

   This system is designed completely on Verilog HDL and 

Synthesized on Xilinx vivado 15.4.An extended work of SSA 

multiplication is done separately and the simulation result 

including the synthesized diagram of SSA multiplier is shown 

in Fig.10 and Fig.11 respectively. In SSA multiplier output as 

shown in the Fig.10 we have taken two numbers a=98 and b=2 

and the multiplied output is 73mod123. 

 
 

             

 
           
  Fig. 10.  SSA MULTIPLIER simulation results. 

 

        
 

 
 Fig. 11.  SSA MULTIPLIER synthesized design. 

 
                            Table I.  Area and Delay Comparison 

 
 

Parameters 

 

Number 

of slices 

 

 

Number of 

LUTs 

 

Delay(ns) 

 

16 Point NTT 

 

      969 

 

1636 

 

25.847 

 
16 Point INTT 

 
      907 

 
        937 

 
24.503 

 

SSA MULTIPLIER 

 

     2107 

 

1301 

 

   63.9211 

 

Proposed OFDM 

system 

 

     2557 

 

4717 

 

77.268 

 
                           

                             Table II.  Area and Delay Comparison 

 
 

Parameters 

 

Number of 

slices  

 

Number of 

LUTs 

 

Delay(ns) 

 

16 Point FFT 

 

1168 

 

2304 

 

30.687 

 

16 Point NTT 

 

969 

 

1636 

 

25.847 

Input a=98,b=2,mul_out=73mod123 
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  Fig. 12(a).  Area and Delay Comparision. 

 

   
 
   Fig. 12(b).  Area and Delay Comparision. 

 

    In the Table I the delay and area comparison of entire 

proposed OFDM system is given. Table II clearly shows that 

NTT consumes 29% less LUTs and 15.77% less path delay as 

compared to FFT [15]. The bar graph shown in the Fig.12 (a) 

and Fig.12 (b) for the Table I and Table II respectively. This 

certainly shows that the overall OFDM area and delay can be 

reduced using the proposed method and also provides more 

computational features. 

 

V. CONCLUSION AND FUTURE SCOPE 

    In this research work, we explored feasible solution of 
OFDM modulation and demodulation technique with low 
complexity SSA based multiplication of large integer focusing 
on FPGA implementation . We have designed and proved the 
performance of QPSK 4 Quadrant modulation and 
demodulation technique with NTT-INTT modulation and 
demodulation in OFDM  using SSA algorithm. Finally 
proposed method shows that NTT consumes 29% less LUT’s 
and 15.77% less path delay as compared to conventional 
method of FFT.  

    Future research may include more optimization of design 
using advanced algorithms to reduce overall power and delay. 
Thus this OFDM methodology is suitable for all digital signal 
processing applications for transmission and reception of large 
data with less bit loss in high speed communications. 
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Abstract—In the last few years, information and communi-
cation technology market has been witnessing rapid growth. In
future, 5G Service Based Architecture (SBA) with a multitude of
key enabling technologies are expected to provide a wide range
of services such as rapid emergency response, virtual hospital
kiosks, wearable devices, autonomous vehicles, etc. With the
proliferation of tiny IoT devices and drones, it is envisioned
that the network densification will take place in future 5G
networks. This paper provides an overview of location module co-
located at the 5G gNodeB (gNB-Base Station) to deliver location
information in the dense 5G network. The location module
provides opportunities to deliver effective location information
from the network side together with popular navigation tools
and applications like Google maps. The paper also addresses the
design of an example use case and developed proof of concept of
Platform as a Service (PaaS) for drone operations in 5G.

Index Terms—5G, 5G SBA, DoA estimation, API, Platform,
Drone Services.

I. INTRODUCTION

Nowadays location-based services and technologies are
rapidly increasing but applications such as autonomous cars,
telemedicine and emergency services need precise location
services [1]. Currently, these location data are obtained from
the Global Positioning System (GPS) and then provided to the
Over-The-Top (OTT) Applications. This information is used
to provide several location-based services including navigation
and route suggestions etc. Service Providers (SPs) or Network
Operators use the information from the GPS through the net-
work signaling procedures to cater to the needs of emergency
calls [1].
In future, the 5th generation communication technology (5G)
will transformation in to a new set of technology and service
capabilities for a wide variety of vertical industries such as
automotive, healthcare etc. 5G will become unified network
to provide new applications and services across different
vertical sectors. In recent years, there has been significant
attention gained in developing a vertical for smart cities. In
urban scenario, sources are denser, tightly coupled and always
connected to the internet. Ubiquitous coverage in an ultra-
dense environment is provided with the help of the densely
deployed small cells and macro cells [2]. Fig. 1 explains the
current location techniques and the requirements for delivering
location information in 5G networks.

Fig. 1. Existing Location Techniques and 5G Location Requirements

From the service point of view, the 5G Core Network
(CN) is more important because it provides functions such
as mobility, authentication, security and session management.
Now that the 3rd Generation Partnership Project (3GPP)
standardized the core network to SBA [3]. The SBA enables
globally connected services and platforms to meet the demands
of different vertical industries.
The paper is organized as follows: Section II of the paper
explains 5G key enablers and background on the location
module. Section III explains about the utilization of API in
5G SBA. Section IV explains the architecture of the location
module in the network. Finally, 5G SBA Platform as a Service
(PaaS) use case has been outlined followed by summary and
section V cover the paper conclusions.

II. 5G ENABLERS AND BACKGROUND ON THE LOCATION
MODULE

The key enablers in 5G are Network Function Virtualization
(NFV), Mobile Edge Computing (MEC), Software Defined
Networking (SDN) and Application Programming Interface
(APIs) [4]. Fig. 2 shows the illustrations of key enablers in
5G.

• NFV mainly transform the functional modules of a net-
work into network function software and instantiates at
the right time when needed.
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• MEC is introduced in the 5G core network to improve
the service environment and the user experience by vir-
tualized server platforms for reducing the network traffic
and signal load in the core network [4].

• SDN is a foundation layer that enables SPs to move
workloads in a virtualized network. SDN provides agility,
flexibility and availability thereby offering the ability to
spin-up new services dynamically.

• APIs plays a vital role in the delivery of services to the
3rd party with the help of Network Exposure Function
(NEF).

Fig. 2. Key enablers in 5G

A. Background to the Location Technologies

OTT provides applications to offer services such as naviga-
tion, messaging, teleconferencing, video and music streaming,
etc. OTTs are the stakeholders in SP network. OTTs need user
location to offer better services like video recommendation,
route suggestions, automated call and video quality improve-
ment. These OTT use GPS modules available on the devices
for location information. GPS based locations are accurate
only up to 8m [5].
Fig. 3 explains how the OTT collects the location data from
devices using the GPS module. Let M1 and M2 be two mobile
handsets with GPS module. Consider that the user of M1
device is searching for a video in the OTT application. The
OTT application will request the built in GPS module for the
location and time data. The module receives the beacon signal
from at least four satellites and these beacon signals are used
to extract the location coordinates and current time [6]. The
location coordinate and time data will be given to the OTT
server. The OTT server has algorithm to sort the video as per
the user request, location, date of upload and the users interest
from his recently watched videos. The user gets to see video
that is more relevant to him [7].
OTT can provide the service through the network but they

cannot assure any quality in the services. The quality in
the services is handled by the SP. It depends on the signal
quality, bandwidth availability, etc. 5G technology will uti-
lize Internet of Things (IoT) devices deployed for different
applications such as Smart City air quality monitoring, Smart
Healthcare wearables, Telemedicine Kiosks, Emergency Re-
sponse services, Surveillance Cameras, Traffic Signals, Point

Fig. 3. GPS based location services used by OTTs

of Sale machines. Locating these devices using GPS is near
impossible activity. The tiny IoT sensors may not have the
hardware capability to host GPS receiver. To overcome these
challenges, distributed location management is required from
the 5G network side. The paper proposes a location module
to improve the location services delivered by the OTT. The
Location module is co-located on the 5G Base Station servers
(gNB) and Sensor Gateways.

III. UTILIZATION OF APIS IN 5G SBA

Currently, 3rd Party applications communicate with the
network server using the APIs. As shown in Fig. 4, in the
5G network, APIs are expected to be used widely at the
remote cloud and edge of the network. The APIs are central
in the overall service delivery and bridge the developers to
the network capability and provide secure access to the SP
database [8].
Representational State Transfer (REST) and Simple Object

Fig. 4. Role of APIs in 5G SBA

Access Protocol (SOAP) are the most commonly used API
services. REST API will provide functionality to handle and
deliver the data. The client application can create, obtain, list,
or modify the server data by using the HTML protocols such
as GET, PUT, POST and DELETE. XML and JSON are the
most commonly used data format in APIs. XML is a markup
language that is capable to display text data. JSON is more
human-readable format which deliver the data more in the
form of data structure in the modern programming language
[8]. In 5G, the APIs will play a vital role in the service
delivery.
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IV. ARCHITECTURE FOR LOCATION MODULE IN 5G SBA

Location module supports the functionality of localization
engine which can deliver more accurate location compared to
the other localization techniques that uses GPS. The location
module co-operates with a direction finding and beamforming
module within the 5G gNB. The super-resolution techniques
provide the directions of the users as well as the small base
stations. It is also anticipated that the small cells within the
network provide their own locations using embedded GPS
module. The IoT devices within the proximity of small cells
will be coupled with the sensor identifiers (IDs). The overall
locations are collected by the network and converted into
detailed location map which will include IoT devices and
sensors deployed in the network. All information are stored
in SP database to generate intelligent maps. Fig. 5 gives an
overview of location engine architecture in 5G SBA. Location
engine is enabled by the following:

• GPS Info: Collect location information with GPS and
provide to the OTTs.

• Radio Resource Management (RRM): RRM coupled
with network intelligence will map sensor IDs to small
cell locations.

• API and NEF: APIs interacts through NEF to securely
provide location information to 3rd party applications.

• Beamforming / Direction Finding: Helps to estimate
angles of arrival of different sources in the network.

Fig. 5. Location Module Architecture in 5G SBA

The software architecture of the location module for 5G SBA
in described in Fig. 6. The software design is done using the
Python programming language. It consists of 3 major parts
such as Location data storage , Location generator, REST API,
Visualization Dashboard.

• Location Generator: In the location generator the angels
and distances of user equipment estimated from the small
cell will be converted to the latitude and longitude of the
of the user equipment .

• Location Data Storage: The coordinates of the devices
as obtained from the location generator, device id, base
station to which the device is connected is stored to the
database at MEC.

Fig. 6. Software architecture of the location module

• Visualization Dashboard: Visualization dashboard at the
SP side will help the operator to track the users or devices
in real time.

• REST API Services: The REST API provides the loca-
tion data from the database to the 3rd party applications.
3rd party application developers use the APIs to improve
the location accuracy in their Applications.

The following section explain the proof of concept and use
case developed to showcase the functionality of the 5G SBA
and Location module in drone rental application

V. 5G SBA PLATFORM: USE CASE AND PROOF OF
CONCEPT FOR DRONE RENTAL SERVICES

Platforms are one of the key enablers in 5G to support appli-
cations and provide different services on the cloud. Platforms
are scalable, flexible and dynamically programmable where
many network functions are built, configured and deployed
based on the network, traffic and use case dependencies to
enable service [9]. Platforms offer APIs to provide Platform
as a Service (PaaS) to deliver real-time location information,
which is reasonably challenging. This paper designed an
example use case and developed proof of concept for 5G SBA
Platform which can be utilized by drone operators.
Drone or quad copter is a lightweight and flying object that can
be used in various applications such as on air seed sowing for
the large cultivation field, remote monitoring the cultivation
field, cargo delivery in e-commerce, emergency response etc.
With the current generation of communication, drone services
are not widely established mainly due to the poor coverage
and connectivity [10]. The drone services will become a reality
with 5G enabling deeper coverage and connectivity [11]. Fig.
7 shows the proof of concept architecture developed for the
drone rental service in 5G.

A. Drone Rental SP Infrastructure
The service provider infrastructure consists of an application

server and a dashboard. The server handles the user informa-
tion and location data of each drone given to the users. The
dashboard, displays the live location of the drones for tracking
and health status of individual drones.

B. 5G SBA providing NEF capabilities to APIs
5G SBA consist of NFV which enables different services

such as enhanced Mobile Broadband (eMBB), massive Ma-
chine Type Communication (mMTC) and ultra-Reliable Low
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Fig. 7. Architecture developed for Drone Rental Service

Latency Communication (uRLLC) to the 3rd parties [12]. Each
drone will be connected to the network using 5G small cells.
By using the location engine, the location of each drone is
estimated and the data is stored to the database. As shown in
the Fig. 8 by using the SPs APIs, the drone can be tracked
more precisely with data stored in the SP database. REST
API provides location data from the database to 3rd party
applications securely via NEF.

Fig. 8. Service Provider Infrastructure

C. User Interface for real time tracking

It is expected that all the drones are tracked by the SP using
the location engine explained previously in this paper. The
client application in the User Equipment (UE) will receive
the location of the drone through the REST APIs from the
drone SP database. This will help the owner of the drone
to locate it, get the state of charge, remaining flight time,
etc. The client application also offers drone service request,
payment and reservation. Apart from the mobile application,
the website offers drone services for the drone users to check
the availability and reserve drones online. The web page also
supports payment option. The web page was designed using
the HTML and PHP. Snapshot of the web page is shown in
Fig. 9. The page to locate the drone was generated using

the location module that co-located with the 5G Base station.
Fig. 10 shows the mobile application developed as a proof

Fig. 9. Webpage provided by the drone rental company

of concept to demonstrate location tracking of drone. The
blue markers represent the drones, the red marker represents
the base station to which the drones are connected and the
blue layers represents the coverage of the base station. Drone
owners can use this application to track the drones by using
the APIs provided by the SP. Third party applications can use
the APIs to offer additional services to the customers along
with the services offered by the drone provider.
The location services play a vital role in tracking the drones

Fig. 10. Mobile Application for real time tracking of Drones

and monitoring its health. Platforms allow users to remotely
control the drone operation using the client application. Ad-
vanced Machine Learning algorithms can be applied to auto-
mate various services such as autonomous address discovery,
navigation and product delivery. Fig. 11 shows the example
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Fig. 11. Example SP dashboard operational aspects

SP dashboard at the Network Operation Center (NOC). The
SP dashboard has the following modules:

• Home Location Register (HLR) is the primary database
that holds the information of the subscribers. HLR is
maintained by the 5G SP and it contains user information
such as name, address, account details, data balance and
settings.

• User Database is managed by the drone service provider
to store details of the users. Details such as name,
address, type of service requested, history of service
opted, payment details and

• Drone Locations is provided by the location module in
real time.

• Fault Management module frequently checks for the
health of the drones and reports it to the NOC.

• Provisioning Drones module initiates the licensing and
monitors the consensus of the user agreement. If any
violation is observed, it initiated auto return function
where the drone is returned back autonomously to the
service provider.

VI. CONCLUSION

This paper proposes a location module for 5G communica-
tion technology. The proposed module supports the 3rd party
mobile applications and OTT Services by providing enhanced
location data of the user or IoT devices. By using the location
modules APIs, the OTTs or applications can get the accurate
location data for devices from the SPs. By using this method, it
is ensured that the personal details of the devices or consumers
are protected by the SPs. The paper concludes by showing
example APIs and Platform framework that can be utilizing
the 5G SP. It is anticipated that the proposed SP based location
framework will help the OTTs to provide more secure location
based services without exposing the user identity.
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Abstract—VLC is need of high-speed data rate transmission 

for next-generation networks. LOS communication is a must for 

a high-speed VLC communication system. In the VLC system, we 
have formed a high-speed Visible light communication system 

utilizing WDM, and PI scheme for broadcast information in the 

visible form of eight channels, each one bear 10 Gbps data 

accomplished by the VLC link of 160 m. We have compared 

performance improvement using AMI coding and duo binary 
coding. The bit rate of 10 Gbps up to 160m has been investigated 

using Q factor in eye diagrams and bit-error-rate (BER) which is 

targeted to achieve the value greater than 7 and less than 10-9 

respectively. VLC system simulation is done on Optisystem 15.
 

Keywords—Alternate mark inversion; Duobinary, Wavelength-

division multiplexing; Polarization interleaving; VLC 

communication 

I.  INTRODUCTION  

 Visible light communications (VLC) systems is a data 
communication which uses visible light between 400-800THz 

(780-375nm) ranges in the electromagnetic spectrum[1]. In 
this paper, the laser diode is used as a source in the WDM 

(Wavelength division multiplexing) PI (polarization 

interleaving) Visible light communication system[2]. VLC 
(Visible light Communication) using WDM (Wavelength 

Division Multiplexing)–PI (Polarization interleaving) 
Transmission System for long distance transmission and high-

speed data LASER is used[1]. A LASER pointer, with 
alternate mark inversion and Duo binary Coding, has better 

accomplishment in VLC systems due to the high distance 
along with luminous beam concurrence. High-speed and 

Long-reach Hybrid AMI-WDM–PI is used in VLC 

communication system [3]. In this paper, we compare AMI 
Coding and Duobiny coding with the help of WDM-PI VLC 

system [4-6]. In this paper, we compare between AMI 
(alternate mark inversion techniques) and Duobinary 

techniques using WDM (Wavelength Division Multiplexing)–
PI (Polarization interleaving) Visible light communication 

System. 

 

 1) Coding 

In this paper, we compare two coding techniques, 

Alternate Mark Inversion (AMI) and Duo binary coding with 
the help of WDM-PI VLC system. These two techniques are 

A.   AMI Coding 

AMI is Line coding techniques. AMI is a bipolar encoding 

in which if 0 is generated then it touches reference line means 

neutral (zero) voltage represents binary 0 and if 1 is generated 
then alternating positive and negative voltages show binary 1 

[7]. 

 

B.   Duobinary Coding 

In communication, Duobinary is also a return-to-zero (RZ) 
line coding and duobinary coding is also bipolar encoding 

techniques, in which three values are used which are +,- and 
zero in which two are nonzero values. this type of signal is the 

duo binary signal [7-8]. 

2)  Wavelength Division Multiplexing:
 

• WDM is an analog multiplexing technique to combine 

the optical[8] signal.
 

• Light has a property that keeps it from mixing and 

allows it to be separated into its wavelength. 

• To utilize the high data rate capability of FSO, WDM 

has been devised. 
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• Wavelength division multiplexing method used to 

increase the capacity of the system[9]. 

II. SYSTEM DESCRIPTION 

The integrated VLC WDM–PI technique designed is displayed 

in Fig 1 and architecture is simulated using OptiSystem™15 

software. 

1) AMI  System: 

 

 
 

Fig. 1. Proposed 10 Gbps AMI–WDM–PI VLC communication system. 

B. Transmitter 

Implementation of Tx stage of AMI FSO Visible Light 
Communication System using AMI-WDM-PI is shown below 

in figure 2[3,9]. In the transmitter side firstly bit sequence 
generator is present which transmit the bit sequence after that 

dual port Mach-Zehnder modulator is present which 
modulated the binary sequence. In the block diagram, signal 

modulates over illuminated sources of 0 dBm and wavelength 

of 650 nm along with 1 nm separation. Delay-and-add and 
subtract procedures are used to produce AMI line codes [2]. 

Data are transmitted through NRZ pulse generator, as in on–
off keying [10-11]. 

In the below block diagram even and odd channels are 
present in the form of data channels and this even and odd 

channels are individually multiplexed[2]. Polarization 

controller maintained the two multiplexers output. This two 
polarization output give to ideal MUX input and this MUX 

output combined with the channel in the form to switch the 
azimuth specification of the even and odd channel to 

orthogonal signals[2]. 

 

Fig. 2. Implementation of T x stage of AMI FSO VLC. 

C. FSO channel 

• The FSO channel[3] includes a Tx and an Rx 
antenna.  

• In the free space wireless channel (FSO) even and 
odd channels are present in the form of data channels and this 

even and odd channels  are [2]  individually multiplexed with 

the help of WDM multiplexer. the polarization controller 
maintained the multiplexer output. [11]. 

 

Fig. 3. Channel operation in VLC System 

D. Receiver 

In VLC system at the receiver [5], side contains 

polarization splitter (PS) which split the FSO Channel signal 
output, give approval polarization stage, this signal split into 

even and odd signals. The polarization splitter output is later 
recognized by a photodiode PIN for demultiplexing, signal 

filter by the Bessel low pass filter[2]. 
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Fig. 4. Receiver operation in FSO VLC System 

D. Duobinary 

• The Duo binary was produced by first generating an 
NRZ duo binary signal utilizing a precoder and a 

duo binary pulse generator[12]. 

• Figure1 shows a system transmitting a Duo binary 

signal at 10 Gb/s. 

• The duo binary precoder used in this place was 
composed of a Binary not gate along a delayed 

feedback path. 

• AMI and Duobinary transmitter side are same except 

Duobinary transmitter side have binary NOT 
before Duobinary precoder.
 

 

 

Fig. 5. Implementat ion of Transmitter stage of Duobinary VLC System. 

III. RESULTS AND DISCUSSION 

A. Figures and Tables 

 

 1) Positioning Figures and Tables: The specification 

value details of this system are specified in Table 1. 

Table 

Head 

 

Parameters Value Subhead 

1 
Bitrate 
 

10  Gbps 

2 Distance 160 m 

3 Operating wavelength 650-657 nm 

4 
T ime window 
 

12.8-009 s 

5 
Sample rate 

 
640e+009 Hz 

6 
Sequence length 

 1024 
bits 

7 
Sample per bit  
 

32  

8 Number of samples 32768  

9 Symbol rate 10e+009 Symbol/s 

10 Transimpedance amplifier 90 Ohm 

11 Noise Figure 6 dB 

 

A. AMI–WDM–PI  

Figure 6 performs the efficient estimation of the planned 

AMI–WDM–VLC communication system in the form of Q 
factor and BER[14]. In this system, we used channel distance 

160 m with 10 Gbps bit rate sequence. Channel 1 and Channel 

8figure 6 shows accomplishment evaluation of the planned 
transmitter, channel and receiver respectively. The Q-factor 

for channel 1 is   7.52929 dB for link length 160 m whereas for 
channel 8 it is noted as 7.00885dB at FSO.likewise, channel 1 

BER value is recognized as 2.45736e-014whereas channel 8, 
it is noted as 1.19991e-012 at FSO transmission of 160m, 

respectively.  

 

  

(1) Channel 1eye diagram for AMI system 
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(2) Channel 8 eye diagram for AMI System 

Fig. 6. Eye diagram analysis for channel 1 and channel  8 at the receiving 
end of 160m 

B. Duobinary–WDM–PI 

Figure 5 performs the efficient estimation of the planned 

Duo binary–WDM–VLC communication system in the 
form[13] of Q factor and BER[14]. In this system, we used 

channel distance 160 m with 10 Gbps bit rate sequence. Figure 

5 shows the accomplishment evaluation of the planned Duo 
binary system respectively. We get channel 1 Q-factor is  

5.27457 dB for link length 160 m whereas for channel 8 it is 
noted as 7.04974dB at FSO. likewise, channel 1 BER value is 

recognized as 6.65303e-008 whereas channel 8, it is noted as 
8.96229e-013  at FSO transmission of 160m, respectively. 

 

 

(a) Channel 1 eye diagram for Duobinary System 

 

 

(b)Channel 8 eye diagram for Duobinary system 

Fig. 7. Eye diagram analysis for channel 1 to 8 at the receiving end of 160m 

IV. CONCLUSION 

We compared between AMI scheme and Duo binary using 

WDM–Polarization interleaving Visible light communication 
system. The whole designing structure is based on FSO optical 

link of 160 m with the 10 Gbps data. The results are stated in 
forms of eye diagrams that demonstrate that entire eight 

channels, each one accomplish10 Gbps AMI-encoded data and 

Duo binary data, are transmitted and retrieved well with 
adequate BER, and Q Factor. It has been observed that the 

AMI is better than Duo binary encoding scheme in the form of 
Q factor as well as BER which is targeted to achieve the value 

greater than 7 and less than 10-9 respectively[14]. 
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Abstract: The automotive industry is increasingly 

focused on specialization and customization. The goal 

is to optimize product features with regard to 

transport effectiveness, safety, quality and 

environmental impact leading to a minimized lifetime 

cost for the vehicle. But one piece in the puzzle is to 

have better understanding of how the vehicles actually 

are used, through the sensor data available in the 

vehicles. Here we develop a data logging system for off 

highway mining equipment’s. The GSM, GPRS and 

Ds3231 RTC modules are used for this data logging 

system. The different parameters readings from the 

sensors are stored and uploaded to server if some 

errors are diagnosed. This error data is saved in SD 

card and the error diagnosed data is logged to cloud 

through network. from the server the data can be 

easily opened in monitoring desktop or phone. For 

further fault analysis and research, can be done in 

manufacturing service center. 

Keywords: GPRS/GSM; SIM900a; DS2331 RTC 

Module; Data logger and Arduino Mega 

I. Introduction 

As society is making lighting up the transportation 

needs of the world is a tremendous issue with wide 

effects on nature and on human lives. One way of 

making the transportation solutions more effective is 

to use a specially tailored vehicle for the intended 

usage. The automotive industry is increasingly 

focused on specialization and customization. The 

goal is to optimize product features with regard to 

transport effectiveness, safety, quality, and 

environmental impact leading to a minimized 

lifetime cost for the vehicle. 

Present day trucks are perplexing electro-

mechanical frameworks with many arranged 

Electronic Control Units (ECUs). Sensors are placed 

throughout the system. This connectivity makes it 

possible to access sensor signals, which give a view 

of the state of the vehicle and its components and 

subsystems. The available information is of interest 

to a number of different stakeholders, as for example 

development, fleet owners, and traffic accident 

researchers [2]. The stakeholders want to optimize the 

vehicle and its functionality, which leads to a need 

for various types of information, as for example 

driver behavior and vehicle usage Developers want 

to know how the vehicle is performing, to get errors, 

faults, and abnormal behavior [8], in order to improve 

the vehicle and understand when and why 

components fail [3]. Fleet owners are able to plan for 

maintenance to minimize the risk of vehicles 

breaking down and missing scheduled runs. Drivers, 

fleet owners, automotive companies, and insurance 

companies are all concerned in on-board 

information from the vehicles. 

 

             Fig 1. The structure of data logging system. 

As we are using the internet the structure pushes 

toward getting to be confirmed and constant data 

watching and real time data monitoring is also 

possible using GSM/GPRS system [9]. In this paper 

we have designed a real time data logging system for 
off highway mining equipment. Here the data is 

recorded through sensors whenever any error takes 

place in the equipment, this data is logged and saved 

in SD card and from server it can be easily 

monitored in PC or phone. For further analysis the 

structure of this system is shown in the above Fig 1. 

To build this we are using Arduino Mega 

microcontroller here the data can be logged at any 

interval of time to maintain the date and time [7] we 

are using RTC module DS3231 and get the 

temperature, speed and current readings [6]. 

The rest of this paper is composed this way. In area 

II we have examined the past work accomplished for 

this undertaking. In segment III proposed work, we 
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have made an analysis of technologies used and the 

overall system architecture of the system is 

discussed. In section IV, we have analyzed the raw 

sensors data. In section V, we have represented the 

flow chart of the work. In section VI we have wind 

up the paper by showing outcomes. Lastly in section 

VII we concluded the paper and the future work. 

II. Previous work 

In the field of vehicle data acquisition and logging 

study there exists both fully ready products, research 

ideas and prototypes [4]. 

There are many telematics products created on 

vehicle data [10]. Volvo Trucks has a fleet and vehicle 

supervision system called Dynafleet, where 

available info is, for example, vehicle position, 

driver rest times, fuel consumption and service 

intervals. General Motors has a system called 

OnStar, which has almost the same services. Part of 

this system is vehicle diagnostics, which uses the 

diagnosing errors for the different systems. Some 

other companies also have similar products. The 

work in this project concentrates on the on-board 

analysis. The aim in this project is also to extend the 

available information from the vehicle and describes 

different research solutions to vehicle data logging 

and analysis. 

III. Proposed work 

A. Internet of things (IoT) 

Earlier, the internet comes to be used for in truth 

getting to locations to speak with each special. 

anyhow, with the development of improvement, the 

internet is used for interfacing machines with higher 

limits and occasional strength usage to the cloud. 

further, in recent times huge affiliation of sensors 

that would benefit and way records may be made 

with those devices. Additionally, a tiny bit at a time 

went with this came the likelihood of "Internet of 

things" with the help of which PC can accumulate 

information about any substance.[1] 

B. Vehicle logging  

The modern trucks are complex mechatronic system 

containing several distributed and networked ECUs. 

The different ECUs are specialized to handle 

specific subsystems and their functionality, for 

example an Engine Control Module or Gearbox 

Control Module. Each ECU receives and transmits 

messages on the different networks using CAN 

protocol. The ECU controls the specific subsystem, 

by getting the input from the sensors and sends the 

output signal to the actuators. In the event of faults 

Diagnosing the Trouble Codes are set and The On-

board Diagnostics [14] connection is the legally 

defined standard for the connection through which 

diagnosed errors can be studied at manufacturing 

service-centers [11]. 

C. The system architecture and specifications 

Here the gateway is made of GPRS,GSM sim900a 

module, DS3231 RTC module, SD card and 

Arduino Mega microcontroller.  

 

      Figure 2: system architecture of logging system 

The sensors of the dumper truck measures such as 

eingne oil temperature, eingine oil pressure and 

speed of the vehicle are programmed by 

microcontroller and the data is logged. The system 

architecture of logging system is as shown in Figure 

2. 

D. Arduino Mega 

The Arduino Mega-2560 is a microcontroller board 

(ATmega2560).  It has 54 digitals enter and output 

pins (in which 15 can be used as PWM outputs), 16 

analog inputs, four UARTs (hardware serial ports), 

a 16 MHz crystal oscillator, a USB connection, an 

electricity jack, an ICSP header, and a reset button. 

The information and yield pins are utilized for 

developing the placing for composing packages for 

the board. This device makes a level to structure our 

framework. With the assistance of this current 

gadget's exhibition which can be utilized to connect 

to IoT. 

E. Pressure transducer: 

• Make: ADZ (made in Germany)  

• Pressure rating: (0-400PSI) (0-27.5bar)  

•  Electrical rating: (10-32V) (4-20mA) 

• Minimum 10V is required to drive the 

current through channel. 

• Requires two port pins for communication. 

• This is current type sensor.      

F. Temperature sensor: 

• Make: ADZ (made in Germany) 

• Temperature rating: (0-400PSI) (0-1500Ω)  

•  Electrical rating: (10-32V) (4-20mA) 
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• Minimum 10V is required to drive the 

current through channel. 

• This is resistive type sensor.  

G. Speed sensor: 

• The inductive impact in the sensor's curl is 

creating the wavering voltage, for example, 

one sort of sinusoidal waveform signal (∼ 

AC voltage).  

• The voltage sign created by the sensor 

relies upon the speed of the flywheel and 

the number of turns in the curl. The yield 

voltage could be likely somewhere in the 

range of 1V and 5V  

• When the fly(gear) wheel with the teeth 

goes in enough close separation to the shaft 

stick of the sensor, the attractive field 

encompassing the loop is changed. Because 

of the adjustments in the attractive field, 

and the voltage is prompted in the loop, 

which is relative to the quality and rate of 

progress of the attractive field. One 

completely complete swaying is created for 

every tooth that goes adjacent to the sensor 

post stick. 

H. GPRS/GSM sim900a 

• Single supply voltage: 3.4V – 4.5V  

• Supports UART interface  

• Supports a solitary SIM card  

• Firmware redesign by investigating port  

• Communication by utilizing AT directions  

• Power sparing mode: Typical power 

utilization in SLEEP mode is 1.5mA  

• Frequency Group: SIM900A Dual-band: 

EGSM900, DCS1800. The SIM900A can 

look through 2 frequency band groups 

consequently.  

• Dual-Band GSM/GPRS 900/1800 MHz.  

• RS232 interface for direct correspondence 

with PC or MCU unit.  

• Configurable baud rate. 

H. DS3231 RTC module  

The DS3231 is ease, amazingly particular real Time 

Clock that can maintain hours, minutes and seconds, 

simply as, day, month and three hundred and sixty-

five days. Likewise, it has programmed recompence 

for bounce years and for a substantial duration of 

time with underneath 31 days.                                                                                            

• Accuracy ±2ppm from 0°C to +40°C 

• Accuracy ±3.5ppm from -40°C to +85°C 

• Digital Temp Sensor Output: ±3°C 

Accuracy 

• Register for Aging Trim 

• RST Output/Pushbutton Reset Debounce 

Input 

• Two Time-of-Day Alarms 

• Programmable Square-Wave Output 

Signal 

• Simple Serial Interface Connects to Most 

Microcontrollers 

• Fast (400kHz) I2C Interface 

• Battery-Backup Input for Continuous 

Timekeeping 

• 3.3V Operation 

 

IV. Analyzing the raw data of sensors 

A. Pressure sensor (Engine oil pressure) 

Precision of analog channel A1 = 

5/1023=0.0048875V or 4.88mV 

The resulted curve of pressure sensor obtained is a 

straight line, not passing through origin and cutting 

the Y-axis. It is shown in the fig below in result 

section 

Considering Y= mx+c, standard equation of a 

straight line. 

Where,   

Y= Current(mA) output of transducer 

m= Slope i.e. (mA/bar) = (current/pressure) 

x= pressure applied to the transducer 

c= offset current output of transducer when no 

pressure is applied 

Therefore, the slope value obtained by calculating is 

m = 0.56mA/bar 

Table 1: Average Slope calculation 

B. Temperature sensor (Engine oil temperature) 

Raw data of sensor resistance Rs raw = Analog read 

A0 

Voltage Vin = 5V 

Rc buffer = Rs raw * Vin 

Y=current 

in mA 

M=slope x=pressure 

in bar 

C=offset 

current 

4 M0=0 0 4 

5.1 M1=0.56 2 4 

6.8 M2=0.56 5 4 

7.4 M3=0.56 6 4 

9.7 M4=0.57 10 4 

 Mavg=0.56   
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Voltage across resistance Rc, VRC = Rc buffer / 

1023℃ 

RS buffer = ((Vin / -VRC) -1) 

C. Speed sensor (Engine crankshaft speed) 

Fly wheel is a geared wheel which has 118 teeth’s, 

and the Coil winding is concentrated at the tip in 

which magnet is cylindrical in shape 

When the tip of sensor faces the teeth of a flywheel 

flux converges closely increasing flux density as 

shown in Figure 3. 

When the tip of sensor faces the gap between teeth’s 

(during normal time) the flux is distributed as shown 

in Figure 4 

Therefore, as flux converges and redistributes the 

coil in that region feels the changing flux and 

generates the EMF  

If number of teeth counts is 118, one rotation is 

completed  

If in a minute number of counts=N 

Then, N/118 give number of rotations in a minute 

i.e.=(N/118) RPM 

V. Flow chart of the project work 

The figure 6. below shows flow of the proposed 

project. With the help of Arduino Mega-2560, 

DS3231 RTC module, GSM/GPRS module as 

shown in figure 2 above. After accumulating 

information of temperature, pressure, and speed 

from sensors. The data is uploaded to the server. And 

monitored in PC or phone. 

 

Figure 6: flow diagram of our project 

VI. Result and discussion 

With the assist of Arduino Mega-2560, DS3231 

RTC module, GSM/GPRS module as verified in 

figure 2. After accumulating information of 

temperature, pressure, and speed from sensors [6]. 

The data is uploaded to the server. And monitored in 

PC or phone. Figures 7,8,9,10 and 11 and Table 2 

and 3 depict the results. 

We have taken the Engine transmission oil 

temperature and air pressure raw data were 

temperature sensor is resistive type, as a result 

current and temperature linearly increases as shown 

in the Figure 9. Resistive curve which is nonlinear in 

nature [5], were the pressure sensor is current type of 

sensor, as the result there is a change in pressure 

which is shown in the Figure 8, Current v/s Pressure 

curve which is linear in nature is as shown in Figure 

11. 

 

 

 

 

 

Table 2: Data obtained from pressure sensor 

1bar = 100KPa                             

Current in 

(4-20mA) 

Pressure 

in bar 

Pressure 

in KPa 

4 0 0 

5.1 2 200 

6.8 5 500 

7.4 6 600 

9.7 10 1000 

Figure 3: Schematic 

representation of speed sensor 

Figure 5: when teeth coincides 

with sensor pin 

Figure 4: when sensor 

tip coincides the gap 
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Fig. 7: The data logged by pressure sensor is 

monitored in PC 

 

     Fig. 8: Resultant curve of current v/s pressure 

 

 

 

 

 

Table 3: Data obtained from temperature sensor 

 

Figure 11: data logged by engine speed sensor is 

monitoring in PC 

VII. Conclusion and Future work: 

This project work provides the error information to 

the driver as well as the manufacturer which would 

help in a well-operational configurable on-board 

vehicle data system. Present day trucks are 

unpredictable electro-mechanical frameworks with 

many arranged Electronic Control Units and Sensors 

are put all through the framework. This connectivity 

makes it possible to access sensor signals, which 

give a view of the state of the vehicle and its 

components and subsystems. The results of remote 

vehicle data logging system for off highway mining 

equipment’s is shown in the result and discussion 

section. 

The next step would be to run the created hardware 

unit on actual vehicle. This would give the 

opportunity to determine the resource usage in 

detail. In this project, tests were conducted where the 

analysis gave useful results for monitoring engine 

pressure, engine crankshaft speed performance, and 

vehicle engine temperature, but there are many more 

other settings in the vehicle where the study is likely 

Resistance in K Temperature 

in ℃ 

1029 40 

460 60 

164 90 

74 120 

40 140 

Figure 9: data logged by temperature sensor is monitoring 

in PC 

Figure 10: resultant curve of temperature V/s    

resistance 
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to be applicable. Appropriate areas could be opted to 

monitor and detect between different driver behavior 

or to monitor definite subsystems as the engine, 

transmission, or air suspension. 
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Abstract — Advancement in communication systems 
has resulted in the increase of services of different wireless 

technologies such as WiFi (Wireless Fidelity), LoRa (Long 

Range WiFi), LTE (Long Term Evolution), WiMAX (World 

Wide Interoperability for Microwave Access), etc. 4G wireless 

technology gives all enhanced features such as cost-
effectiveness, high data transfer rate and provides direct 

communication. LoRa also provides mobility feature and 

portability feature. Installation and implementation of these 

networks are easy. LoRa and LTE wireless networks give high 

data transfer rates and better service when compared to other 
networks like 1G, 2G, 3G etc. and these networks are heavily 

used by the users for communication. LoRa caters to long-

range communication. The other technologies such as WiMAX 

is not widespread across India. Bluetooth technology has 
disadvantages like short-range, slow data speed, poor data 

security when compared to LoRa and LTE. This paper 

provides related work on LTE and LoRa performance-based 

simulations. In our Simulation, we have shown how LTE and 

LoRa work with different node densities such as 25, 50, 100, 
150 and 200. PLR (Packet Loss Ratio) is calculated as nodes 

increase with increased traffic. PLR is compared between LTE 

and LoRa. The experiment is done using OMNET++ tool. 

Performance of LTE and LoRa is tested separately. S imulation 

results have shown that performance of the LoRa is better 
when compared to LTE because PLR is high on LTE network 

with increased node density and increased traffic compared to 

LoRa.   

  

Keywords— LTE, LoRa, PLR, PGW, D2D (Device to 

Device) 
 

I. INTRODUCTION  

Transfer of data between two or more points that 

are not physically connected is termed as wireless 

communication.  The distance is  short, like a few meters for 

remote television control, or thousands or even millions of 

kilometers. It includes multiple types of fixed, mobile and 

portable two-way radios, cell phones and radio access 

networks. Usage of these wireless networks is increasing 

day by day. As traffic demand grows exponentially, users 

are facing problems with loss of data and increasing 

latency. Different technologies  are used in the 21
st

 century 

to support efficient data transfer such as WiFi, Bluetooth, 

Infrared and D2D (Device to Device) in cellular networks. 

[1]. The users of any wireless technology expect always the 

best connection at any time with high-speed data transfer. In 

order to meet the user requirement, technology is growing 

day by day and the capacity of the cellular networks has 

been increasing with advanced technology such as 3G and 

4G. Still, there exists a demand for higher network capacity 

and faster traffic. LTE (Long Term Evolution) and LoRa 

(Long Range WiFi) networks are widely used by the users.  

 LoRa is used for low cost and unregulated point to 

point network connectivity. Features of Long Range WiFi 

(LoRa) are: 

 Maximum output power 2000mW 

 Data transfer rate: 300 Mbps 

 Frequency: 2.4 GHz IEEE 802.11 b/g/n 

 It works with indoors and outdoors  

Long Term Evolution introduces an omnipresent ne

twork concept.  LTE also offers higher data rates for many 

previously unavailable services and applications. This 

facilitates global roaming among different types of mobile 

access networks. LTE supports various scalable bandwidths 

from 1.4 MHz to 20 MHz [2]. Few LTE features are 

listed here: 

 Increased data rate, DL 3Gbps, UL 1.5Gbps  

 Improved performance at cell edges 

 Range up to 20 Km. 

 Bandwidth from 1.4 MHz to 20 MHz 

 Supports equally TDD (Time Division Duplexing) 

FDD (Frequency Division Duplexing) 

In order to find the most suitable and the best 

network to send data as the traffic flow increases, 

simulation is done with different node densities and traffic 

flows. The proposed work is done with the OMNeT ++ 

simulation tool. Performance of the network is evaluated by 

PLR (Packet Loss Ratio). PLR is evaluated by adding 

interference that modifies the signal in an abnormal way. 

The interference of data is evaluated by using LoRa and 

LTE network. 

This paper presents  an analysis of PLR (Packet 

Loss Ratio) with LoRa WiFi and LTE technologies. This 

paper contains following sections : Section II summarizes 

the Related Works, Section III has the Comparison of 

Technologies, Section IV has Experimental Design and 

Section V has Results and Analysis . 

   

II. RELATED WORKS 

Shihab Jimaa et al [3] present a futuristic approach 

about LTE in  Cloud Radio Access Network, Multihop 

Wireless Networks and MPLS (Multi-protocol label 

switching). Here, LTE uses uplink and downlink 

transmission based on multiple access technologies. This 

paper focuses on the LTE requirements  and multiple access 

technologies used in LTE. According to the results 

observed, uplink and downlink used for peak bit rate with 
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the help of High-Speed Packet download Access (HSDPA) 

and High-Speed Packet uplink Access (HSUPA).  

 

Zeeshan Hameed Mir et al [4] appraise two 

Communication standards namely  802.11p by IEEE 

(Institute of Electrical and Electronics Engineers) and LTE 

(Long term evolution) by 3GPP for vehicular networking.  

This has a variety of parameters such as vehicle density and 

average speed. The standards of communication are 

compared in different scenarios with delay, scalability and 

mobility. As per the results, LTE has higher network 

capacity and supports mobility. It was also observed that 

delay increases as the network load decreases. Results show 

that IEEE802.11p provides end-to-end delay of less than 

100ms and a 10-kbps throughput.  

 

Abhijeet Bhorkar et al [5] presented analytical 

expressions of LTE-U throughput in the presence of WiFi. 

Paper shows the results with the help of threshold and 

transmission power during the usage of LTE-U and WiFi. It 

also compares the performance of WiFi and LTE-U. In 

some scenarios, transmission power of LTE-U and WiFi is 

reduced to 30dbm when transmission power is 20dbm, it 

improved the WiFi throughput. So, LTE-U is better with 

WiFi in terms of throughput. 

 

Tauseef Ahmad et al [6] proposed the wireless 

network performance  where LTE is used in Medium 

Access Control (MAC) layer. Traffic in User Datagram 

Protocol (UDP) is considered for evaluation. Throughput, 

end-to-end delay and jitter parameters have been evaluated. 

For downlink scenarios, parameters such as bandwidth and 

packet size were considered. As per the results, bandwidth 

and throughput were increased, but delay and jitter were 

decreased. This is implemented with NS2. 

 

Dong Hyun Kim et al [7] proposed the 

communication of WiFi and LoRa technologies with the 

help of Long-Range, low-power and a large amount of data 

transmission. To provide efficient data transmission, WiFi 

and LoRa technologies are used. It also finds the distance 

between WiFi and LoRa. It is implemented with WiFi, 

LoRa gateway and an end device which is to test the 

performance of developed device. RSSI (Received Signal 

Strength Indicator) has valuated according to the distance 

and data rate. Based on the results obtained, LAN can 

communicate with high transmission rate and LoRa can 

communicate with low power and long-distances. 

 

Martin Bor et al [8] describe the impact of the 

selection of parameters that define LoRa transmission based 

on performance of communication. This work developed a 

link probing regime that helps to find transmission 

parameters, which satisfy functional requirements. So, the 

method for LoRa transmission deploys the LoRa wireless 

network. Here, every transmission parameter is tested based 

on the performance impact. Based on the results obtained, a 

good transmission parameter suitable for a stronger network 

operation and balanced energy utilization is identified. 

 

R.Bosisio et al [9] proposed a multi-antenna E-

UTRA which conforms to 3GPP recommendation. The 

downlink is used in the system performance. Here, the 

users’ scheduling and interference mitigation (like 

interference coordination and interference randomization) is 

proposed in terms of E-UTRA and compares the 

performance between the interference. According to the 

results, method is efficient for the traffic load because of the 

randomization of coordination and interference.  

 

Mahmudur Rahman et al [10] proposed the 

interference avoidance method for LTE downlink. The 

proposed method is evaluated with simulation and it is 

compared with number of references mechanisms. It also 

attains the higher performance. Cell edge and throughput are 

compared to the previous methods. Here the mechanism is 

used in various scenarios. In terms of results, it shows that 

static mechanisms achieved improved cell-edge throughput. 

 

Si WEN et al [11] proposed several interferences in 

coordination mechanism that includes centralized power 

control, resource allocation, mode selection strategy and 

distributed self-optimization schemes. These schemes 

provide, routine of D2D communication enabled network 

and evaluate the effect of local service ratio and user 

density. It also analyzes the efficiency of single cell 

assessment and multi-cell simulation. Based on these 

analyses, the results are observed that Device to Device 

communication increases the capacity of the cellular 

network. 

 

Muhammad Usman Memon et al [12] provides a 

comprehensive assessment of the WIFI and ZigBee 

technology interference. Paper shows that how results are 

analyzed which gives the deployment information used in 

radio access technologies to avoid common interference. 

Here, the results show the ZigBee communication with 

various frequency offsets and distance respectively in the 

two scenarios. The ZigBee and WiFi investigated with the 

help of experiments and tests and the results were used in 

distance and frequency offsets between both the 

technologies. 

 

Rongqing Zhang et al [13] proposed a scheme 

which make a network  corresponding to the ideal resource 

sharing. They also introduced an interference-aware graph-

based resource sharing mechanism which is more effective 

in allocating the resource at the base station with the less 

difficulty in computation. With the respective results, it 

analyzes two resource sharing schemes .  Performance is 

more about network data rate that confirms the effectiveness 

of communication and the D2D communication underlays 

traditional cellular networks. 

 

 Thiemo Voigt et al [14] examine the use of 

directional antennae and more number of base stations with 

internetwork interference. Here, directional antennae signal 

strength at receiver side is evaluated without increasing 

transmission energy cost. According to this paper, both the 

methods improves the LoRa network performance in the 

interference settings. Based on the results, the directional 

antennae and several base stations have improved the 

performance. 
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Charalampos Orfanidis et al [15] examine the 

interference interactions between LoRa and IEEE 802.15 4g  

networks. It shows LoRa receives high packet rate with 

IEEE    802.15 4g interference. Paper shows the evaluation 

of protocols for both radio access networks. According to 

the results, LoRa is much better under interference than 

IEEE 802.15 4g and radio configuration of LoRa is 

important for degree of tolerance. Here the main 

significance of results comes in both the radio platforms 

where there are collision avoidance mechanisms, reliability 

and robustness in the higher layers. 

 

Salah Eddine Elayoubi et al [16] proposed a model 

of inter-cell interference for  the distribution of collisions 

which takes an effect of power control. Proposed model 

calculates the power in terms of Markovian Analysis . Paper 

compares different interference mitigation schemes. Based 

on the results, the two frequency planning schemes (reuse1 

and reuse3) are compared, although reuse3 decreases 

interference and overall throughput because of the loss of 

resources. 

 

Klaus Doppler et al [17] presented the for D2D 

communication method and events in LTE network. Here 

the D2D communication analysis provides feasibility in 

system simulations and in terms of traffic, the buffered 

traffic holds cellular and D2D connections. In terms of 

throughput, it reduces the D2D peers where it is not located 

in the same room. According to the results, D2D 

communication works under the cellular network. So, the 

throughput will increase to 65% compared to D2D traffic 

which is relayed on a cellular network.  

 

Cenk M. Yetis et al [18] classified the problems of 

signal space interference as proper and improper based on 

various equations. With the help of Bernshtein’s theorem, it 

finds the feasibility analysis by using MIMO interference 

channels.  It has observed that when the system is improper, 

then it is infeasible in other systems. 

 

Pengcheng Bao et al [19] described the problem in 

the D2D  communication which underlays cellular 

networks. Some of the concepts  such as accessible region 

and reusable region are used. It calculates boundary of both 

accessible and reusable region. With the help of this 

scheme, it effectively increases the interference between 

both regions.  

 

Jaeyoung So et al [20] describe the LoRa network 

server(LNS)  implementation on OpenStack. Experiment is 

done using open sources for LoRa terminal, LoRa gateway 

and OpenStack. According to the results, the operations on 

LNS has classified as four blocks: the gateway agent, 

application server agent, LoRa data and LoRa Agent. It also 

improves the scalability and maintainability and conform to 

system design. 

 

Giriaja CV et al  [21] provided a SNR based 

Master-Slave Dynamic D2D Communication Algorithm 

(SMSDCA). Algorithm increases the resource utilization 

and also provides better QoS. D2D channel is assigned by 

the base station. The proposed method considers the SNR, 

energy, and movement of the device. This is implemented in 

a MATLAB simulation. Result shows the throughput and 

count of users served in D2D communications. According to 

the results, the interference in the D2D communication is 

decreased by assigning the transmission power.  

 

III. COMPARISON OF TECHNOLOGIES 

TABLE I Comparison of LoRa and LTE 
Features LoRa LTE 

Modulation SS Chirp OFDMA 

Bandwidth  500-125kHz 200MHz 

Data Rate 300 Mbps DL 3Gbps 

UL 1.5 Gbps 

Output power 20 dBm 23-46 dBm 

Range 15 Km Up to 20 Km 

Cost Low High 

Power consumption Low High 

 

IV. EXPERIMENTAL SETUP 

A. Experimental setup for LTE 

          The performance of LTE is evaluated by sending 

500B of data using OMNET++. LTE is a network for high-

speed data communication. ENodeB and UE nodes 

represent the LTE network. The experiment is done with 

different node densities. eNodeBs are base stations in the 

LTE network. UE is a device used by the end-user for 

communication. UE uses the PGW (Packet Gateway) for 

communication. PGW that acts as an interface between 

various technologies. Fig.1 shows the experiment was done 

in 3000 * 3000 simulation area where various node densities 

such as 25, 50, 100, 150, and 200 and with different traffic 

flows such as one flow, two flow, three flow, four flow and 

five flow for each node densities. The packet interval is sent 

in 100ms with the linear mobility model. These simulation 

parameters and values are shown in the table II. One flow 

represents the main flow and two flow is adding interference 

to the main flow and it goes on up to four interference. 
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Fig. 1. Simulation setup for LTE network 

 
TABLE II Simulation parameters and values 

Parameters Values 

Simulator OMNeT++ 

Node Density 25, 50,100, 150, 200 

Flows 1,2, 3,4 5 flows 

Packet Interval 100ms 

Mobility Model Linear Mobility Model 

Simulation Area 3000*3000 

      

B. Experimental setup for LoRa 

              The performance of LoRa is evaluated by sending 

500B of data using OMNET++ and compared with LTE. 

Fig.2 shows the simulation was done in 3000 * 3000 

simulation area where different node densities as 25, 50, 

100, 150, and 200 and with different traffic flows as one 

flow, two flow, three flow, four flow and five flow for each 

node densities. The packet interval is sent in 100ms with the 

linear mobility model. These simulation parameters and 

values are shown in the table III. One flow represents the 

main flow and two flow is the main flow with adding 

interference to the main flow and it goes on up to four 

interferences. 

 

 

 
Fig. 2. Simulation setup for LoRa network 

 

 
TABLE III Simulation parameters and values 

Parameters Values 

Simulator OMNeT++ 

Node Density 25, 50,100, 150, 200 

Flows 1,2, 3,4 5 flows 

Packet Interval 100ms 

Mobility Model Linear Mobility Model 

Simulation Area 3000*3000 

V. RESULTS AND ANALYSIS 

A. LTE Network  

Table IV shows the PLR (Packet Loss Ratio) for 

LTE network as traffic increases by one flow up to five 

flows. 

 
TABLE IV. PLR for LTE network. 

 

 
Flows 

 

 
PLR 

 
Node Count  

25 50 100 150 200 

1 0.2 0.2 17.6 19.6 19.6 

2 11.6 19.6 30.2 37.4 39 

3 15.6 26.4 36 40.2 57.2 

4 17.8 36 48 48 59.4 

5 19.6 48 77.6 77.6 81 

 

  

Fig.3 shows the PLR ratio for LTE network with 

different node densities 25, 50, 100,150 and 200 with 

different interference - one flow, two flow, three flow, four 

flow and five flow. 
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Fig. 3. PLR for LTE with various node densities and interference 

 

In the above experiment, PLR is calculated by 

using the formula as follows: 

 

                                       ⁄                                 

(1) 

 

 The simulation results show that as traffic flow 

increases for increased node densities, packet loss ratio also 

increases. PLR is high with 200 node density for all the 

traffic flow when we compared to other node densities 25, 

50, 100, and 150. PLR is less with 25 node densities when 

compared to other node densities 50,100 and 200.  

 

B. LoRa Network  

Table V shows the PLR (Packet Loss Ratio) for 

LoRa network as traffic increases by one flow up to five 

flows. 

 
TABLE V. PLR for LoRa Network 

Flows PLR 

 
Node Count  

25 50 100 150 200 

1 0 0 0 0 0 

2 0.6 1.6 1.6 1.8 3/39 

3 1.6 5 7.4 8.8 10.4 

4 7.2 7.6 8 9 13.8 

5 8.6 9.4 15.8 16.2 17.8 

 

Fig.4 shows the PLR ratio for LoRa network with 

different node densities 25, 50, 100,150 and 200 with 

different interference one flow, two flow, three flow, four 

flow and five flow. 

 

 
Fig.4. PLR for LoRa WiFi with various node densities and 
interference 

 

 Simulation results proved that the performance of 

LoRa is better, i.e. PLR is less when compared to LoRa 

WiFi. Results have shown that as traffic increases , PLR also 

increases and it is decreased with less traffic flow. PLR is 

high in LTE when there is the same traffic in both LTE and 

LoRa. So, the performance of LoRa is better than LTE with 

different node densities and traffic flows. 

 

VI. CONCLUSION 

The overview of this paper explains on LoRa WiFi 

and LTE wireless networks provide high data rates and 

better service when compared to other networks like 1G, 

2G, and 3G etc. These networks are heavily used by the 

users for communication. In our Simulation, we have shown 

how LTE and LoRa work with different node densities 25, 

50, 100, 150 and 200. PLR is calculated as nodes increases 

with increased traffic. PLR is compared between LTE and 

LoRa. The results of the simulation showed that the 

performance of LoRa is better when we compared to LTE 

because PLR is high in LTE network with increased node 

density and increased traffic compared to LoRa. 
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Abstract— The superior semi Z-source 

arrangement resounding DC to DC converter as a 

hopeful topology for the PV module level power 

gadgets applications. The converter includes a wide 

information voltage and burden guideline go on 

account of the multi-mode task, for example at the 

point when the shoot-through heartbeat width 

balance and stage move tweak are joined in a solitary 

changing stage to understand the lift and buck 

working modes, separately. 

 

Keywords: solar photovoltaic; resonant converter; 

DC to DC converter; quasi Z-source converter; 

renewable energy; MIC 

I. INTRODUCTION 

A two-organize topology is proposed, which 

comprises of a lift converter and a SRC. The lift 

converter steps the changing PV voltage VPV to a 

halfway steady voltage transport VDC, mid. The 

SRC converter is worked at fres,1 fifty-fifty cycle 

broken conduction mode (HC-DCM). This 

empowers an exceptionally effective voltage 

change by using the transformer spillage inductance 

as reverberation inductance and the charging 

current in mix with the parasitic yield capacitances 

of the full-connect MOSFETs for ZVS switching. 

A DC-to-DC converter is an electronic circuit 

which changes over a wellspring of direct current 

(DC) starting with one voltage level then onto the 

next. It is a class of intensity 8 converter. The DC 

yield voltage is constrained by fluctuating 

obligation cycle. There are three essential kinds of 

DC – DC converters considered for DC control 

transformation. These circuits are structured by 

utilizing a semi directing switch, for example, a 

thyristor, IGBT, GTO. The switch is turned on by 

an entryway beat (obligation proportion). The 

switch is associated in arrangement with the heap to 

a DC supply, or a positive voltage is connected 

between the terminals. At the point when the turn is 

killed, the present stream diminishes which is 

considered as underneath holding current, or an 

invert (negative) voltage is connected among anode 

and cathode terminals. Along these lines, legitimate 

entryway beats are required for acquiring the ideal 

converter yield. The impedance arrange gives a 

proficient outcome the power change Different 

topologies and control strategies utilizing 

distinctive impedance-source systems have been 

displayed in the writing, e.g., for flexible speed 

drives, uninterruptible power supply (UPS) 

disseminated age, (energy component, photovoltaic 

(PV), the breeze, and so on.) battery or super 

capacitor vitality stockpiling electric vehicles. The 

general square graph for impedance arrange is 

appeared in figure1. With the exchanging design, it 

is feasible for electrical power change application.  

By and large, the Z-source converters are ordered 

into two fundamental sorts: one is voltage-

encouraged another is a current-sustained inverter. 

Notwithstanding, ZSI gives the support between the 

source and inverter extension and it effectively 

makes the short and an open-circuit whenever 

relying upon the method of activity. Accordingly, 

the customary VSI/CSI based impedance arrange 

experiences following issues like broken info 

current in the lift mode for the voltage-encouraged 

ZSI. The improved exhibition creates the answer 

for this issue which has equipped for bidirectional 

power stream and buck– help activity, despite the 

fact that the changes must be turn around blocking 

gadgets. This topology is for the most part 

conceivable in sustainable power source age and 

basic engine drives applications. 

II. LITERATURE SURVEY 
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Zambra, D. A. B., et al., (2010) proposed 

"Examination of NeutralPoint-Clamped, 

Symmetrical, and Hybrid Asymmetrical Multilevel 

Inverters." This paper presents execution files, for 

example, complete symphonious bending, first-

request mutilation factor, second-request twisting 

variable, normal mode voltage, semiconductor 

control misfortune circulation, and warmth sink 

volume. Staggered inverters are intended to exhibit 

99% productivity at the ostensible working point 

[1]. Fundamentally, these kinds of structures 

require countless. Qian, W., et al., (2011) proposed 

"Trans-Z-source inverters." The proposed inverter 

is developed by utilizing two inductors and 

capacitors 64 interfaced with DC source and the 

inverter connect [2]. This is workable for both buck 

and lift activity expanded voltage gain and the 

voltage worry in the yield waveform. It is another 

bidirectional power stream based diode - 

impedance organize for building up the switch 

blocking IGBT. In this way wide scope of voltage 

is acquired from different applications, for 

example, half and half/electrical vehicles to other 

engine applications.  

Trinh, Q. N., et al., (2012) proposed "another Z-

source Inverter Topology with High Voltage Boost 

Ability." This paper proposes the voltage gain 

proportion of SL inverter is high and little shoot - 

through obligation proportion. The volume and cost 

of the framework are practically same as those of 

the regular one. Symphonious current is delivered 

over the inductor with inverter side. Huge channels 

are required.[3]  

Nguyen, M. K., et al., (2013) proposed "TZ-Source 

Inverters." This paper proposes a solitary stage 

high-advance up lift voltage inverter dependent on 

transformers, called TZ-source inverters. This 

inverter creates an exceptionally high lift voltage 

gain when the turn proportion of the transformer is 

bigger than one. This decreases the transformer's 

size and weight while delivering a similar yield 

voltage gain yet the transformer windings produce 

voltage stresses.[4]  

Tang, Y., et al., (2013) proposed "Z-source AC-AC 

converters taking care of compensation issue." In 

this paper, a Z-source AC-AC converter is 

displayed to improve the buck-support capacity, 

which incorporates four switches in single stage 

and six switches in three stages. For wellbeing 

reason, another correspondence technique is 

utilized without utilizing any snubber circuits. The 

outcomes are confirmed both by recreation and trial 

bad habit. These converters have more points of 

interest and accomplish low exchanging 

misfortunes and less number of switches, thusly 

high effectiveness and extraordinary unwavering 

quality were accomplished.[5]  

Reddy ,T. S., et al., (2013) proposed "Novel DC-

DC Converter for PV framework with High 

Voltage Gain." This paper exhibits another group of 

dc– dc converters real points of interest of this 

topology are the info current is ceaseless with low 

swell; the information inductor is intended for 

double the exchanging recurrence, with resulting 

weight and volume decrease; the voltage worry 

over the switches is lower than half of the yield 

voltage, and normally cinched by one yield channel 

capacitor. As a weakness, a little snubber is vital for 

each switch and one extra winding for every cell is 

required for the autotransformer.  

Zengin, S.J, et al., (2013) proposed "Decoupling 

Capacitor Selection in DCM Flyback PV Micro 

inverters Considering Harmonic Distortion" [6]. 

This paper centers around the choice of least 

decoupling capacitor esteem for the best possible 

task of irregular conduction mode by thinking about 

the all out symphonious twisting (THD) and PV 

control usage proportion [11]. A decoupling 

capacitor choice strategy for single-stage and two-

organize flyback inverters is proposed. For single-

arrange inverters, the decoupling capacitor is set 

over the PV yield terminals, and ought to be 

estimated by the ideal THD limit. For two-organize 

inverters, the control strategy for the dc– dc 

converter decides the phase where the decoupling 

capacity happens. 66 Thus, the PV side decoupling 

capacitor ought to be dimensioned by the PV 

control usage proportion, and the inverter side 

decoupling capacitor ought to be chosen by the 

ideal THD confinement. It is noted from the 

proposed framework yield reaction of the 

information voltage module, channel to source 

voltage and exchanging beat, transformer essential 

voltage and auxiliary voltages, input current, 

transformer optional side current, yield voltage, 

yield current, and yield voltage are decreased [12].  

Beriber,D., et al., (2013) proposed "MPPT 

Techniques for PV Systems." This paper proposes 

another plan to expand the yield control from dc 

interface sun oriented board [7]. Consequently the 

converter requires MPPT circuit. The lift converter 

is utilized to venture up the vitality level just as to 

coordinate the 50 load voltage. There are three 

MPPT procedures for reviewing power creating 

application, for example, Perturb and Observe, 

Incremental Conductance, fluffy rationale based 

following method. The P&O and Incremental 

Conductance are extremely old model calculations 

and it has more downsides. The unfaltering state 

working point wavers greatest area, it might be the 

wastage of intensity from the PV board. However, 

the fluffy rationale controller gives quick and stable 

following most extreme power as contrasted and 

other control procedures. The significant bit of 

leeway of this plan is that it quantifies the PV 
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current flawlessly. Das, M., et al., (2014) proposed 

"A Novel Control Strategy for Standalone Solar PV 

Systems with Enhanced Battery Life." another 

control plot ABC (three stage) to DC is proposed 

for an independent PV application [8]. There are 

two power changing over stages utilized for high 

increase DC– DC activity, which is trailed by three 

stage converter. The responsive power load is 

considered for PV based independent application 

and the dynamic power request is constrained by 

controlling the dc connect voltage. Besides, the 

responsive power is constrained by shifting the 

inverter yield voltage size. The greatest power 

tracker is consolidated with the controller. The 

MPPT give control at the season of sun powered 

power request and improve the battery lifetime. 

However a dump load isn't required for 

overabundance vitality charging and load 

generation. The bidirectional converter is utilized to 

understand the DC interface based battery 

association. 

III. PROPOSED SYSTEM 

The galvanically bound semi Z-source game plan 

full DC-DC converter is assessed as a cheerful 

methodology for Photovoltaic applications [9]. This 

control system contains the qZS sort out (LqZS1, 

LqZS2, CqZS1, CqZS2, SqZS), a full-interface 

inverter (S1… S4), the voltage doubler rectifier (D1, 

D2, C1, C2) and a phase up isolation transformer 

TX. 

 

 
Fig 1. Block diagram of proposed system 

The voltage range information is accessible. no 

matter what voltage, current knowledge  

incorporate. From above estimated structure the 

input is from pv panel which is 11.33 V (from fig 4). 

After  Using full bridge inverter this 11.33V DC is 

converted to ac which is as input to to the 

transformer which having ratio 1: 230. Using VDR 

we get the increased voltage in dc form whicg is near 

to 30V (From fig 5) 

 

 

Table I Specifications of Components used 
in the Hardware 

Component Specifications 

S1, S2, S3, S4 MOSFET IRF 540 

S MOSFET  CZ01B508 

D1, D2 UF 5408, 4Amp, 250V 

Cf 0.1uF ac 400Vac 

Lf 1.2mH 4Amp 

 

 
Fig 2  Block diagram of the control system  

The proposed control framework is very basic since 

it doesn't control the DC-connect voltage. In many 

appropriated age applications, the DC-interface 

voltage is adjusted by the power utilization of the 

heap, for example inverter, vitality stockpiling, and 

so forth. On the off chance that the DC link voltage 

surpasses the cut off points characterized for the 

typical task, the insurance calculation will cripple 

the converter activity. 

IV. RESULT 

 

 

Fig 3. Hardware model of proposed system 
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Fig . 4. Input voltage from PV panel. 

 

 

Fig 5. Output voltage from voltage doubler rectifier 

side 

V. CONCLUSION 

An unusual single-sort out galvanic in nature 

withdrawn huge development in DC-DC converter. 

Because of the different mode operation the results 

from the output are with increased in voltage range 

and this is our main aim for this methodology. 

Course of action reverberating tank consolidated to 

the helper bit of converter incorporates a extensive 

voltage data and weight rule expand. Let the above 

defined system gives the results which having high 

inclination with  above methodology, believing 

upon the working condition we get desire results.

 For future work we will develop it for the 

aircraft technology as well as for distributed power 

generation which will generate from renewable as 

well as non-renewable sources.  
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ABSTRACT - The paper presents a Buck-Boost 

converter with reduced ripple current based delta star  

network. The main objectives are to reduced current 

ripples and improve Efficiency of the Conventional 

Buck Boost Converter. A delta to star impedance 

network using converter input side .The proposed 

system consists of the Buck Boost Converter’s inductor, 

a Coupled  based inductor, Resonant inductor &  

capacitor. The buck boost converter efficiency is poor 

for high gain and Current ripple high.so, proposed 

Buck Boost Converter ripple current can be Reduced 

and efficiency can be improved. Hence the Buck Boost 

Converter with delta to star network is used to improve 

the above mentioned-parameters.  

                 The existing and modified system is verified 

using MATLAB simulink software and results proves 

the above mentioned parameters. 

 

Keywords – Impedance network,  Buck Boost Converter,  

Ripples Reduction 

 

I INTRODUCTION 

 
             Current scenario Different delta to star techniques 

have been developed & studied in the literature survey to 

be adopted in the circuit to increase converter’s o/p 

performance, that is the Conversion ratio, to different  

benefits like the Distributed systems powered by renewable 

sources. Examples, WIND power system, & SOLAR 

system .then commonly used as LED driver, used for 

power factor corrections ,used in HVDC system ,and used 

in hybrid electric vehicles[1] – [5] .But , some papers have 

been put into improve converter’s input side performance, 

that is the current ripple of the input side, using delta star 

networks.  

 

                 Very unique from way to deal with the  ripples 

problem of the buck boost by converter using proposed 

network in input side of the boost  converter disadvantages 

are Lower Dynamic Response of the circuit   & make the 

boost circuit un necessarily big and decreasing the 

efficiency , using the coupled based delta star technique is 

one of the final solution.[6] but, most technologies are 

implemented by replacing the converter’s input side 

inductor with coupled  based delta star Network.[7] which 

may not be an convenient applications in industrial benefits 

as it required to improve the real circuit of the conventional 

converter.[9]-[12] currently, one another coupled based 

delta star network has been proposed in to reduce the i/p 

side  ripples without the value to replace the Converter’s 

Inductor. but, two capacitor pair are needed in this type of 
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method & the Resonant Inductor is required to be 

comparatively high. 

 

 

 

 
 

                   
               Figure 1.Conventional boost converter with 

impedance network 

 

                  

     Figure 1 Shows the structure of conventional boost 

converter. This work propose a delta star technique based 

conventional converter to work with the ripple  problem for 

the bst converter . delta star  network consists of a main 

inductor, a L1,L2 (coupled) inductor, and a Lr inductor & 

two capacitor. The existing system remains the 

conventional converter’s original circuit and voltage 

conversion advantage reduce the  ripples & the improve 

efficiency of the conventional converter. 

 

 

                     The paper presents a structure for effectively 

reduced ripple current with high efficiency ,but no help for 

minimized the Average Current of the buck-boost circuit’s 

inductor.in this case we are using delta to star network 

based modified Buck Boost Converter with reduced input 

ripples. Active solution can  adopted to reduce the input 

side ripples for  conventional boost converter. The most 

attractive and typical solutions is to merge other power 

converters using an Interleaved Converter. the i/p current  

distributed to  Inductor in other power converter and i/p 

side ripples can simultaniously reduced by normally 

controlling other power converters. and, the stress of 

current on each other normal power converter’s inductors 

can be distributed at same time. But, this technique may 

high to the cost increases and very complex of the existing 

system as more passive & active component are needed. 

 

 

 

 

 

 

II PROPOSED SYSTEM 

 
 

A Buck Boost circuit 

 

 

 
 

Figure 2.Buck boost structure 

 

Figure 2.shows the circuit of the Conventional Buck Boost 

converter  is greater than or less than the I/P voltage. A 

circuit having the two main switches, two different diodes, 

inductor, and output capacitor. The voltage of the 

magnitudes depends upon the main duty cycle. these 

converter also known as the  Step down & Step up 

transformers. The i/P voltage is step down/up to some level 

of less than or more than the input voltages, by using the 

lower conversion level, the output power is equal to the 

input. 

 

B.Modified system 

 
                   This paper proposes delta star network based 

Buck-Boost converter with current ripple reduced The fig 

3. Shows the proposed circuit. 

 

 
                             

                         Figure.3.Proposed Converter 
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 The Buck-Boost structure consists of two main MOSFETs 

S1 & S2,and two converter diodes D1 & D2 & the delta 

star network consists of a Lbo main inductor , L1 and L2 

Coupled Inductor (L2 is the secondary and L1 is the 

primary sides),and a additional inductor Lr and two 

capacitor Cr. The modified converter remaining the Buck 

Boost Converter’s original circuit and ∆ge conversion 

advantage reduce the ripple current input side and the 

current of the inductor. 

 

 To modify the equations of the working principle, two 

assumption are as follows: 

                   

 i)   All components are  ideal 

 ii) Two capacitor size is large that the switching ∆ge  

      across each capacitor is considered. 

 

 

C.Modes of operations 

 

             The circuit has 4 modes of operation in both 

discontinuous & continuous  modes of the inductor. 

 

Mode1 : In this mode  S1 is ON condition, and converter 

diode D2 turned ON, Diode D1 reverse bias condition, 

switch S2 is OFF, current is flowing through the load via 

the main inductor and current in the load and the charge on 

output capacitor builds up gradually during the ON period.  

 

Mode 2 : Switch S2 is ON and  S1 still ON & the D2 diode 

is reversed current by the voltage of the output, The 

Inductor is charged by the ∆ge of the i/p V & I increases. 

and The current through the  La inductor & the current  

through the Lb(iLb) inductor is Increasing  from iLa is 

bigger than inductor 2 current, The current through the Lc 

inductor (iLc) is +ve.  the  is store the energy. As to the 

increase the value in iLbo, The maximum of the ripple 

eliminated in this case.  

 

Mode 3 :The switch is OFF & the D1 and D2 is same time 

conducting. the initial source of current now the inductor. 

The Lbo inductor  is and energy releasing & current  

decreasing.  current  inductor via (iLa) is increasing & 

current  flow in  the next Lb(iLb)  is decreasing. iLb is 

bigger than iLa,  current flowing the  Lc(iLc) is not +ve & 

the Cr is energy releasing. In this mode4, the value is 

increased in iLa can balance the amount is decreased in 

iLbo, the inductor input side current ripple reduced. 

 

Mode 4 : in this mode switch S1 conducting and diode D2 

still conducting, diode D1 reversed biased, switch S2 is 

turned OFF, current is flowing through the load from the 

converter inductor and the output Co charged,D2 is now 

forward bias. 

 

 

 

 

 
 

(a) 

 

 
 

(b) 

 

 

(c) 
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(d) 
 

Figure .4 Modes of operation (a) Mode I (b) Mode II (C) Mode III  

(d) Mode IV 

 

 

D.Design equations 

 
converter having the Lbo inductor, two switches 

S1,S2,Cout capacitor & load. Modified circuit having 

L1,L2 inductor, Cr inductor, resonant capacitor . By using 

Kirchof law, 

 

          La = inductor 1 + M 

          Lb= inductor 2 +M 

          Lc= Resonant inductor                     (1)  
 
where inductor 1 & inductor 2 of the  Coupled Inductor and  

Equivalent inductor is the inductor 3, M mutual inductor 

 

Dutyratio 
 

               D =Ton/T                                      (2) 

 

Output voltage 

 

Average voltage across the main inductor is zero, 

 

           Vo = Dvin / ( 1 – D )                         (3) 

 

 

To design  capacitor & inductor  of the Buck Boost 

Converter 

 

           Lo = ( 1-D )Vo/(ΔILO)fs                     (4) 

 

Output capacitor 

 

            Co=D/ (Rfs) ( ΔVco/ vo)                     (5) 

 

 

The avg current of the conventional converter inductor 

Lbo, equation given below 

 

           IAvg-D=Iin ( 1- D )                                      (6) 

 

           IAvg-s=IinD                                                  (7) 

 

 

Using kirchoff’s circuit law for input current 

 

 

            Iin=ILbo + ILa                                             (8) 

 

The i/p side ripples current of the modified converter can 

be derived as 

 

 

           ΔIin=ΔILbo + ΔILa                                       (9) 

 

 

III SIMULATION RESULTS 

 

 

The MATLAB simulation results of the existing  & 

.proposed converter results are obtained and verified. Fig.5 

shows the   voltage current across the switch and fig 6 

output diode voltage and current . 

 

 
 

 
Figure .5 Input current & voltage of the 

conventional boost converter 

 

 

 

 

V 

I 

Time 
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Figure 5.shows the inductor current ripple . To reduce the 

inductor ripple current using the delta to star network & 

figure 6.diode voltage and current.  

 

 

 
 

Figure .6 Diode V and I of the boost 

Converter 

 

 

 
 

Figure .7 O/P Δge of the conventional 

boost converter 

 

Figure 5 shows switching across the voltage and current(I) 

of the   boost converter and the ripple (I)current is 

identified in the traditional converter. Fig7 shows  output 

voltage of the traditional converter.  
 

 

 
 

Figure .8 Inductor current and switching voltage of 

the existing System 

 

 

 
 

Fig .9 Output voltage of the existing system 

 

 

Fig 8 shows switching across the voltage and current of the  

existing circuit, the ripple current can be reduced compared 

to the traditional converter. Fig 9 shows  output voltage of 

the existing circuit. 

 

 

 
 

Figure .10 Diode V and I of the 

modified system 
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figure 10 diode voltage and current of the modified system. 

figure 11 shows the inductor current and switching voltage 

of the modified system. 

 

 

 
 

 

Fig .11 Inductor current and the MOSFET 

voltage of the modified system 

 

 
 

 

Fig .12 Output voltage of the modified system 

 

 

Fig 11 shows switching across the voltage and current of 

the modified circuit, the ripple current can be reduced 

compared to the traditional converter. Fig12  shows  output 

voltage of the existing circuit. 

 

IV CONCLUSION 
 

The Buck Boost Converter having a star to delta impedance 

network with reduce input current ripple and improves 

efficiency. The converter with coupled inductor reduces the 

ripple current and average current. The delta star network 

based Buck Boost converter in the main inductor to reduce 

the  ripple current. which apply the delta star network to 

replace the Inductor in the Buck Boost Converter. The 

ripple is reduced comparing to the conventional converter 

.and also improved the efficiency comparing to the 

conventional converter. The proposed system is used in 

telecom and computer applications and also used in electric 

vehicles photovoltaic cells & satellites 

 

 

 

V REFERENCES 

 

 

[1] YP.Siwkoti, PC.Lo, .Blabjerg, S.. Andrasen, &  

E.Town, For distributed generation using impedance 

network bst  converter,’ Trans of IEEE.,Indu. 

Electrons.,volume.60,number2, P.1060 to 1069,February-

2015. 

 

[2] YP. Siwkoti,  Blabjerg, &  PC. Lo, ‘Qusi Y source bst 

circuit,’Transn of IEEE. Power Electrons.,volume-30, 

number-12, P.6514 to 6519,Dec2015. 

 

[3] Zang, HHC.Lu, Zang, Y.Li, Chenn, &                                                                          

B.Zang, ‘ High gaim with delta star nwk conventional bst 

converter ’ Transn . Electroni., volume.33, number.9, P. 

6661to6665,Sep2017. 

 

[4] R.Ericson &  .Maksiovc, ‘Fundamental of Power 

Electrons’,2 nd . Bostton, MA, United states of America 

,Kluweer-2001. 

 

[5] JM.Simneli & A.Torey, ‘For bst derived high power 

factor converters with design consideration,’ in Procs. 7th 

Int.Confe.IEEE Appl.  Electron., 1992,vol.2,pp.186 to 192. 

 

[6] WT. Fn,  K.F.Yen,  H.S.Chng, ‘ Semi conductor filter 

use of series devices for filtering  harmonics,’Transan of 

IEEE  Electronics., volume.31 ,number.3,2053 to 

2067,March-2016. 

 

[7] Bedjajev,.Letla, & Zais, ‘Impact of components losses  

of the  capacitor filter dual bridge for the isolation  of 

power electronics transformer,’ in Procs. 8Th Inter. Confe. 

Power Electronics.,Junuary-2013, P.132to137. 

 

[8] J.Wag, WG.Dnford,  K.Much, ‘ Discontinuous 

characteristics with design of a ripples free  conventional 

bst converter,’ Transn of IEEE.  Electronics 

.volume.12,number.4, p. 685 to 694,July-1997. 

 

[9] Diz, Menses, JA.Oliver, Garsia, B.Alo,  JA.Coboss,’ 

Ripples cancellation nwk  with analysis of a conventional 

power(boost) circuit,’  Transa.of IEEE Electroni., 

volumel.24,number.12,,p.2769, December-2009. 

 

[10] YP.Siakoti, .Z.Pengg , Blaabjerg, PC.Loh, & 

G.Town,’ For  power conversion I, topological review with 

V 

I 

Time 

V 

Time 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1363



delta star  netwks’ Transn of IEEE. Power 

Electrons.,volume.30,number.2,p.700 to 716,Februry-2015. 

 

[11] RS Balogg & PT.Kren, ‘Basic filter block with 

coupled inductor,’ Transac of IEEE. power Electrons, 

volume-28., number-1, P. 536to546., January-2013. 

 

[12] BR Linn &  L. Hang, ‘  current ripple reduction with 

ZVS switch interleaved circuit,’Transaction of IEEE. Indu. 

Electrons., volume-55, number-4, P. 1576to1585,April-

2008. 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1364



 

 

Sarbjeet Kaur                                                                         Maitreyee Dutta 
  Department of computer science and engineering                         Department of computer science and engineering 
National Institute of Teacher Training and Research                    National Institute of Teacher Training and Research 

                          Chandigarh, India           Chandigarh, India 

    sarbjeet.cse@nitttrchd.ac.in                             d_maitreyee@yahoo.co.in  

 
Abstrac-- With the continued demands of software 

organizations, the rate of defect offered in the software 

cannot be ignored. In the essential process of bug-

tracking, software maintenance has been found in the 

previous findings to improve the security and bug-fixing 

process by forecast the 'bug quality' of the software 

project. For this reason, many classifications / 

forecasting approaches have been created in the year to 

provide an automated argument on the severity 

classes.Bug interpretation of bug reports certainly 

decreases concert of bug prediction models. Manual 

testing can help lower the sound but brings substantial 

loads for the development. Bug fixes enable software 

developers to resolve software problems. 

Index Terms: Bug Triaging, Bug Severity, Bug 

Forecasting, Classification, 

I. INTRODUCTION 

As recently as promotion in software technology, 

software organizations are coming up with the latest 

software development at the latest rates. These are 

large pieces of software size that contain many lines 

of code, which results in defects and drawbacks. 

Today, we are in a situation where the likelihood of 

flaws in the software is being highlighted, which 

leads to a lot of speed, which leads to effective 

failure. This is due to an ever increasing size of new 

developed software to meet the demands of the 

people. The beginning of a fault in software is an 

inevitable event that we can not survive. So, there is 

only one solution that has been left for us, to find out 

the fault and after this, as soon as possible, to prepare 

some methods and tools to remove these defects from 

the software [1]. Bug fixing system (BTS) reports 

these defects. These bug tracking systems normally 

maintain databases for collecting and maintaining 

bug reports. BTS tracks bugs in a large number of 

bugs. Therefore, to fix the bugs at slowness time and 

assets and to find out which should be sort out soon, 

it becomes a challenging task for the triaging [2]. 

Preferring bug reports helps developers better 

manage bugs triggered process. The main bug is 

instruction book and takes time. The bug report 

should allow users to compare the information given 

in new bug reports to the current education, and 

determine the level of priority [10]. 

Different Levels for Bug Priority and Severity 

1. High severity & High Priority: The decline in all 

important business cases automatically gets promoted 

to the current category. 

2. High Priority & Low Severity: Any small serious 

bugs that directly affect the user's expertise are 

automatically promoted in the current class. 

3. High Severity & Low Priority: The defects need to 

be mounted, though not directly. This will be 

especially during the ad hoc testing. This implies that 

practicality is affected to an extent, although it 

suggests that only some unusual input parameters are 

used 

4. Low Severity & Low Priority: No Writing System 

Mistakes / Font Cover / Not Applicable within the 

paragraphs of the third or fourth page of the 

arrangement and within the main or front page / title. 

Usually the dimensions of the cell in cosmetic errors 

or in a table on the UI are classified here. 

In order to assist in bug fixing, it have a tendency to 

introduce a new automatic approach to suggesting the 

level of priority of the bug report. To do this, we have 

a tendency to leverage the data within the bug report. 

A simultaneous and lengthy interpretation of bug 

reports, in which users can encounter the default. 

These are the people who are complex, the grate 

counting bugs and many more. We want to take 

advantage of this data to foretell the priority level of 

the bug report [11]. 

Bug Report Format: Today the use of jira and 

bugzilla bug trackers for different types of bug 

tracking system is used to compare bugs. The 

severity of the bug is an main element in deciding the 

priority of the bug because the number of bugs is 

usually high. A bug is basically a description in 

which software engineers mention the position of a 

fault in the software system[11]. 

 

 

Prediction of Bug Severity by Classification of Bug Reports 
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Table1: Bug report Content[11] 

Field Description 

Summ Summary: This field contains a short description 

and contains only a few words. 

Desc Description: This field contains a detailed 

explanation of the bug and information like how a 

bug has reproduced an error in the output when 
the bug will occur. 

Prod Product: It is the product affected by a bug. 

Comp Component: It is the component affected by a 
bug. 

Sev Severity: It is basically the level which is 

assigned to the bug according to its impact on the 

software. The severity level for the bugs are the 
following: 

 Critical 

 Major 

 Moderate 

 Trivial 

 

BUG SEVERITY: It is the degree to which the error 

can influence the software. As such, it characterizes 

the effect that a given error has on the frame. For 

example: if an application or page fails when a 

remote connection is clicked, for this situation 

touching the remote connection of a client is 

uncommon, however, the effect of the destruction of 

the use is serious. Then, the severity is high but the 

need is low [1]. For the most part, the bug reporter 

does not know how to handle severity, so the 

standard is assigned in the severity value and 

discussed below. 

(i) Critical: The bug that outcomes at the end of the 

entire framework or at least one part of the 

framework and causes broad defilement of the 

information. The fizzled work is unusable and there 

is no worthy option strategy to accomplish the 

required outcomes then the severity will be expressed 

as critical. 

(ii) Major: The bug affects the main function or the 

main data. This is the solution, but it is not clear and 

it is difficult. Example: A feature is not a functioning 

function of a module but it is possible if 10 complex 

indirect steps are applied in more modules. 

(iii) Moderate: The bug that does not bring about the 

end, but rather makes the framework deliver 

mistaken, fragmented or conflicting outcomes then 

the severity will be expressed as moderate. 

(iv) Minor:  The bug that does not cause the end and 

does not harm the convenience of the frame and the 

coveted results can be acquired without effort when 

solving the bugs and then the severity is expressed as 

minor. 

(v) Cosmetic: The bug that is identified with the 

improvement of the framework where the 

progressions are identified with the look and feel of 

the application then the severity is expressed as 

cosmetic. 

 

Manual Bug Testing: Bug life is a special set of 

bicycle states that goes from detection to faultless 

stability. The number of states that differs from 

project to defective project. Below Figure 1 are the 

manual steps taken to diagnose bugs. 

 New: When a latest fault is logged and 

posted for the first time, it has been decided 

as a new status. 

 Assigned: Once tester post the bug, the 

forefront of the tester agreed to the bug and 

allot the bug to the developer team. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

                        Figure1. Manual Bug Testing  
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 Open: The developer inception analysing 

and works on fault resolve. 

 Fixed: When a developer changes the 

preferred code changes and substantiates  

the change, he may "fix" the bug situation. 

 Pending retest: Once the fault has been 

fixed, the developer gave the code a special 

code to reassign the code to the tester. 

Because the software test is left over from 

the end of the tester, the status represented is 

"pending request". 

 Retest: To check whether the developer has 

made a fix or not and the "re-investigation" 

to investigate the situation, the investigator 

reviews the code at this stage. 

 Verified: Backups the tester bug after the 

developer define if a bug is originated in the 

software, the bug has been corrected and the 

set to status is "verified".Reopen: If the bug 

is still pending, the developer has firm the 

bug, then the lawmaker has changed the 

situation to "reopening" again the bug 

proceed through the lifecycle. 

 Closed: If the bug is not present then the 

tester directs the position "closed". 

 Duplicate: If the defect is frequents twice or 

the fault matches the same fundamental of 

the bug, then the situation is "duplicated" 

 Rejected: If the developer perceives the 

defect is not authentic defect then it changes 

the defect to "rejected." 

 Deferred: If the current bug is not a prime 

concern and if it is expected to come in the 

next freeing, such bugs are evaluated 

"deferred". 

 Not a bug: If this does not affect the 

functionality of the employment then the 

given situation in the bug is "no bug". 

 

II. LITERATURE SURVEY 

Jindal, Rajni et al. [1] presented a defect severity 

prediction model by mining the software reports. 

This model has the ability to predict the severity level 

of the bug in the bug reports. The defects reports used 

in this are from the PITS dataset. This data set is 

popular because it is used by the NASA. Data mining 

approach is involved to extract the data from the 

reports and then used by the prediction model. The 

concept of logistic regression, multi-layer perceptron, 

and the decision tree is used in this model. The 

outcomes of the decision tree are best among all 

when it is compared in the analysis process. 

Heena Singla et al. [2] proposed the bug tracking 

system which identifies the bugs. Physical method is 

different from software which inputs are accepted 

and outputs are generated. Any change in the 

software is usually requested while developing any 

software system. Mainly, the request is related to 

software maintenance. The cost of the software is 

usually spent on software maintenance. The BTS is 

manually assigned to a respected developer for 

fixation. 

Kwanghue Jin et al. [3] proposed a new programming 

framework, developed and used as a part of the 

quality of the fields. Along these lines, bugs ought to 

be settled accurately to their seriousness levels since 

they have to isolate seriousness levels. Subsequently, 

rectify expectation of bug seriousness is required for 

effective programming improvement and support that 

designers can know which bug requires to be settled 

promptly. Prior investigations utilized just content 

data of the bug report for their forecast systems. In 

this manner, so as to build up the bug settling, 

initialize a solid procedure of bug seriousness 

expectation that additional the Description and 

Reporter fields since bug columnists record content 

qualities of the report. 

Zhou et al. [4] proposed method of multilingualism 

by unloading material for computerizing the process 

of prophecy and adding information mining 

strategies. The main stage uses the content generation 

tools to cut down the body parts of the bug reports 

and perform at the potential three levels. Information 

connecting strategies are used to connect to two 

phases. Trials related to previous reviews of similar 

information - three projects - Reliable get a better 

upgrade; they have achieved their best results 

according to overall performance. Seven other well-

known open source framework's past reviews have 

confirmed the searches. 

Hans Hansson et al. [5] presented compassionate the 

dissimilarity between severability bugs and other 

bugs, in addition to the different severity bugs of 

their intensity and fixing time period, is a pragmatic 

study. The introduction of multicore and other 

parallel designs, there is an expanded necessity for 

adequate and viable treatment of programming 

executing on such structures. A huge angle in this 

setting is to comprehend the bugs that happen 

because of parallel and simultaneous execution of 

programming. 

Fairuz Amakina Narudin et al. [6] proposed An 

optional answer to a bug-searching survey by using 

random training access to machine learning 

classifiers. Among the diverse system, activity 
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includes, the four arrangements picked are 

fundamental data, time-based, content-based, and 

association based. The approach uses two datasets: 

open that is MalGenome and private that is self-

accumulated. In light of the evaluation comes to 

fruition, both the Bayes system and irregular 

woodland classifiers conveyed more precise readings, 

with a 99.97% genuine positive rate (TPR) instead of 

the multi-layer perceptron with only 93.03% on the 

MalGenome dataset. 

Fabio Palomba et al. [7] presented the process of 

estimating bugs about a particular bug. In particular, 

it evaluate the commitment of a measure of the 

severity of the odors of the code (i.e, the intensity of 

the code warning) by looking at the new model's 

results in conjunction with the current bug reports 

model and the pattern shown. Results show that the 

accuracy of error forecasting increases by including 

the code warning magnitude as an indicator. It also 

evaluates the actual pick-up given by the intensity list 

in terms of alternative measures in the model, 

counting those used to record the intensity of the 

code warning. They see that the intensity list is much 

more vital when compared to the different 

measurements used to anticipate the bugginess of the 

doubtful classes. 

John Anvik et al. [8] proposed automated bug 

assignments using time-metadata in tf-idf . In this 

technology, the interest of the developer to use the 

word is considered to determine the value of the 

developer skill. It raises the accuracy of bug 

assignment approach. This term improves the 

metadata of the word in the automatic bug 

assignment as an effective parameter in the form of 

commodity technology. 

Yuan Tian et al. [9] presented the concept of multi-

factor analysis for bug report prediction. This work is 

based on machine learning and factors like temporal, 

textual, author, and bug reports. These factors are 

considered as a feature and used for the training of 

the discriminative model using the classification 

algorithm. This classification algorithm handles the 

imbalanced data and ordinal class. The proposed 

model improves the f-measure in the outcomes. 

Xiaohu Yang et al. [10] presented software bugs are 

regular in all phases of the product advancement and 

upkeep lifecycle. To deal with the report of 

programming bugs, every one of the engineers 

utilized following framework in programming bugs. 

In light of the most vital of programming bugs, 

countless systems have been intended to oversee and 

decrease the effect of programming bugs. These 

systems incorporate bug triaging and designer 

suggestion bugs need. In regular bug settling strategy, 

an analyzer or a client distinguishes a bug and 

presents a bug answer to clarify the bug in bug 

following frameworks. 

Shruti Gujral et al. [11] proposed a calculation of bug 

severity arrangement which can further enhance the 

execution of the programmed procedure of bug 

severity arrangement. The calculation incorporates 

making a lexicon of condemnatory terms that 

assistance in choosing severity level naturally. These 

condemnatory terms are accumulated in the wake of 

pre-processing of bug reports. 

Adhiselvam et al. [12] proposed the concept of the 

MRTBA in which edge weight is used to take the 

information and procces calls the program. Here 

every hub speaks to strategy and each edge speaks to 

a technique called. The calculation goes into 

recognition of flawed hubs. The approach mines all 

hubs at the same level, as well as the hubs, exhibit at 

various levels. In this approach MRTBA, bug 

restriction approach has been introduced for dynamic 

control stream. This work can be enhanced by 

stretched out with the proposition of steps includes in 

associating same hubs at various levels. It likewise 

additionally upgrades to discover aberrant recursions 

for both the non-trivial and trivial map lessening in 

programming bug limitation. 

Cheng-Zen Yang et al. [13] proposed a method to 

improve severity prediction of software bug reports 

suing four quality indicators. Classification of the 

bug report is based on the Multinomial Naive Bayes 

(MNB) classifier; where first of all, the preprocessing 

of bugs is performed then structural information 

extraction for quality indicator then this data goes to 

the prediction model and severity is predicted with 

incoming defect reports also. The outcomes of this 

approach improved from the existing approaches. 

 

Ali Feizollah et al. [14] presented the 5 machine 

learning algorithm on the malware data samples 

collected from the android based genome project. 

The work is based on the network characteristics by 

using parameters that are duration of a connection, 

TCP size, and GET/POST parameters. The 

performance evaluation is done on the basis of 

outcome comparison and found that the KNN (K-

nearest neighbor) provides the optimal and effective 

results among 5 classifiers. 

Yang et al. [15] proposed a method of severity 

prediction and bug triage of bug. In this firstly bug 

reports are take out from the bug repository it gives 
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the complete information related to the bug. In this 

method firstly fix the bug and then predicts its 

severity. The result of the proposed paper shows that 

this is very effective to fix and predict the bug. 

Nivir Kanti Singha Roy et al. [16] proposed the 

concept of text mining with bi-grams and highlights 

the determination to make better the order of the bugs 

in the serious / non-extreme classes. They adopt the 

NB classifier taking into account the Mozilla and 

Eclipse datasets commonly used in related work. The 

outcome is independently subordinate because 

sometimes the expansion of the bi-grams can 

aggravate the execution. 

N. K. Nagwani et al. [17] focused on the prediction at 

the granularity of files. This work investigates the 

respond of the developers on the bug prediction 

algorithm by using the research question. The 

purpose of the research objective is to inform 

informal discussions and third party solutions to 

informal user studies, data gathered from Google 

tools and other questions. The outcomes show that 

there is no notable change in the developer's conduct 

after using bud prediction algorithm. 

Table2: Summary of Literature Survey 

S.No Author Year Data Set Parameter Used Basic Methodology/Algorithm Future Scope 

[1] Jindal et al. 2017 PITS dataset  Sensitivity 

 Cutoff Point 

 Area under Curve 

-Logistic Regression 

-Multi-Layer Perceptron 

-Decision Tree 

These 3 models have shown a 

truly sensible achievement for 

estimating the high level of flaws. 
However, because the medium, 

low and indeed low-level fault 

level estimation, only the DT 
model is appropriate. 

[3] Jin, Kwanghue, et al. 2016 Eclipse and 

Mozilla Dataset 
 Precision 

 Recall 

 F-measure 

-Multinomial Naïve Bayes Bugs submitted by reporters it do 

thus for initial time, the accuracy 
might decline as a result of solely 

the component applied is 

employed for prediction, Since no 
past report former time exists. 

[4] Zhou, Yu, et al. 2016 Bug Report 

Corpus 
 Precision 

 Recall 

 F-measure 

-Multinomial Naïve Bayes How many training e.g. are 

needed in every stage to provide 

stable prediction result? 

A mix of independent models will 

increase performance. 

[6] Narudin, FairuzAmalina, 
et al. 

2016 MalGenome 
Dataset 

 Precision 

 Recall 

 F-measure 

-Naïve Bayes 
-Random Forest 

The larger the scale of the dataset, 
the higher is that the time interval 

to make the detection model and 

increase the precision, recall and 
f-measure value. 

[11] Tian, Yuan, et al. 2015 Bug Repository 

of Eclipse 
 Precision 

 Recall 

 F-measure 

-Gray classification Engine 

- Linear Regression 

Plan to combine there tool with 

bugzilla or other bug tracking 
system. 

[12] Xia, Xin, et al. 2015 An open dataset 
of 6 bug blocker 

 Precision 

 Recall 

 F-score 

-Bagging 
-Random Forest 

The performance of ElBlocker is 
not perfect. To Enhance the 

performance ELBlocker need to 

apply some information retrieval 
and text mining technique. 

[15] Gujral, et al. 2015 Bug-Zilla 

repository 
 Precision 

 Accuracy 
 

-Dictionary Based Approach 

-Multinomial Naïve Bayes 

To improve bug classification 

have to be compelled to add 
wordbook of terms. 

[16] Adhiselvam et. al. 2016 Input Programs  Dynamic Control 
Flows 

-Map Reduce Apriori 
Algorithm 

Interlacing ditto node at totally 
disparate level, self-recursions 

method to urge the utmost variety 

of minimum map scale back 
nodes. 

 

Shadi Banitaan et al. [18] proposed TRiaging 

Approach utilizing bug reports Metadata.. They 

perform test assessment on open-source extends to be 

a specific Free desktop, NetBeans, Eclipse, and 

Firefox. The comes about to demonstrate that TRAM 

beats existing machine learning based approaches as 

far as characterization exactness. 

Kim Herzig et al. [19] proposed comprehensive 

issues with the division of bugs and non-bugs in 

programming chronicles, which can greatly affect the 
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accuracy of the equipment and focus that use such 

information. Methodologies depending on bug 

*datasets ought to be gone before by a watchful 

manual approval of information quality; in any event 

of a noteworthy specimen. Information quality ought 

to be talked about as a danger to legitimacy. Bug 

prediction models prepared and assessed on one-

sided informational indexes are debilitated to 

anticipate changes rather than bugs. Sifting through 

non-bugs while evaluating code quality may even 

enhance comes about. The arrangement of bug 

reports is reliant on the point of view of the spectator. 

Methodologies utilizing bug informational 

collections ought to approve whether the point of 

view of the prediction display coordinates the point 

of view of the bug maker 

Xin Xia et al. [20] studied the impact of the 

misclassification in the bug prediction. It is a bug 

report of 5 open source projects in which 

misclassified bug reports have also occurred in which 

bugs are considered as a feature. The 

misclassification introduces the bias in the prediction 

model makes confusion between bugs and features. 

Fischer et al. [21] presented the Discharge History is 

a way to create a database that collects bug 

information and contains hidden information that is 

not protected by the wireless control framework, for 

example, the combination Focus. At that time, 

fundamental questions can be integrated with 

organized information to achieve the important 

perspectives that highlight the development of a 

product enterprise. Such perspectives enable more 

accurate thinking about the angle of development and 

encourage the development of programming. They 

showed access to Mozilla's vast open source project 

which offers unique possibilities to look for and 

approves access. 

Malhi et al. [22] Enforcement of Elementary Integrity 

Check (PCA) strategy in the light of an element of 

planning. The eligibility of the plan was confirmed 

on one direction test bed, which uses both direction 

and unsafe perfection order in both ways. The goal of 

the examination was to recognize the seriousness of 

producing imperfection, where there was no access 

from the beginning of the disorder conditions. The 

proposed plot has already appeared to present an 

order of more correct behavior, with lesser fact 

contribution than using the most importantly watched 

points. As a result, the machine certifies its 

usefulness as a powerful tool to evaluate fitness. 

 

 

III. CONCLUSION 

In this paper, bug severity classification has been 

utilized i.e. a problem related to software engineering 

for forecasting the most suitable level of a subject 

that could be helpful in activities like bug schedules. 

Software bug fixing is a crucial step for open source 

and business software, so bugs have their severity 

level [16]. Many attempts have been made to classify 

defect severity. The text information used for the 

preview is also the purpose. More searches in this 

way determine the purpose of predicting the severity 

of the bug. 
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Abstract—The study in this paper uses the concept of 

Internet-of-Things (IoT) to represent a station containing a thing 

of interest termed as Station-of-Things (SoT). Research in 

communication, computation and sensors innovation has enabled 

to build intelligent SoT environment. This SoT environment is 

applicable to numerous situations to identify the inhabitance of 

chairs in a study hall, seats in a theatre or auditorium, cars in 

parking-lot, books in a bookshelf, and so forth. In this paper, the 

proposed communication model, network model and test results 

show the value of the work which establishes a framework to 

gauge and assess the inhabitance of the thing in a station. 

Further, the sensor network enables the capturing of 

dimensional-data. This data is utilized by a machine learning 

model to infer the type of a thing. Hence, the study demonstrates 

a preliminary data model to predict the type of thing in SoT 

environment. 

Keywords—Station-of-Things (SoT); Smart Parking System; 

Intelligent Parking System; Wireless Sensor Networks (WSN); 

Internet-of-Things (IoT); Ultrasonic Sensor; Infrared Sensor; 

Radio Frequency Identification (RFID) Sensor; Machine Learning 

(ML); Artificial Intelligence (AI) 

I.  INTRODUCTION 

With the development of innovation and the accuracy of the 
Moore's law [1], there has been a pattern to advance an 
intricate microchip to satisfy the necessity of smaller yet 
powerful cost-effective miniaturized devices. Numerous 
gadgets these days are outfitted with exceptional registering 
power, conceivably including additional usefulness and in this 
manner, it appears to be normal to interconnect gadgets in the 
period of web innovation. Such availability, upheld by the 
consolidation of asset compelled gadgets including sensors and 
actuators, empowers savvy frameworks that acquire data from 
the physical world, procedure such data, and may perform 
activities on the physical world appropriately has stressed to 
build smart environments around us. 

Advantages of web innovation include efficient resource 
management, upgraded profitability and expanded personal 
satisfaction for human populaces [2]. The joint inspiration 
fundamental in all exploration fields is to explore how "shrewd 
innovation" may improve our private and expert life, and how 
that innovation can be figured it out. To land at our ideal 
objective, a few disciplines need to contribute, going from 

specialized disciplines required with sensors and systems to 
artificial intelligence and human-PC cooperation, and beyond. 
A system has always been classified as smart [3] system 
whenever sensors have been used to perceive, interpret the 
perception and yield wise decisions beyond perceive-act rules. 
However, intelligent systems are combined with perception and 
action to derive methods that emphasize refined handling 
strategies that are driven by technological innovations. 
Artificial intelligence is a composite of both smart and 
intelligent systems and relates how the perception can be co-
related to the human like actions. 

Human portability is a need and without it, individuals will 
battle to get to the administrations and merchandise and meet 
social and financial prerequisites expected to satisfy a solid 
life. A quickly developing worldwide populace, expanding 
prosperity, urban spread and declining transport costs are 
pushing this interest for versatility upwards further and further. 
For example, the number of vehicles sold in the recent years 
worldwide has consistently risen. Transport is a human asset 
and a vitality escalated, for instance, which is likewise in 
charge of a sizable offer in worldwide ozone harming 
substance outflows. Car is the mostly used land transport. 
Stopping and traffic blockages keeps down monetary 
efficiency. Car parking techniques differ and has advanced in 
the course of recent years with respect to the varying 
organization needs. They are the consequence of incorporation 
of different techniques and proliferations in communication, 
computing and sensing technologies. These techniques have 
evolved with generation of voluminous data sets challenging to 
manage. 

II. RELATED WORK 

The most recent two decades have been caution of the 
dynamite examination to determine the parking mess. Authors 
have introduced and proposed different methodologies to 
implement smart parking. Smart parking is the combination of 
technology and human innovation to reduce human effort for 
the parking of vehicles. The smart parking methodologies 
differ from each other in the detection mechanism used to 
detect the presence or absence of a car in a parking space, how 
the occupancy status of parking space is reported to the next 
base station or server, the communication protocol and 
architecture in use, the flow of data architecture, hardware and 
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software that work hand in hand as a standalone system, and so 
forth. 

The researchers have proposed parking models where each 
parking space is monitored with the deployment of a parking 
node at each parking space. In [4], the author proposed a GSM 
(Global System for Mobile) network-based parking reservation 
system, which allows the driver to pre-book the available 
parking spaces through SMS (Short Messaging Service). A 
similar system has been proposed in [5] however, it requires 
Internet connectivity to pre-book the parking space. The 
system utilizes light and vibration sensors, that are installed in 
each parking space to collect occupancy information. In [6], 
RFID (Radio Frequency Identification) tags are placed at each 
parking space. The battery that controls the RFID is supplanted 
by a sunlight-based cell. As the vehicle consumes a parking 
spot, its shadow will block the sunlight-based light, and 
subsequently the RFID label won't be fueled, making it stop 
transmission of information to the reader put at some 
separation. In any case, this system is faulty, on the off chance 
that the shadow does not falls on the RFID tag or the sunlight-
based cell in the RFID tag is impeded by the motor oil, that 
may spill from a vehicle may trigger false detection of a car. In 
[7], the author proposed a WSN (Wireless Sensor Network) 
based parking system, where the wireless nodes are installed at 
each parking space, and they report parking availability 
information to the next base station. 

The study has evolved further where the authors have 
proposed smart parking spaces that can be collectively monitor 
multiple parking spaces without the requirement of installation 
of parking node at each parking space. In [8], a camera sensor 
captures a series of images to analyse time variant parking 
status, however the system does not have a mechanism to 
report the occupancy status to the user. The proposed work in 
[9] is inspired by [8] where in circles are drawn on each 
parking space. If a car has occupied a parking space, the circle 
will not be visible by the camera, and system will understand 
that the parking space is occupied; if the circle is visible, 
system will consider the parking space to be unoccupied. In 
[10], the author proposed a parking lot surveillance system that 
incorporates microphone sensor nodes to detect an acoustic 
event to improve the performance of camera-based system 
proposed above.  

The efforts of researchers have progressed and they have 
proposed parking systems that use the combination of two or 
more technologies for reliable performance. In [11], computer 
vision is used to extract vehicle information from the license 
plate, at the entry of the parking lot itself. In [12], the author 
proposed an IoT (Internet-of-Things) based system inspired by 
[11], where each parking space is also monitored by a Pi 
camera and an ultrasonic module. As the driver parks the car in 
the parking space, the camera at the parking space will match 
the information collected at the gate. In [13], the author 
proposed a smart parking framework that uses the integration 
of both WSN and RFID. RFID readers are placed at the entry 
and exit of the parking lot. The WSN monitor the status of the 
parking spaces and the RFID monitors the entry and exit of 
vehicles from the parking lot. In [14], the author proposed a 
RFID and GSM based solution to prevent theft of vehicles 
from an organization. In [15], the author proposed a smart 

parking system based on the integration of WSN, RFID, ad-hoc 
network and IoT. It mainly addresses the cyber security issues 
that may possess a threat to the smart parking network and 
presents a basic model of cryptographically tackle them. 

The work in this paper aims to digitally detect the 
occupancy of a station along with the ability to predict the 
thing type that occupies the station. The paper is organized into 
seven sections. Section III introduces the notion and case-study 
of SoT (Station-of-Things) contemplated in this paper. It also 
presents the logical, physical and data exchange interpretation 
of the SoT model. Section IV describes the firmware required 
for the implementation of SoT model. Section V presents the 
SoT model for implementation. Section VI depicts the results 
and the challenges associated. Section VII concludes the work 
and proposes the future work. 

III. STATION-OF-THINGS MODEL 

The work in this paper presents a notion to represent the 
state of a station containing an object or a thing of interest 
together constitute SoT [16]. Occupancy of benches in a 
classroom, books on a book-shelf, seats in an auditorium, cars 
in a parking lot, they all exemplify SoT. The use of occupancy 
of a thing and its size in a station leads to the generation of 
information useful to derive intelligence in the SoT 
environment. 

A. Assumptions 

In this paper, a car parking space represents a scenario of 
SoT. The parking space is the effective area required to station 
a car. Ref Fig. 1. the parking space for the implementation of 
SoT model is a semi-closed type, with a tin shed at the top, that 
serves as the roof and provides shelter to the car with the 
following dimensions: 450 cm (L) x 350 cm (B) x 300 cm (H). 
The height of the car is denoted by ‘h’. The parking space is 
within a Wi-Fi (Wireless Fidelity) enabled ecosystem and has 
provision to provide 220 V power supply. Alternatively, direct 
solar can be an option, however, it lies outside the scope of the 
paper. 

S1 and S2 are the output of the Sensor_1 (Ultrasonic 
Sensor) and Sensor_2 (Infrared Sensor) respectively. A and B 
are the lower and upper thresholds set for the prediction of a 
car. C and D are the lower and upper thresholds set for the 
prediction of a Hatchback/Sedan type car. E and F are the 
lower and upper thresholds set for the prediction of a Crossover 
type car. G and I are the lower and upper thresholds set for the 
prediction of a SUV type car. 

 

Fig. 1. Data Parameters for Station-of-Things Model: Parking Space 
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B. Network Model 

The details of the network models to enumerate network 
architecture type I and II, Ref Fig. 2. of the SoT model is as 
follows: - 

 

Fig. 2. Station-of-Things: Proposed Network Model 

The type I architecture where in layer L1 takes in the 
deployed nodes (parking node at each parking space and gate 
node at the common entry cum exit gate of the parking lot) 
comprising of the microcontroller board and sensor modules, 
layer L2 is the interconnection of these nodes within a local 
network such as an organization network, represented as 
‘WLAN’ that enables the flow of data, subsequently layer L3, 
to allow flow of data from a local network to another local 
network that is connected to a common global network. Layer 
L4 is an online service platform to decipher the sensor gathered 
data, on which layer L5, a controller gadget sits and is overseen 
by a user. 

Layer execution remains the same for type II architecture as 
in type I. The type II architecture provides a mechanism where 
most of the data generated within the organization is retained 
and is not pushed to the cloud. The choice of retaining data will 
differ from one organization to another. This architectural 
design is future proof in discrepancies that may occur in 
Internet dependent networks. The study in this paper 
progresses with the type II network architecture.  

C. Communication Model 

Ref Fig. 3. is the interpretation how the miniaturized 
devices with constraint computation is required to 
communicate with heterogeneous devices connected to the 

web. There is a prerequisite of a convention that aides and 
supports such correspondence between heterogeneous gadgets 
that contrast on preparing, memory and capacity abilities. 
MQTT (Message Query Telemetry Transport) is a messaging 
based publish-subscribe protocol [17] that supports such 
heterogeneity. This protocol has been intended to work in 
restricted transmission capacity systems to interface with 
constrained CPU's and with a next to no overhead. The MQTT 
framework comprises of the clients (nodes) that speak with a 
server, regularly called a broker. The client can be classified 
based on the work it performs – a publisher or a subscriber.  

 

Fig. 3. Station-of-Things: Proposed Communication Model 

IV. DATA MODELLING FOR THING PREDICTION: FIRMWARE 

To enable the thing prediction using data models i.e. the 
data generated using the sub-systems, the hardware and 
software termed as firmware is described below. 

A. Hardware 

The framework equipment is sorted into four principle 
segments to be specific: parking node, gate node, local server 
and a mobile. 

The parking node comprises of the Node MCU 
(Microcontroller Unit) [18] which is a solitary board 
microcontroller dependent on minimal effort ESP8266 Wi-Fi 
chipset, HC-SR04 US (Ultrasonic) sensor module and the 
SHARP GP2Y0A02YK IR (Infrared) sensor module. The HC-
SR04 sensor module incorporates the transmitter and collector 
and has the accompanying particulars: 400 cm maximum 
radius for detection, 3 cm dead zone and 0.3 cm resolution with 
a beam angle of 30°. The US sensor works on the rules of 
SONAR (Sound Navigation and Ranging) and RADAR (Radio 
Detection and Ranging). The GP2Y0A02YK IR [19] sensor 
module is an active sensor based on the hypothesis of optical 
triangulation. It is equipped with an IR transmitter and a 
position sensitive device. 

The gate node comprises of the Node MCU that houses RC 
522 sensor module which is a passive RFID sensor that works 
at 13.56 MHz and can detect RFID tags in the similar 
recurrence from a most extreme separation of 3 cm. 

An android OS (Operating System) based mobile 
application is used to obtain parking information which also 
supports booking of a parking space. The development of 
parking application is outside the scope of this paper. 
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The local server is deployed with storage and 
computational power. 

The 5V/1.5A power adapter is an AC to DC converter, and 
is used to energize the parking nodes and gate nodes. 

B. Software 

The Arduino IDE (Integrated Development Environment) 
is a C language-based programming environment to write and 
upload the programs to the Node MCU. 

C. Power Rating Ajustments 

The GPIO (General Purpose Input Output) pins of the 
Node MCU can supply most extreme +3.3V, however the HC-
SR04 US sensor and the SHARP IR sensor is rated at +5V. 
Supplying +5V to the US and IR sensor was an option, 
however it could damage the microcontroller board. To avoid 
this, a potential divider circuit was used to lower the sensor 
output voltage to a range that can be handled by the Node 
MCU.  

V. DATA MODELLING FOR THING PREDICTION: 

IMPLEMENTATION 

A. Parking Node : Sensor Mounting 

Ref Fig. 4. and 5. the sensors can be mounted either on the 
top (below the shelter) or at the bottom (ground level). Sensors 
mounted underneath the car are prone to fluids such as oil and 
water, which may influence their discovery execution.  To 
avoid that, we favored to mount the sensors on the top. This 
will certainly expand the life of the sensor and decrease its 
climate affectability. 

 

Fig. 4. Station-of-Things: Parking Node Sensor Mounting Type I 

 

Fig. 5. Station-of-Things: Parking Node Sensor Mounting Type II 

Ref Fig. 6. each car parking space is equipped with a two-
sensor combination which can detect the inhabitance of a car 
as well as the data component (height of car) to bring 
intelligence by deriving information about the type of car 
parked in the parking space. A parking node collects 
periodically this information using Wi-Fi. When the status of a 
car parking space is changed, information about it will be 
pushed by the node to the further base-station/local server as 
designed in the communication model; either to the 
server/cloud/mobile. 

 

Fig. 6. Station-of-Things: Parking Node Sensors Mounting 

B. Parking Node : Sensing Scheme 

Table 1. lists the height (data component) features of the 
various car types and models that are pre-fed into the system. 

TABLE I.  REFERENCE TABLE CONTAINING PRE-FED HEIGHT OF CARS 

Car Type Model Height ‘h’ (in cm) 
Parameters 

(Ref Fig. 9.) 

Hatchback 

Maruti Suzuki Alto 800 147.5 

 

 
C,D 

 

 

Renault Kwid 147.8 

Sedan 

Maruti Suzuki Ciaz 148.5 

Hyundai Elantra 146.5 

SUV 

Honda CR-V 168.9 

E,F 

Renault Duster 169.5 

Crossover 

Hyundai i20 Active 155.5 

G,I 

Maruti Suzuki S-Cross 159.5 

 

C. Parking Space Occupancy Scheme 

Ref Fig. 6. and Fig. 7., the values read by sensors S1 and 
S2 form the input to the algorithmic steps employed to assess 
the inhabitance of a car in a parking space is as follows: 
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1. Read S1 

2. If ((S1≥B)and(S1≤A))  

3. {  

4.  Read S2 

5. If ((S2≥B)and(S2≤A)) 

6.   Output “Car Detected” 

7.  Else  

8.   Output “Can't Say, Car Detected!” 

9. } 

10. Else 

11.  Output “Car Not Detected” 

 
Fig. 7. Station-of-Things: Car Occupancy Heuristics  

D. Neighbourhood Hightlights Extraction Scheme 

Ref Fig. 8. and Fig. 9., the values read by sensors S1 and 
S2 form the input to the algorithmic steps employed to assess 
the prediction of a car type in a parking space is as follows: 

 

1. Read S2 

2. If ((S2≥B)and(S2≤A))   

3. { 

4. If ((S2≥D)and(S2<=C))  

5.   Output “Hatchback_Sedan_Type Car” 

6.  Else If ((S2≥F)and(S2≤E))  

7.   Output “Crossover_Type Car” 

8.  Else If ((S2≥I)and(S2≤G))  

9.   Output “SUV_Type Car” 

10.  Else  

11.   Output “Unknown_Type Car” 

12. } 

13. Else 

14.  Output “Can't Say, Car Detected!” 

 
Fig. 8. Station-of-Things: Car Type Prediction Heuristics 

 

 
 

Fig. 9. Station-of-Things: Car Type Prediction Scheme 

E. Parking Lot Occupancy Scheme 

The gate node is mounted at the common entry way/exit 
way of the parking lot to monitor the number of cars entering 
and exiting the parking lot. Ref Fig. 10. describes the RFID 
sensing scheme employed. At any point of time, the 
occupancy status of a parking lot is computed as: Available 
Parking Slots (A) = Total Parking Slots (T) - Checked In Cars 
(C.I) + Checked Out Cars (C.O). 

 

Fig. 10. Station-of-Things: RFID Sensing Scheme  

F. Mobile Application Development 

Ref Fig. 11. is the android based mobile application 
interface that is developed and installed in the security staff's 
device to provide real time parking information, reservation 
and manage check-in and check-out of cars.  

 

Fig. 11. Station-of-Things: Mobile Application Screenshot 

VI. RESULTS & CHALLENGES 

The proposed deployment model for SoT, Ref. Fig. 9. 
along with the occupancy detection of the station, also enables 
the prediction, Ref. Table II. The ability to estimate the 
dimension parameter demonstrates the merit of the work 
which lays a foundation to estimate the size-parameters of a 
thing in a station, Ref. Table II. 

Here, the remote estimation of the neighborhood highlights 
in a parking space (station) such as the stature (height) for the 
extraction of the global features, for example, to anticipate the 
car type. In the long run, such information parameters inferred 
utilizing sensor hubs at right position in the station show the 
possibility to forecast the car type and car model. These 
sensor-hub created information nourishes to give the essential 
information types to improve machine learning models to 
enable artificial intelligence. 
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The difficulties associated here is the placement of sensors 
to quantify the useful parameters, sensitivity factor of a 
sensor-hub and ecological factors that affect the rightness in 
the readings. Deployment of such systems are prone to 
generation of lot of data leading to big data and hence 
employing suitable data analytics tools plays a major role to 
bring intelligence and correct predictions. 

TABLE II.  RESULTS CONTAINING HEIGHT BASED PREDICTION 

CAR TYPE 

Model Predicted Car Type 

Maruti Suzuki Alto 800 

Hatchback/Sedan 
Renault Kwid 

Maruti Suzuki Ciaz 

Hyundai Elantra 

Honda CR-V 
SUV 

Renault Duster 

Hyundai i20 Active 
Crossover 

Maruti Suzuki S-Cross 

Jeep Wrangler 
Unknown 

Tata Nano 

 

VII. CONCLUSION & FUTURE WORK  

With the approach of IoT and WSN, the research on 
building the smart parking systems has advanced rapidly. 
Variety of smart parking systems exist. A smart parking 
solution contributes to bring effectiveness in human-
endeavors.  In areas and regions where installation of cameras 
to detect a thing is prohibited such techniques form a base, to 
enable identification of a thing which occupies a station. 

The study in this paper proposes a concept of SoT, here a 
parking lot represents a station and a car represents a thing. 
The study proposes a technique which utilizes ultrasonic and 
infrared sensors to detect the desired parameters. A 
deployment model, network and communication model for 
SoT to the requirement is proposed, Ref. Fig. 9. which predicts 
the occupancy of the station, along with the capturing of the 
dimensional-data parameters for the prediction of the type of 
thing, Ref. Table II, establishing a framework to assess the 
size-parameters of a things in a station. Such systems are 
prone to push and generate lot of data leading to big data 
where the rule base data models to map and predict a thing 
becomes the need of an hour which can form a base to 
advance machine learning models to derive intelligence 
artificially. 

The future work is to study big data modelling and analysis 
techniques which can accommodate voluminous data. 
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Abstract— A large time delay during emergency data transfer in 
WBAN is a challenging task since it involves transmission of time 
sensitive crucial information to the receiver for immediate treatment 
of the patient. This paper aims in providing an efficient transmission 
of Immense Preference Data (IPD) to the respective end user with 
minimal delay and energy consumption. IEEE 802.15.4 MAC 
superframe was altered within permitted standards and IPDF Routing 
Scheme was designed and implemented in which, time slots were 
efficiently allocated according to data type. Guaranteed Time Slots 
(GTS) in Contention Free Period (CFP) was allocated to IPD of the 
slot’s possessor and the non-possessor node at t0 and t1 respectively. 
This provides an immediate and guaranteed transfer of data without 
any further delay and unnecessary waiting time for channel 
contention at Contention Access Period (CAP) was also reduced, so 
as to add to the minimization of power consumption and latency. 
CAP was further divided into two phases for transmitting Minor 
Preference Data (MPD) of possessor and non-possessor which 
minimizes collision of data packets that further decreases delay and 
power consumption of MPD. Simulations and performance analysis 
of IPDF scheme were carried out in NS2. Delay and power 
consumption minimization and PDR and throughput maximization 
for IPD in comparison to IEEE 802.15.4 MAC standard and PA-
MAC was achieved.  

 

Keywords— IEEE 802.15.4 MAC Superframe, MAC Routing 
Scheme in WBAN, Emergency data handling, time slot assignment, 
and energy - delay trade – off.  

I.  INTRODUCTION  

IEEE 802.15.4 was chosen as a better standard for WBAN 
because of its low power consumption and data rate for 
wireless connection that involves mobile, stationary and 
portable devices. Also, it consumes less battery power and 
covers a distance within the range of 10 m which is ideally 
suited for WBAN. The standard supports 16 channels in 2.45 
GHz band, 30 channels with 915 MHz band and 3 channels in 
868 MHz band. It has an optional CFP. Also, CAP operation 
is based on CSMA/CA. It operates with a star or peer – peer 
topology. MAC management integrating the MAC Layer 
Management Entity (MLME) Service Access Point (SAP) and 

data service supporting forwarding and receiving the MAC 
Protocol Data Units (MPDUs) are carried out by the MAC 
layer.  

The CSMA/CA mechanism at the CAP in IEEE 802.15.4, 
makes the node to wait for a random back off period until the 
channel becomes free. Also, there is a response wait time 
when the node requests for a time slot. Before accessing the 
channel, the device waits for a random period called back off 
delay represented by Back off Exponent (BE). A device 
should wait for a time between 0 to 2BE-1. This expends 
listening mode energy alone. Contention Window (CW) is the 
number of back off time periods where the medium has to be 
sensed to be idle before transmitting the data [10] and [11].  

     The Beacon Interval,  
BI = a base superframe duration ∗ 2 BO symbols     (1) 
for 0 ≤ BO ≤ 14. 

 
     The active period which is Superframe Duration,  
               SD = a base superframe duration ∗ 2 SO symbol     (2) 

for 0 ≤ SO ≤ BO ≤ 14. 
 

Beacon Order (BO) implies the period at which the 
coordinator has to transmit the beacon. Superframe Order 
(SO) implies the active period of the superframe.  
 

        The Duty Cycle, DC = SD / BI = 2 (SO – BO)        (3) 
 

When the duty cycle is low, it implies that there is a high 
sleep time. So altering the SO or BO will have affect the DC. 
To reduce the DC, BO has to be increased by keeping SO as a 
constant or decreasing SO by keeping the BO as a constant. So 
it reduces the energy consumption. But, a shorter CAP length 
would lead to transmission of pending data at the initiation of 
the successive superframe resulting in high collision and 
retransmission. This again leads to increase in power 
consumption. Retransmission enhances the reliability but, 
contributes to the packet delay. Decreasing the delay by 
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sending and receiving the packets in the same superframe 
contributes in faster medium access and avoids additional 
delay caused by sleep time. At the same time, the energy – 
delay trade – off has to be taken into account while designing 
the routing scheme. The macMinBE and macMaxBE values as 
fixed by the standard are 3 and 5 respectively. When these 
values are decreased, the waiting time of a node decreases, 
thereby increasing the throughput. But at the same time, when 
the traffic increases, the node tries to access the channel with 
more probability within a shorter time period. This may lead 
to several collisions that again results in delay and throughput 
reduction and vice versa. Therefore, the BO, SO, Number of 
Back offs (NB), macMinBE, macMaxBE and CW size are the 
major parameters under concern to improve the network 
performance.  

The primitive traits of MAC layer are to provide and 
perpetuate the beacon maintenance, GTS operation, medium 
access mechanism, frame verification and affirmation and 
association and disassociation of frames [10] and [11]. It has 
been a challenging task to balance out the energy – delay trade 
– off during data transmission. When an IPD occurs, the data 
has to be transmitted immediately due to high time sensitivity 
of the emergency datum. The contention taking place in CAP 
for time slot allocation and data forwarding, efficient routing 
of data according to its priority level and effective bandwidth 
usage are the primary factors considered in the design of MAC 
superframe structure of IEEE 802.15.4. Fig. 1 shows the 
general IEEE802.15.4 superframe structure. The three 
important parameters namely, delay, throughput and energy 
consumption, while dealing with IPD were under research and 
various analyses to bring down the energy consumption and 
latency, at the same time, increasing the throughput were laid 
out. The superframe structure was modified according to the 
aforementioned requirements and further researches were 
done and a routing scheme was proposed to improvise the 
above mentioned QOS parameters. An efficient routing 
scheme on the MAC layer extends in improving the data 
delivery and reducing the latency.  

The paper is organized as follows: Section 2 discusses 
literature on MAC protocol along with their routing schemes. 
Section 3 explains the proposed routing scheme in the 
superframe structure and its operation. Section 4 presents the 
simulation parameters and discusses the results and finally 
Section 5 concludes the paper. 

II. RELATED WORK 

As proposed in [1]: A Modified IEEE 802.15.4 Superframe 
Structure for Guaranteed Emergency Handling in Wireless 
Body Area Network, the superframe structure was modified 
by utilizing the inactive period for emergency data 
transmission. The inactive period was divided into Emergency 
Reporting Period (ERP), Emergency Beacon (EB) for 
notification of an emergency datum and Emergency 
Transmission Period (ETP) for transmission of the emergency 
data. The channel was accessed by two mechanisms namely, 
CDMA based access based on codes and random back off 
access that uses a time based back off window. CDMA based 
access mechanism provides higher throughput and lesser delay 

since; length of the ERP is shorter comparatively. An 
Improved IEEE 802.15.4 Superframe Structure with Minimum 
Delay and Maximum CFP Link Utilization [2] supports the 
maximum GTS utilization by the request nodes. The CFP is 
divided into 14 slots which is equal to one half of the CAP slot 
without violating the minimum length of the slot requirement. 
Also, the CFP is placed next to the beacon when there are 
GTS requests. Else, CAP follows the beacon frame. This helps 
in reducing the packet delay since, the node requests are 
accessed immediately and the data are transmitted 
immediately without waiting for a long time during 
contention. Also, many node requests can be processed due to 
further extension in number of GTS slots, thereby, 
accommodating in efficient bandwidth utilization in all the 
three frequency band ranges as laid in the IEEE 802.15.4 
standard. The interrupt MAC was proposed in [3]: A MAC 
Routing scheme for Medical Monitoring Applications of 
Wireless Body Area Networks, where, frequent interrupts are 
introduced in between when emergency data arises instead of 
beacons. This reduces the unnecessary beacon transmission. 
The interrupt slots are inserted in between the GTS when 
emergency data arises. But, IMAC superframe structure 
requires a long beacon length than that is present in the current 
superframe. So the system is more complex than the 
conventional superframe of IEEE 802.15.4. When there is less 
frequent urgent data, this proposal provides better time 
utilization and energy efficiency. But, when the urgent data 
frequency is high, IMAC is not a wiser option. The DRT 
(Delay, Reliability and Throughput) profile was dealt in [4]: 
Delay, Reliability, and Throughput Based QoS Profile: A 
MAC Layer Performance Optimization Mechanism for 
Biomedical Applications in Wireless Body Area Sensor 
Networks. The optimization of certain QOS parameters with 
respect to time were carried out and the results show that, 
reduced delay was obtained during high data rates and 
frequencies and high delay was achieved at lower data rates 
and frequencies. A more reliable system at a permissible delay 
and data rates was achieved using the DRT parameters. The 
DRT parameters are based on CSMA / CA mechanism while 
taking IEEE 802.15.4 and IEEE 802.15.6 into concern. The 
proposed MAC algorithm in [5]: D-MAC: A Dynamic MAC 
Algorithm for the Body Area Sensor Networks Based on IEEE 
802.15.4 deals with dynamically changing BO and SO values 
in the MAC superframe structure. The BO and SO values in 
the conventional standard are fixed. But, in the proposed 
algorithm, the BO ad SO values keeps changing dynamically 
according to the traffic load so that, Duty Cycle (DC) can be 
adjusted to the desired values, so as to increase the throughput 
and decrease the latency and energy consumption. The various 
traffic adaptive schemes were studied in [6]: Traffic Adaptive 
MAC Routing Scheme in Wireless Body Area Networks. 
During high traffic, the number of nodes increase which leads 
to higher collision due to more channel contention. This leads 
to packet loss or retransmissions. This affects the delay, 
throughput, energy consumption and PDR. Therefore, 
relatively better traffic adaptive routing scheme are necessary 
to enhance and achieve a balance between energy and delay 
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factors, maximizing the throughput and PDR. This provides a 
better system in timely data processing and packet reception 
with a balance over energy – delay trade – off. In [7]: IEEE 
802.15.4 Frame Aggregation Enhancement to Provide High 
Performance in Life-Critical Patient Monitoring Systems, the 
frame aggregation technique was proposed. The signals 
transmitted by the WBAN nodes are a number of small 
packets within a short time span. This does not utilize the 
maximum channel capacity as, only the packets that contend 
and get the channel for transmission are forwarded whereas, 
the nodes that are not allocated with the slots have to wait for 
certain time period and again contend the medium for slot 
allocation and then transmit once it is allocated with the time 
slot. Therefore, a maximum packet size of about 17 bytes is 
only getting transmitted in the medium. But the actual 
capacity of packet size that can be transmitted is 127 bytes. 
Therefore, it does not utilize the channel to its maximum. So, 
frame aggregation which uses many MAC frames under a 
single Physical header are sent within a successful medium 
access. The performance analysis of frame aggregation 
technique has shown a tremendous improvement on delay 
performance and throughput. As proposed in [8]: Priority-
based Service Differentiation Scheme for IEEE 802.15.4 
Sensor Networks, the CW size and BE are important 
parameters in designing a MAC routing scheme because, 
when the CW size is affects the throughput factor and BE 
affects the delay factor during packet transmission. This leads 
to adjusting the CW size for enhancing the throughput of the 
device and BE for decreasing the delay. In [9]: An Emergency 
Handling Scheme for Superframe-Structured MAC Protocols 
in WBANs, the authors proposed a scheme for handling 
urgent data where a Mixed Period (MP) and an Extended 
Period (EP) were inserted in the MAC superframe of IEEE 
802.15.4. The CAP slots were placed in the MP prior to the 
CFP for transmitting the urgent data at once without any 
supporting for any further delay. The EP is allotted with a 
Extended Request Period (ERP), a CFP and an additional CAP 
for supporting the transmission of those slots that have not 
been successful during the MP. This EP provides guaranteed 
transmission of the data. The results show that, the delay 
provided by the proposed scheme was reduced while handling 
the urgent data to a great extent. The three algorithms 
following the three approaches namely, offline computation, 
model-based adaptation and measurement-based adaptation 
respectively were compared in [12]: Strategies for Optimal 
MAC Parameter Setting in IEEE 802.15.4 Wireless Sensor 
Networks: a Performance Comparison,  in order to come up 
with optimization of IEEE 802.15.4 in terms of maximum 
reliability and minimum energy consumption. The results 
validate that the performance of adaptive algorithms are better 
than the model-based algorithms. This is because the model-
based approach does not work well while operating during 
varying time period in real time scenarios. But, the 
measurement – based approach works well without the 
aforesaid limitations. So, the performance analysis of the third 
approach was laid out and proved. The algorithm proposed in 
[13]; Modeling and Optimization of the IEEE 802.15.4 

Protocol for Reliable and Timely Communications, provides 
minimum energy consumption during mobile and immobile 
situations. When the load increases, the algorithms proposed 
by the authors give better medium access solutions. Under 
dynamic scenarios, the algorithms supports in quickly making 
out the errors.  
 

The above literature clearly indicates that, the handling of 
immense data or urgent data is of vital importance and a 
proper channel allocation schema is required for efficient data 
transmission. The data handling, routing of emergency datum 
with minimal time and delay and maximum throughput and 
PDR is of primitive concern. Therefore, this paper contribute 
to modification of the IEEE 802.15.4 superframe structure and 
proposing a MAC routing scheme to efficiently handle the 
immense data and allocating the time slots in such a way that, 
the channel is utilized better with increased PDR and 
throughput and at the same time, minimizing the delay and 
energy consumption. 

III. PROPOSED SCHEME 

Fig.1 shows the MAC superframe structure of             
IEEE 802.15.4 in beacon mode. Since we operate in 2.4 GHz 
band with 250 Kbps rate of 16 slots, where, it commences 
with the beacon period for network synchronization and 
association at slot 0 and has a Beacon Extension Period (BEP) 
followed by Contention Access Period (CAP) from slot 1 to 8 
where CSMA/CA contention for the channel access takes 
place. Contention Free Period (CFP) provides Guaranteed 
Time Slots (GTS) for the IPD requiring immediate data 
transfer, followed by the inactive so called, sleep period. We 
can extend or compress the inactive period according to the 
requirement as per the standard. So according to the 
customary standard, the IPD would suffer packet loss when it 
is sent in CFP which is placed after the CAP. When the packet 
size is more or when CFP in the current superframe is unable 
to transmit the data completely, it would be stored as pending 
data and it has to wait until the CFP of the next superframe 
which would increase the packet delay and sometimes, packet 
loss when the next superframe is also busy. Since, the medical 
arena permits a maximum delay of 125ms and 250 ms for IPD 
and MPD respectively, the average end to end delay becomes 
an important criteria during data transmission.  

 
Therefore, the proposed routing scheme (IPDF) modifies 

the IEEE 802.15.4 MAC superframe structure to reduce the 
delay and power utilization resulting in increased throughput. 
Superframe ranges intervening both the beacons along with 
the active and inactive periods and is called as Beacon Interval 
(BI). Superframe Duration (SD) is time span of an active 
period. SD and BI rely on aBaseSuperFrameDuration (BSFD), 
Superframe Order (SO) and Beacon Order (BO). Anyhow, 
BSFD rely on aBaseSlotDuration (BSD) & 
aNumSuperframeSlot (NSS). BSFD is dependent on 
transmission capacity or the bandwidth of the network and it’s 
a constant value which is equal to 960 symbols.  
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Fig.2 shows the modified superframe structure. The frame 
is initialized with a beacon following an additional Data 
Preference Notification Beacon (DPNB) to notify the 
preference of the arriving data. So BEP in the frame’s standard 
is utilized which does not violate the permissible limit. Also, 
CFP can be extended, provided, the minimum CAP length has 
to be 440 symbols. The CFP is placed after the DPNB with 7 
slots allowed in the standard. They are GTS allocated only for 
the IPD. The GTS can have more than 1 slot as per the 
standard. In IPDF SCHEME, the GTS operates in t0 and t1 for 
the IPD of the possessor and non-possessor respectively. 
Therefore, the CFP is also modified without violating the 
permissible criteria as per the given standard. Then follows the 
CAP, which operates in two phases namely Phase (P1) and 
Phase 2 (P2), used for transmitting MDP of the possessor and 
non-possessor respectively. Finally, the inactive period 
follows the CAP where the node enters the sleep mode when 
there is no data for transmission. Fig.3 depicts detailed 
flowchart on the Packet Preference Selection, Channel 
Allocation and data transmission procedure for IPDF Scheme. 

A. Operation of IPDF Routing Scheme 

 
When the data arrives, the beacon initializes the data 

transmission. The DPNB notifies the preference of the arriving 
data. If the arriving data is the IPD and it is the slot’s 
possessor, t0 is allocated immediately in CFP and the data is 
transmitted at once without any delay. If it is the slot’s non-
possessor, the node has to wait till the duration of t0 and only 
then allocated with t1 slot. This avoids any collision or 
unwanted delay of prioritized data as per the medical 
requirement of <125ms. When the DPNB identifies MPD 
arriving, then, it makes the node to access the CAP without 
waiting during CFP thereby, reducing the delay of MPD as 
well, which has to be <250ms. But, CAP- P1 allows only the 
possessor’s MPD to be transmitted and CAP – P2 allows non-
possessor’s MPD to be transmitted. During CAP access, the 
MPD have to follow the CSMA/CA mechanism in order to 
access the medium while contending, when the medium is 
busy. The IPDF algorithm explains the aforementioned 
operation during channel access.  

 
The proposed scheme involves the CAP segmentation into 

dynamic phases that leads to prevention of bandwidth wastage 
during channel contention, thereby, utilizing the same, 
efficiently by priority based transmission of medical data. The 
length of individual dynamic phase in the CAP can be 
estimated as, 
              n-1 

Ln = ∑      li + L * (Nn / N)           (4) 
                 i=0 
where, L is the length of individual phase in the CAP with n 
taken from 1, during initialization of each phase, Nn is the 
entire nodes with load grouping based on packet preference 
and N being consummated count of nodes.  
 
 
 

IPDF Algorithm for Accessing the Channel 
 
If (Immense Preference Data) 
 Access CFP 
  If (Possessor node)   

Allocate a slot at t0 
   Transmit Data immediately at t0 

  Else 
   Wait till t0 
   At t1, allocate a slot 
   Transmit Data in t1 

  End if 
Else 

Access CAP 
  If (Possessor node) 

Phase 1 (P1): Allocate a slot and 
transmit data 

  Else 
 

Phase 2 (P2): Channel Contention 
according to CSMA/CA Procedure 

  End if 

 
The MPD is inclusive of the entire data traffic excluding  

crucial data traffic. So, the normal and low preference data 
packets that is to be sent from the human body continuously 
for regular monitoring that is not very much time sensitive 
when compared with the emergency packets, would get into 
channel contention at CAP. 

B. Significant Advancements of IPDF Routing Scheme 

The proposed routing scheme brings forth the consecutive 
significant advancements: 

1. A routing scheme with Immense Preference Data 
Forwarding incorporated with Constructive Time Slot 
Allocation Scheme was contemplated to maximize 
throughput, minimize overall delay and utilization of 
energy by a sensor node thereby, increasing its PDR and 
lifetime. 

2.  Since there is a faster access to the channel and possessor 
data, non-possessor IPD and MPD are transmitted 
efficiently as explained in the operation of the routing 
scheme, thereby, decreasing the back off time period 
leading to reduction in the response wait time.  

3.  Since the redundant contentions cause unwanted wastage 
of energy and bandwidth, the proposed scheme greatly 
overcomes it by efficiently transmitting their absolute data 
of the possessors in the CFP itself. Only the non-
possessors contend for the CAP according to the 
preference of the data.   

4. This results in decrease in Duty cycle which decreases the 
end to end delay as we transmit and receive the absolute 
data within that superframe itself and at the same time, 
circumventing the added delay due to data storage in the 
coordinator amid the sleep time. 
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    Fig. 1  Superframe structure of IEEE 802.15.4 

 

 
 
 
 Fig. 2 Modified Superframe structure for IPDF Scheme  

 

 
Fig. 3 Flowchart for Packet Preference Selection, Channel Allocation and data transmission for IPDF Scheme 
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IV. PERFORMANCE ANALYSIS

 
The IPDF scheme was evaluated 

Simulator 2 (NS-2). A single hop data transmission
topology was utilized with assumption that, all the biosensors 
were affixed to the body with random deployment of 
nodes surrounding the coordinator with radius of 4m. 

TABLE I.  SIMULATION PARAMETERS

Parameter 

Area 500 m x 500 m 

Routing Protocol AODV 

Physical / Mac layer 802.15.4 

Channel type Wireless 

Radio Propagation mode Two Ray Ground

Network Interface type Phy / Wireless Phy

Interface queue type Drop Tail / PriQueue

Antenna Model Omni directional Antenna

Link Layer type LL 

Traffic type CBR 

Network Topology Star 

Channel Rate 250 Kbps

Frequency band 2.4 GHz 

Pt = Power of radio transmission  36.5 mW

Pr = Power of radio reception  41.4 mW

Pi = Power of idle listening  41.4 mW

aBaseSuperframeDuration  960 symbols (15.36 ms)

macBeaconOrder (BO) 4 

macSuperframeOrder (SO)  3 

Beacon Interval (BI)  245.76 ms

aNumSuperframeSlots  16 

UnitBackoff Period  20 symbols (0.32 ms)

aMaxSIFSFrameSize  18 octets 

aTurnaroundTime  12 symbols (0.196 ms)

macAckWaitDuration  54 symbols (0.864 ms)

macMinBE  3 

macMaxBE  5 

macMaxCSMABackoffs  4 

macMaxFrameRetries  3 

CCA  8 symbols

SIFS  12 symbols (0.192 ms)

LIFS  40 symbols (0.64 ms)

Notification Beacon  40 bytes (1.28 ms)

 

PERFORMANCE ANALYSIS 

The IPDF scheme was evaluated using Network 
transmission with star 
that, all the biosensors 

random deployment of the 
with radius of 4m.   

IMULATION PARAMETERS 

Value 

500 m x 500 m  

 

 

Two Ray Ground 

Phy / Wireless Phy 

Drop Tail / PriQueue 

Omni directional Antenna 

250 Kbps 

 

36.5 mW 

41.4 mW 

41.4 mW 

960 symbols (15.36 ms) 

245.76 ms 

20 symbols (0.32 ms) 

 

12 symbols (0.196 ms) 

54 symbols (0.864 ms) 

8 symbols 

12 symbols (0.192 ms) 

40 symbols (0.64 ms) 

(1.28 ms) 

The assumptions made during simulation were that, t
data traffic was assumed to be 20 % of Immense Preference 
Data, 40 % Medium Preference Data and 
Preference Data, the entire nodes operated within
coordinator boundary limit without any intricacies from the 
neighboring networks. The simulation results for the proposed 
scheme were evaluated and compared
and PA-MAC.    

 
From Fig.4, the contention during CAP was greatly 

reduced in IPDF scheme, thereby reducing delay, compared to 
the customary IEEE 802.15.4 standard and PA
limited access in the data traffic load in the intervening CAP 
phases, by providing a rapid access for IPD and LPD in the 
channel. In PA-MAC, there was an uncontrolled contention of 
variable traffic in various phases of CAP and there exists no 
traffic prioritization in IEEE 802.15.4 MAC
to the medium resulting in huge delay in the entire network.
 

 
Fig. 4 Delay Performance with respect to Node Count

 
It was observed from Fig.5 that, delay for variable packet 

volume was very small (<125 ms) as necessary for the medical 
real time traffic utilization, compared to the customary 
802.15.4 and PA-MAC. 

 

 
Fig. 5 Delay Performance with respect to 

 

The assumptions made during simulation were that, the 
data traffic was assumed to be 20 % of Immense Preference 
Data, 40 % Medium Preference Data and 40 % Minimum 

, the entire nodes operated within the 
coordinator boundary limit without any intricacies from the 
neighboring networks. The simulation results for the proposed 

and compared against IEEE 802.15.4 

From Fig.4, the contention during CAP was greatly 
d in IPDF scheme, thereby reducing delay, compared to 

the customary IEEE 802.15.4 standard and PA-MAC, due to 
limited access in the data traffic load in the intervening CAP 
phases, by providing a rapid access for IPD and LPD in the 

e was an uncontrolled contention of 
variable traffic in various phases of CAP and there exists no 

prioritization in IEEE 802.15.4 MAC during the ingress 
to the medium resulting in huge delay in the entire network. 

 

respect to Node Count  

It was observed from Fig.5 that, delay for variable packet 
volume was very small (<125 ms) as necessary for the medical 
real time traffic utilization, compared to the customary IEEE 

 

Delay Performance with respect to Packet Size  
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 When there exists a huge volume of data traffic, only 
a certain amount of nodes could be accommodated in the 
system that results in large collision. Whereas, the channel 
access is confined based on traffic preference in IPDF scheme 
(IPD in CFP and LPD in CAP, restraining only for LPD 
traffic). This results in decreased collision, providing a better 
channel access and thereby, improving the throughput of the 
network as depicted in Fig.6.  
 

 
 
Fig. 6 Throughput Inquiry with respect to Node Count  

 

 
 
Fig. 7 Throughput Inquiry with respect to Packet Size  

 
 Fig. 7 shows that, the throughput of IPDF scheme 
increases gradually with packet size. When the node count 
boosts up, the exhausted energy also shoots up due to collision 
upsurge and therefore, packet retransmits.  
 
 From Fig. 8, the PA-MAC  and customary IEEE 
802.15.4 consumes energy of approximately 10.5 mJ and 10 
mJ respectively with 20 nodes, whereas, IPDF scheme uses 
9.5 mJ of energy, because, there was a constrained medium 
access in CAP and CFP was entirely dedicated only for IPD. 
Due to the CAP phase distinction, the energy consumed was 
greatly reduced in IPDF scheme due to unnecessary 
contentions leading to energy exhaustion. 

 
 

 
 
Fig. 8 Energy Exhausted with respect to Node Count  
 

 
 
 
Fig. 9 Energy Exhausted with respect to Packet Size  
 

From Figure 9, IPDF scheme consumes energy 
equivalent to PA-MAC but, lesser than the customary IEEE 
802.15.4, that could transmit IPD and LPD within a short time 
period compared to the customary protocol and PA-MAC.  
 

V. CONCLUSION AND FUTURE WORK 

 
The Immense Preference Data Forwarding (IPDF) Scheme 

was designed and implemented with a modified MAC 
superframe structure in IEEE 802.15.4, by allocating 
maximum priority IPD of the possessor and non-possessor to 
t0 and t1 in CFP respectively, for immediate data transfer, to 
minimize the delay associated with IPD traffic. The MPD of 
the possessor and non-possessor are routed through the P1 and 
P2 phases in the CAP respectively, to handle the MDP traffic 
as well. The performance analysis of the proposed Scheme 
was carried out. The throughput showed a significant increase 
and delay and energy consumption showed a significant 
reduction for IPD and MPD of IPDF SCHEME when 
compared to PA-MAC and customary IEEE 802.15.4 
standard. In future, an equitable contention ingress scheme for 
both medium and low preference data with maximum channel 
utilization would be considered.  
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Abstract — A library is a collection of information resources 

and provides invaluable services to its users for reference and 

borrowing of books and documents. As the library grows in size, 

the problem associated with the maintenance of the books also 

grows. Searching a book in the library manually is a tedious 

process and if there is any misplacement of the book either 

intentionally or unintentionally then it consumes more time and 

more effort to search the book. To overcome this problem an 

attempt is made to introduce automation of library for fast 

searching of books and to pick or place the book in a particular 

rack. A robot with an arm is developed which is able to find the 

book at particular position and then pick or place in a particular 

rack in the library. 

Keywords —– Library, robot, robotic arm, Arduino, infrared 

sensor, WIFI module. 

I.  INTRODUCTION 

International Federation of Robotics (IFR) defines a service 

robot as a robot which operates semi or fully autonomous to 

perform services useful to the well-being of humans and 

equipment, excluding manufacturing operations. Robotic arm 

is a mechanical arm which is manually controlled through 

wired or wireless systems to perform the desired task in 

various fields of application such as military tasks, hospital 

operations, dangerous environment and agriculture.  
The main aim here is to build a robotic arm that is capable 

of picking the particular book and in case of any misplacement 
of the book the robotic arm should be capable of picking the 
particular book required by the user. The system that is built 
has two circuits namely Arduino circuit with Wi-Fi module for 
control operation and motor driver circuit to drive the DC 
motor. A robot with an arm is developed which is capable of 
searching the book at particular slot and then pick or place the 
book in a particular rack in the library. To create a systematic, 
faster and efficient operation, Arduino will be used which will 
process the input received from the WIFI module and perform 
the programmed action. This system proposes a database that 
provides a way of searching the required book to pick or 
place, to find the misplaced book and to get the information 
about the status of the book. A GUI is developed on visual 
basic platform. The GUI has icons such as add book, search 
book and reset. The hardware of the system consists of line 
follower robot that navigates in the library and detects the 
exact location of the required book. The visual basic platform 
is interfaced through WIFI module with the robot to pick or 

place the book in the designated position as per the 
instructions of the user. 

II. EXISTING SYSTEM 

In the library the books will be placed in the designated 
position of racks and if any user needs a particular book will 
first check the availability of the book and search the book in 
that designated position. But the problem is if someone by 
mistake or purposefully places the books in wrong positions 
then it is very difficult to locate the book. The user or the 
library staff has to search all the racks to locate the book 
which will be either time consuming or sometimes it may not 
be possible to locate the book at all. 

III. PROPOSED SYSTEM 

In the proposed system a robot with an arm is developed 
such that whenever a user wants to borrow a book will first 
search for the availability of the book. If the book is available 
then the user will press a button to inform the robot to bring 
that book. The position of the book will be sent to robot 
through WIFI module and the robot will move and bring the 
book. The advantage of this system is even if the book is 
misplaced the database will be updated to the new position of 
the book so that robot will search the book and pick it. Further 
in this proposed system whenever a book is returned back by 
the user, the robot will be intimated to place the book in 
designated position and that position details will be updated in 
the database. 

IV. IMPLEMENTATION 

A. Block Diagram 

The Block diagram of automated library system using 
robotic arm is shown in Fig. 1.    The automated library system 
consists of IR sensor, Arduino, robotic arm, WIFI module, DC 
motors and motor drivers and PC. It has two sections: a 
transmitter section and a receiver section. Transmitter section 
consists of PC for sending the commands to the robot through 
WIFI module. Receiver section consists of microcontroller to 
process the signals received through WIFI module. 
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Fig. 1 Block Diagram of Automated Library System using 

Robotic Arm 

The automated library system is concerned with the 

implementation of pick and place task using Arduino board. 

Instructions from user are sent from PC via WIFI module to 

the Arduino and the protocol used for communication between 

PC and controller is serial UART. The received data is 

processed and corresponding output is sent to the motor driver 

which enables the DC motors for the movement of robotic arm 

and line follower robot. 

 

Arduino 

Arduino is a software and user community that design and 

manufacture computers. It is a open source software and 

microcontroller based kit for building digital devices and 

interactive objects that can sense and control physical devices. 

Here Arduino controller is used to process the commands 

required for the movement of motors, line follower robot and 

to control all other peripherals. 

 

DC Motor 

The DC Motor is a class of rotary electrical machines that 

converts electrical energy into mechanical energy. The 

common type of motor work on the force produced by the 

magnetic fields. The speed of the DC motor can be controlled 

using either a variable supply voltage or by changing the 

strength of the current in its field windings. DC motors are 

used for the movement of the robot and also for the movement 

of grippers. 

 

Motor Driver(L293D) 

The L293D motor driver is used to provide user with ease 

and user friendly interfacing for embedded application. The 

L293D is a dual H-bridge driver that can drive up to 1 Amp 

per bridge with supply voltage up to 24V. In automated library 

system using robotic arm two motor drivers is used to drive 

four DC motors. 

 

Robotic arm with gripper 

Robotic arm is an anthropomorphic structure which 

resembles human arm. In this project DC motors of 30RPM 

are used for the movement of the robotic arm and also for 

opening and closing of the gripper. Robotic arm with gripper 

is used to pick or place the book in to the rack.  

 

IR Sensors 

IR sensor uses the light sensor to detect specific light 

wavelength in the infrared (IR) spectrum by using an IR LED 

and it works on the principle of obstacle detection. The IR 

transmitter continuously emits the light, whenever the book is 

detected by the IR transmitter then the light gets bounces back 

to the IR receiver which indicates that the book is present in 

the rack and also used for line tracking of the robot. 

 

Power Source 

The battery is used to deliver required amount of power to 

all the components in the project. In this project line follower 

robot is energized using a 12V and 7.2A battery and all other 

components like IR sensors, Arduino, WIFI module and motor 

driver are energized using 12V and 1.2A battery. 

 

Liquid Crystal Display (LCD) 
A 16 X 2 LCD can display 16 characters per line and there 

are 2 such lines and each character is displayed in 5 X 7 pixel 
matrix. LCD is used to display the commands sent from the 
PC. 

B. Algorithm and Flowchart 

The algorithm used in the automated library system using 

robotic arm is: 

 Configure WIFI module and Arduino. 

 Set or define the input and output port. 

 Set the baud rate as 9600 and enable the transmission pins 

for communication. 

 Initialise LCD. 

 Send the appropriate input from the PC to the Arduino 

through the WIFI module. 

 Commands from PC are processed in the Arduino. 

 The processed input from Arduino (i.e. book number) is 

sent to motor driver which runs the appropriate motors. 

 If valid book number is entered, Robot moves towards the 

defined book position. 

 If the book is found the robot pick the book and returns it 

to the destination. 

 If the user wants to return the book, the robot pick the 

book from the user and moves towards the predefined 

position and places it. 

 

The flowchart of Automated Library System is using 

Robotic Arm is shown in Fig. 2.  
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Fig. 2. Flowchart of Automated Library System 

 

V. RESULTS AND CONCLUSION 

A. Results 

The working model of the Automated Library System is 

shown in Fig. 3. The hardware of the automated library system 

using robotic arm consists of gripper and triangular bars to 

hold the book firmly. The system uses four DC motors each of 

30 RPM and two Johnson motor each of 30 RPM with 6 to 7 

kg torque is used. Motor drivers converts lower currents into 

higher currents that are used to drive the motors. Motor driver 

can drive two DC motors simultaneously. The system uses RF 

transmitter and receiver to communicate between Arduino and 

obstacle detectors. IR sensors are used to detect the book i.e. 

whether the book is present in the slot or not and they are also 

used for line follower robotic vehicle and make the robotic 

vehicle to stop at particular slot to pick as shown in the Fig. 4 

or to place the book as shown in the Fig. 5 

. 

 
Fig. 3. Working model of smart energy meter 

 

 

 
Fig. 4. Robot picking the book at a particular slot 
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Fig. 5. Robot placing the book at a particular slot 

 

The visual basic window of the automated library system 

using robotic arm uses VBA (Visual Basic for Application) 

language. The interface of the visual basic window is provided 

with different type of icons such as add book, search book, 

reset and close icons. The visual basic window of the 

automated library system using robotic arm is shown in Fig. 6. 

 

 
Fig. 6. Visual basic window of the automated library system 

using robotic arm 

 
The search icon is used to search a particular book in the 

library. The result of searching the particular book in the 

library is shown in Figure. In this visual basic platform search 

option is used to search a book. In this comport the details 

such as book name is entered. This comport shows whether 

the book is available or not in the slot of the rack in the 

library. If the book is available then the robot moves to the 

predefined position to pick the required book and returns it to 

the destination as shown in Fig. 7. If the book is not available 

in the library the PC shows the comment in the comport as 

Book not available as shown in Fig. 8. The add book icon is 

used to add new book to the XL Macro database used in 

automated library system using robotic arm. Whenever we 

want to add new book to the database as shown in Fig. 9, the 

name of the book that is adding should be written in the 

comport and then press the add icon as shown in Figure. The 

reset icon is used to reset the visual basic window. 

 

 
Fig. 7.  The book selected is available in the rack 

 

 
Fig. 8.  The book selected is not available in the rack 

  

 
Fig. 9.  Database to display the book numbers 

 

B. Conclusion 

The main objective was to overcome the problem of 
searching the books in the library and provide automation in a 
user friendly manner. The robot with an arm is designed which 
can search the required book, pick the book from the rack and 
deliver the book to the issue counter. It can also place the book 
in its designated slot once the book is returned by the 
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borrower. The hardware and software required for automated 
library system using robotic arm has been designed and tested 
successfully. 

C. Future Scope 

The robot can be made more efficient by incorporating 

image processing technique to identify the books and book 

slot to pickup or place the books.  
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Abstract: A lightning protection system (LPS) of an urban 110 

kV substation is designed and analysed according to NFPA 780 

and IEC 62305-3 standards. The analysis of the LPS is based 

on the value of risk assessment. The total area of the plant is 

described by one soil layer with uniform resistivity. This study 

aims to improve the understanding of unexpected attitude of 

the grounding grid system under lightning strike currents by 

explaining the basic notion of the lightning protection level. 

The program is integrated with the CDEGS software, which 

provides effective geometrical modeling with object and result 

visualization. Furthermore, module and automated fast 

Fourier fransform is implemented in this study to simulate 

electromagnetic fields in the period and frequency scope. These 

current values are compared to the desired protection levels 

within the standards. The study results show that for the 

improved protection of the system against lightning, the total 

power grid must be considered as a source of improvement for 

studying shielding influence and the protection levels provided 
inside this substation. 

 Keywords- LPS;NFPA780; shielding failure; CDEGS software; 
step voltage. 

I.  INTRODUCTION  

A lightning protection system (LPS) is an extremely 
controversial subject. It is difficult to obtain realistic 
information on the capacity of the system even if precautions 
are accurately calculated. Lightning is a natural phenomenon 
that cannot be controlled by humans, but LPSs are not. 
Lightning protection provides a path to direct high energy 
into the soil, which is achieved by a grounding grid under the 
area to be protected. Lightning strike causes large potential 
differences in the electrical systems that are distributed one 
by one in the substation grounding grid. In this study, a 110 
kV substation is designed, and the lightning voltage and 
current, and the LPS protection of the substation during a 
thunderstorm are calculated. The designed LPS results in 
reduced impact of lightning disturbances and improved 
robustness of the grid substation. The assessment of the LPS 
is performed using traditional techniques from the literature 
[1]. Lightning generates considerable voltage anomaly in 

high transmission and distribution grid systems in direct 
strikes. These considerable voltage anomalies lead to line 
power failure. New evolution have made it prospective to 
expand a solution to lightning problems, and also to decrease 
the total cost of the substation  grid design [2].These studies 
and analyses are carried out to provide high protection for 
this substation. This model proposes a new design of 
electrical stations and is accomplished by modeling 
simulation using the CDEGS software shown in Fig. 1. In 
some cases, lightning affects the upper part of the substation, 
which does damage to most of the equipment inside the 
substation, leading to a complete cessation of all parts of the 
substation. Insulation flaw on 110kV transmission line in 
front of the substation can get short circuit currents with high 
magnitude [3]. Electrical grid substations can be abnormal to 
different forms of voltage deflection. Through the design 
point, the engineer should select the risk scale for which the 
substation is designed according to the risk standard, is 
common, attached to the basic insulation level chose. To 
reduce the occurrence of such specific risks copper was 
added to the top of one corner of the substation [4]. In the 
present paper, a new analytical implementation of lightning 
is presented. The primary circuit arrangement is the same as 
in [5]. However, the present implementation was extended to 
include lightning surges on a 110 kV urban substation. To 
estimate a performance in the first moments of a lightning 
pulse, the high frequency content of the lightning current 
stroke is used as an approximation of the first strike. The 
time domain waveform is transferred to the frequency 
domain by using rolling sphere method [6]. LPS is designed 
by the keraunic scale at the material position of grid 
substation, that is defined accordingly the average number of 
thunderstorm days per year, and is related to the density and 
quantity of flashes to the ground [7]. A substation was 
designed and studied according to the yearly average flash 
density in the region Ng=10(f/km square/ye) reliance on the 
global map of the lightning frequency –strike. In this study, 
three-dimensional 110 kV ground grid substations are 
applied, and transient responded simulations in the CDEGS 
software and the assessment of the lightning performance of 
the substation was performed. All calculations were 
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conducted and analyzed according to the international 
standards for the design of 110 kV substations. Moreover, 
the plan was built on the full frames that provide high 
protection of the substation. For modeling, the lightning 
current flowed into the ground. 

II. SYSTEM CHARACTERISTICS 

This paper describes the Controllability of a grounding grid 

system for a 110 kV urban substation by MALT model using 

the CDEGS software. The size of the substation is 58.5 x 36 

m2, and the soil resistivity is uniform layers. The depth of 

the layer is 3 m, and the assessment of the soil resistivity is 

2000 Ω.m. The intelligent designing of the substation 

grounding grid is represented in Fig. 1. When lightning 

strikes this substation, a part of the lightning strikes current 

flows to the soil through the down conductor and its 

grounding system. However, if the lightning strike current is 

high, the insulator would be flashover, and a side of the 

lightning current invades this station. Therefore, this model 
was developed to handle the problems resulting from 

lightning strikes. We relied on optimal measurements to 

obtain the protection parameters like the touch and step 

voltages. We analyzed the basic rules to get high protection 

for the substation. We also discussed if the substation needs 

an LPS.  

A. Ligthning Protection System(LPS) 

An LPS consists of an air_termination system (ATS) for the 

above upper-most parts of the construction with down-

conductors and an earth_termination system. For 

controllability protection level selection, the IEC standard 

point out to the assessment of the risk mentioned in [8, 9]. 

Four lightning protection levels (LPLs) for the models are 

realized to fulfill the desired LPL performance class. For 

each LPL, a set of maximum and minimum lightning strikes 

current parameters is fixed. Each set contains level-

dependent and level-independent construction rules. Four 
classes of LPSs (I, II, III, and IV) are defined as a set of 

building rules, based on the identicaling LPL. We used the 

risk assessment to determine the class of the LPS. If Nd ≤ 

Nc the system does not need an LPS, and if Nd > Nc, 

otherwise. Risk assessment depends on the parameters 

shown in Tables 1 and 2. The main risks of lightning are 

studied extensively using mathematical modeling and 

simulations. The structure of the substation is designed by 

the CDEGS software explained in Fig. 1, and all calculations 

of risk assessment are explained in the following. 

B. Lightning Risk Assessment 

  The risk assessment is performed to determine if the 

substation needs an LPS. For this, the lightning strike 

frequency (Nd) should be compared to the tolerable risk 

factors (Nc). The comparison is conducted by the ratio 

between the acceptable risk and the lightning strike 

frequency. If the calculated rate is 1.0 or higher, then an LPS 

is required, and if it is lower than 1.0, then there is no need  

 
Fig.1 110kV substation grounding grid using CDEGS software. 

for an LPS. The application is through NFPA 780 - 2008 

edition [10]. The lightning strike frequency to the system can 
be calculated as Eq. (1): 

        Nd=Ng*C1*Ae*10^-6                                                 (1)                                                     

The lightning strike frequency (Nd) consists of the common 

area of the facility (Ae), its surrounding environment 

(environmental coefficient C1), and the lightning flash 

density (Ng) of the city. The common area of the substation 

structure can be obtained as 

Ae=L+W+6H(L+W)+9*3.14H^2                                        (2) 

    Where L, W and H are the length, width and height of the 

structure, respectively. At this substation, the surrounding 

environment of the facility has an integral effect, so the 

designed external structure is critical to avoid the impact of 
lightning strikes, and all factors indicate that the high 

protection of the station leads to full stability of all parts of 

the substation [11]. The tolerable risk of the facility (Nc) is 

determined by Eq. (3) and is dependent on the structure 

coefficient (C2), contents within the structure (C3), structure 

occupancy (C4), and lightning consequence coefficient 

structure (C5).    

Nc=C1*(10^-3)/C2*C3*C4*C5                                         (3)                                       

Equation (1) and (3) are used to locate the distribution of 
lightning strike current capacity that below the shield wire. 

The structure is metal, and the coefficients are shown in 

Table 1, according to NFPA-780. Furthermore, after 

applying Eqs. (1) and (3) and Table 1, the result of the 

lightning risk assessment will determine whether an LPS 

should be installed. From the results in Table 2, we find that 

an LPS should be fixed because Nd>Nc or the ratio of Nd/Nc 

is greater than 1. Three LPLs used in this study are based on 

the standards. Commonalty lightning parameters are primary 

input variables for determining the effectiveness of voltage- 
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TABLE 1. C COEFFICIENT SPECIFICATION 

TABLE 2.  MODEL CALCULATION OF THE LPS PARAMETERS 

Symbol Computation result of the  

parameters 

Ae 16936.88 m2 

Nd 0.16937 

Nc 0.00005 

protection. More recent lightning strike measurements were 

obtained by SES-shielded -CDEGS software. 

III. LPS 

There are four part of LPSs (I to IV), as shown in Table 3. 
The qualities of an LPS are determined by the 
characteristics of the model to be protected and by the 
considered LPL. The standard corresponding to LPLs 
defined in IEC 62305-1. After that, to determine the 
protection level class, the efficiency protection (E) is 
calculated to be 99% according to Eq. (4). A lightning strike 
is uncontrollable However, it can be discovered and 
lightning be tracked [12, 13]. 
E≥1-Nc/Nd                                                                           (4) 

A. ATSs 

An ATS is designed to prevent lightning damage to the 

substation.  It should be designed to avert uncontrolled 

lightning strikes to the protected structure ATSs can consist 

of rods, spanned wire cables, meshes, conductors in the 
substation grounding grid. 
We used air-termination rods according to [14] when the 
surface requires some rod air terminal units, we determine 
the air termination dependence as Eq. (5). 
 

d = 2 sq. (2*r*h-h^2)                                                            (5) 

Where d is the distance between two rods (m), r is the radius 
of the rolling sphere (m), and h is the height of the rods (m). 

At all events, earth-termination system designs with a 

considerable area between conductors and the soil buried 

deeply in the ground lead to lower step-voltages on the 

surface than those that are less deeply buried or have shorter 

conductors. 

  
TABLE 3. CLASS OF LIGHTNING LEVEL AND EFFICIENCY IN IEC 62305-1[3] 

 

Class of Protection level LPS efficiency 
I 98% 

II 95% 

III 90% 

IV 80% 

 

    For determining the placement of the air 

termination system for changeable surfaces: the first 

one  is the covering angle method for the height 

variation between two plan surfaces and the second  is 

the rolling sphere method for the height between more 

surfaces in the  situation of  frame with complex 

spheral size. According to the standard DEHN shield, 

the determined height of the air-termination rods h 

(m) is presented in Fig. 2(a). The intelligence depth of 

the rolling sphere is controlled by the generality 

significant distance of the air termination rods from 

each other [15]. Air-termination rods are used to 

protect the surface of the substation on the roof 

against a direct lightning strike. The maximum 

lightning current depending on the value of the rod is 

shown in Table 4. 

B.  Down-conductor systems 

  We hope to minimize the damage caused by lightning 

to this substation. It is necessary to use a down-

conductor system for the LPS. Exemplary estimation 

of the distance between down conductors and LPS are 

shown in Table 5. All values are given by IEC 62305-3 

[16]. In this system the down-conductors are placed in 

one of the corners of the 110kV substation; they are 

distributed around the perimeter. The down-conductors 

are connected directly to the substation. They are 

installed directly onto the structure because of the 

temperature increase phenomenon during a lightning 

strike to the LPS. If the wall is made of an ordinarily 

inflammable material, the all value down conductors 

may be installed directly on or in the wall, as shown 

Fig. 1 

C. Earth-termination systems 

Earth-termination systems are an essential bit of LPSs. 

They must be designed to ensure safe lightning current 

transition into the ground grid wanting make step 

voltages on the surface of the soil, which would be 

serious to human beings. The attitude of an earth-

termination system under high lightning currents was 

studied to minimize hazardous overvoltages.  
TABLE 4. VALUE OF THE RODS AND MAXIMUM CURRENT DEPENDENCE FOR 

LEVEL I 

Symbol Computation result of the Parameters 

r (m) 20 

h(m) 10 

Angle α 45 

Maximum 

lightning 

Current(KA) 

200 

Symbol Relative Structure Location Value 

C1 Isolated structure 1 

C2 Metals 0.5 

C3 High value 2 

C4 Risk of panic 3 

C5 Consequences to the environment 10 
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(a) 

 
(b) 

Fig. 2. Model of the LPL [15] . (a) Description of the resulting value 

of the LPS between angle α and H (m), (b) Minimum length of each 

earth electrode according to the resistivity and the LPS class. 

 

This was performed by many authors theoretically 

both in the frequency and time domains [10]. In an 

earth-termination system, the length of earth electrode 

should be calculated according to the class of the LPS 

to determine the soil resistivity layer. For class I, the ρ 

= 2000 Ω.m and the length of the electrode is 50m, as 

shown Fig. 2(b). 

IV. PEAK LIGHTNING CURRENT 

Lightning currents that can pass during a direct 

lightning stroke can be simulated with the surge 

current of a waveform of 10/350 µs in IEC 62305-1. 

For class I, the peak value current is 200kA, 

conformable to the first short strike LPS. The lightning 

surge current can be jointly outlined by the attached 

double exponential-type function in Eq. (6) and Fig. 3. 
 

i (t) = I/η * exp^(-αt)-exp^(-βt)                                            (6)
                                                                

Where I is the peak current, η is the correction factor, t 

is the time variable, and α and β are time constants. In 

this system, to calculate the lightning surge, we also 

used the Heidler representation of the lightning surge  
 

 

TABLE 5. CLASS OF LIGHTNING LEVEL AND EFFICIENCY IN IEC 62305-1[3] 

Class of the protection level Typical down-conductor 

distances (m 

I 10 

II 10 

III 15 

IV 20 

 

 
Fig. 3. Double exponential-type function of the lightning surge using 

FFTSES 

and subsequent current pulse wave as one of the most widely 

used surge models for the lightning surge propagation in the 

transmission line and grounding system. The Heidler surge 

function value is described in Table 6. The field methods are 

mostly more accurate than circuit or substation 

approximation, but they take into account all electromagnetic 

phenomena. The calculation is carried out for conductive 

structures with single earth electrodes in the earth with 2000 

Ω.m. The surge current distribution in the vertical and 

horizontal elements of the LPS is calculated during a 

lightning strike to the corner of the substation. In this study, 

the effectiveness of high current density that progresses the 

grounding realization is not taken into account that is a path 

adopted by many researchers [9-12]. In high lightning 

currents, the electric field at the ground electrodes may be 

larger than the electric force of the soil, resulting in collapse. 

This generally get better the grounding performance 

especially in lower resistivity soil. There is no unanimity on 

the simple formularization that takes into account the 

influence of this complex and patchy process as they are 

forced by the necessary underlying simplifications and 

proposition. 

V. COMPUTATION RESULTS 

   The computation step is mostly based on the use of 

the well-known SES shield to design the substation 

according to the lightning specification, striking 

distance, and ground flash density. The probability for 

a stroke current smaller than 12.52 kA is 15.571%. 

Additionally, the likelihood that there will be one 

failure per year is 1 per 0.0033%. All substation 

characteristics, critical and intermediate values, are 

computed by the CDEGS software, as shown in Tables 

7, 8 and Fig. 4. From the result of the risk assessment 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1394



using the CDEGS software, the collection area of 

direct strikes to the structure (58.5 x 36 m2) is 2.229 m 

and the overhead lines from direct strikes are 34.05 m. 

The CDEGS software firstly utilized the fast Fourier 

transform to draw the time domain lightning surge 

zone. The 110 kV substation need to perform to reform 

the faults and the past studies indicate the possibility of 

variable current depending on the grounding potential 

rise. In this study, we attempted to find reasonable 

solutions to solve the problems resulting from the 

chosen values of the soil resistivity and the quality of 

the conductors.  All the resulted in this paper indicated 

positively solutions to help their implementation. By 

far, the maximum cost-effective control of the 

assessment of high-transmission lines under a 

lightning is the optimization of the shielding angle and 

the decrease of the grounding resistance. Furthermore, 

for the 110 kV substation, the standard was updated 

using the CDEGS software to improve the spacing 

rods. 

 
TABLE 6. PARAMETERS FOR EQ. (6) 

10/350 μs waveform 

I 200 kA 

η 0.5 

α 53798.93 

Β 499449.6 

t 200 µs 

. 

 
Fig.4. Risk assessment for lightning protection in the 110kV substation 

 

 

 

 

 
TABLE 7. SUBSTATION CHARACTERISTICS USING THE SES SHIELD 

        Parameters value 

Voltage phase 110 kV 

Basic impulse 1850 kV 

Mid-span height   26 m 

Outer diameter of the conductor     25.4 mm 

Bundle spacing 0.460 m 

 

TABLE 8. INTERMEDIATE AND CRITICAL VALUES USED IN THE SES-CDEGS 

SOFTWARE. 

        Parameters value 

Withstand insulator voltage VC 1850 kV 

Equivalent bundle radius R0 0.204 m 

Surge impedance Zw        499449.6 Ω 

Critical current Ic 12.527 kA 

Critical distance Sc 41.370 m 

Height of  the protection system Hg 58.5 m 

Lightning surge per year 1 per -30594 y 

 

Based on the results represented in this paper and 

according to all international standards for the 

protection of high- voltage substations, it was 

concluded that the effects of lightning can be reduced 

using LPSs. In addition, Fig. 5(b) shows the summary 

of the study in terms of the optimal representation of 

the calculation of top step and touch voltages in the 

protection of the human elements and equipment and 

all various types of 110 kV substations. This study 

indicates out that the process of the analysis and 

follow-up effects of lightning can be made with four 

levels of protection algorithms, but level 1 is preferred 

for the use as it is good for efficient treatment of the 

effects. Furthermore, in this paper, we explained the 

analysis by the CDEGS software that can process the 

problems and in turn should be implemented by 

subsidiary stations depending on LPS mechanism. 

According to the IEC standard of LPLs, the attachment 

between the substation top and the grounded structure 

takes place for lightning strikes at a critical distance 

from the structure. This distance is fixed as the radius 

of the level used in the rolling sphere model of 

locating lightning down conductors on the structures. 

The analysis was applied according to [8]. 
TABLE 9. FINAL RESULTS FOR THE SYSTEM USING THE CDEGS SOFTWARE 

Status Maximum 

value 

Computed 

value 

Grounding 

grid status 

Potential rise   5000 V 498.3626 V Acceptable 

Touch voltage  1005.2 V 252.8969 V Acceptable 

Step voltage inside 

the  grid                       

 3553.1 V 10.4823 V Acceptable 

Step voltage outside 

the grid 

 3553.1 V 13.0001 V Acceptable 
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(a) 

 
(b) 

Fig.5. (a) 3D-system model of step voltage, (b) 3D-touch voltage for the 110

 kV substation using the SES-CDEGS software. 

VI. CONCLUSION 

 

In this study, a new design for a 110 kV urban substation 

is proposed. According to the optimization process, the LPS 

is calculated to be placed in one corner of the substation. The 

stepwise procedure for designing the earth grid was 

presented. The design parameters were obtained from the 

risk assessment using the SES shield in the CDEGS 

Software. The results of this study show that the 

representation of the substation includes the calculation of all 

parameters things that lead to the occurrence of any risks, 

which considered correctly according to the international 

standards. The grounding grid was also computed against 

any hazards considered in this study. A substantial analysis 

whether an LPS should be applied is performed by the 

designer when a new substation is designed or an existing 

structure is updated. Lightning risk assessment is a tool that 

can be used to determine whether an LPS is required. Touch 

and step voltages were estimated and considering the human 

body presence on the soil surface. The results show that the 

approximate mode in this study is suitable for determining 

lightning-caused voltage peaks considering the horizontally 

stratified ground with acceptable accuracy. 
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Abstract— This article describes a new topology of single-phase 

pulse width modulation (PWM) AC to AC converter, the 

designed converter does not need to follow the duality of the 

input voltage for secure switching and requires one of two 

techniques which is a smooth switching or lossy RC snubber 

strategy. In this recommend work the usual phase support of 

PWM AC to AC converter is supplanted with the switching cell 

framing and coupled inductor hence, the Step-Up type pulse 

width modulation (PWM) AC to AC converter is formed. The 

simulation presented in the setting of MATLAB-2016 b. 

 
Keywords—AC-AC Converter, Boost inductor, Pulse width 

modulation (PWM), Switching cell (SC), Commutation problem. 

I. INTRODUCTION  

For AC-AC energy power conversion requiring varying output 

voltage and variable frequency, the most common 

configuration is the dc-linked voltage source inverter, like pulse 

width modulation (PWM) inverter. This approach shows a 

multiple mode of operation for single-phase grid converter 

(SPMC) topology [1]. New zero-voltage transition, energy 

factor, three phase ac-ac converter with high frequency single-

phase connection in many applications where the voltage 

regulation is needed, it is used [2],[3],[4]. topology of a single-

phase ac -ac converter capable of producing voltage output to 

buck or increasing topology design mode uses a minimum of 

two segment overlapping controlled switches in each input 

cycle. this topology is easy, low cost and minimum numbers of 

devices [5]-[6]. A dynamic voltage restorer (DVR) type 

technique is also used switching cell structure so DVR has no 

switching issue and therefore does not need to sense the input 

voltage duality [7]-[8]. In conventional approach commutation 

problems arise, damaging switching elements so eliminating 

these problems using switching cell structure and coupled 

inductor with boost inductor which increasing high efficiency 

and low cost [9]. In this paper, the solid AC-AC converters link 

with PWM of z phase connection is implemented without the 

issue of commutation. For practical applications and highly 

attractive by means of magnetic integration of the discrete 

coupled inductor with boost inductor in single phase ac 

converter [10]. Fig. (1) shows implementation of stage-legs this 

structure can produce a wide frequency range without taking 

into account the input frequency. Which proposes a single-

phase ac-ac converter with a diode-clamped neutral point 

system [11]. Noise from EMI is one of the main problems 

during grid tied power converter construction [12]. In this 

topology, the number of switches is reduced to just four, 

resulting in reduced losses and higher efficiency compared to 

earlier topologies. 

 

 

+

C

-

S2

S1 D1

D2

CL
S1

S2

D1

D2

 

Fig. (1) implementation of stage legs 

II.  CONSTRUCTION OF DESIGNED CONVERTER 

In this construction of proposed converter switching cells, a 

filtering inductor, two capacitors and load are employed. This 

Converter approach is introduced with two switching cells, P-

type and N-type, having their intimations and demands in 

electronic circuits. Basic cell structure is introduced in this paper 

having a switching segment (IGBT) and a diode. 

 The P-type is a reflector circuit of N-type and vice-versa. The 

topology of Proposed PWM AC-AC converter has been depicted 

in Fig. 2.  that mainly consists four bidirectional IGBT switches, 

Sw1-Sw4, and coupled inductor with boost inductor [13]. There 

are many problems arise in conventional approach so reduce all 

them using switching cell structure with boost inductor. The 

step-up type converter is displayed in Fig 1[14]. With this 

configuration, the proposed converter can bear both dead and 

overlap time without harming equipment for switching. This 

design can prevent the shoot through issue created problem such 

as door miss triggering signals. Thus, it is possible to design an 

externally secure and durable scheme. So, Fig.2. conventual 

shown as below- 
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                                                    (a) 

(b) 
Fig.2.  problems of switching in conventional ac-ac PWM   converters.[15]. 

III.  PERFORMANCE OF THE PROPOSED CONVERTER  

Fig.3 indicates the operation of proposed converter. In this 
figure current is flowing between the switching legs, boost 
inductor and the couple inductor. Only the positive half cycle 
of voltage input is considered Similarly, negative can be 
analyzing because the structure is symmetric between the upper 
side and lower side leg. The center recognized as ground 
potential between these legs and known as and inductor 
connection terminals is marked as ‘A’ and ‘B’. Figure indicates 
the proposed converter’s operational waveforms when D<0.5. 
Since there are four continuous modes for conduction and 3 
level unipolar voltage for top and bottom leg depending on the 
duty cycle. 

 

In the document, it is presumed that the two binding inductors 
are identical with each other and it is presumed that the coupling 
coefficient is near to infinity. then fig.4 shows modes operation 
boost ac-ac converter and modes are following as: 

1. Mode A 
 The switches S1, S4 are all switched on in this operating 
mode and the diodes D1, D4 are all switched off. The input 
inductor which is a coupled inductor is denoted as Lin that stores 
the energy of the input and Ls is the self-inductance and voltage 

are as follows: 

 

             
 

 
 

                
 

     
  

 

                          

      
                           

2. Mode B 

The switches S2 and S3 turn OFF in this mode of 

operation while S1 and S4 remain ON. The diodes D1 and D4 
turn ON cause of freewheeling action and D2 and D3 remain 

OFF. The energy stored in the Lin is transmitted through S4, D1 

to the output. The relationships between current and voltage are 

as follows: 
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 Fig.3.Proposed Step-Up converter with SC, 

coupled inductor and boost inductor 
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                                                  (c) 

Fig.4 proposed converter's operating modes when (D<0.5). 1. Mode A (0 ∼ 

DTs) 2. Mode B (DTs ∼ 0.5Ts) 3. Mode C (0.5Ts ∼ (0.5 + D) Ts) 4. Mode D 

((0.5 + D) Ts ∼ Ts) 

 

 
 

 
 

 

 

 
 

Voltage across capacitor C1 is denoted by Vc1 as similar C2 

capacitor is shown by Vc2. 

 

3. Mode C  

 

Mode 1 is repeated in this mode again, but all are switched off

with a differencethat switches S1 to S4 and D1 to D4 are all s

witched ON. Input power is again stored in   Lin. 

 

 

 
 

 

                                                                    (13)                      

  

 

4. Mode D 

The difference in this mode is that VA and VB will be z

ero instead of VC1 and VC2 during periods B and D.Equation 14 

shows the voltage gain of proposed step-up converter with 

boost inductor. 

 

 
 

Fig.5 shows the Step-Up ac-ac converter main operational 

waveforms when D (Duty ratio) value is less than 0.5 

 
 

Fig.5. Single -phase PWM boost AC-AC converter key operational 
waveforms  

 

IV. SIMULATION  OF THE PROPOSED BOOST  CONVERTER 

BASED ON SWITCHING CELL STRUCTURE 

 

 The simulation model by MATLAB 2016b of the single-

phase PWM (pulse width modulation) proposed Step-Up 

converter is shown below in Fig.6. based on switching cell 

structure, coupled inductor with boost inductor. Parameters are 

input voltage (vin=110vrms) and capacitor (Cin,C1,C2=2.2 f) 

and switching frequency (f=50 kHz) as follow: 
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V. SIMULATION RESULTS 

 

                                            (a) 

 Fig.(a) shows voltage waveform of C1, C2,. Input inductor voltage and input 

current also. 

 

 

 

 

        

                                                   (b) 

                Fig.(b) shows input inductor current, input voltage, output voltage 

 

 

 

Fig.7. MATLAB simulation result 

 

 

Fig.6.Matlab Simulation Model of Proposed Boost Converter based on switching cell structure 
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Fig.7 represents the simulation of the proposed 

converter.  According to the parameter design simulation 

parameters are selected input voltage (vin=110 vrms), output 

voltage (vo=220vrms), output power (po=200 w) and D =0.4.  

The ac to ac converter step-up operation is obtained 

from the MATLAB setting. Fig.8. indicates the 50 Hz variable 

output frequency output voltage and % THD (Total harmonic 

distortion). 

 

 

                                             (a) 

 

(b) 

fig.8. shows (a)output voltage and its (b) THD (total harmonic distortion) 

VI.   CONCLUSION 

In this paper, step-up ac to ac converter has been created for 

single-phase pulse width modulation (PWM), which detects 

the switching issue in a single-phase direct PWM ac-ac 

converter without detecting the duality of input voltage. This 

step-up ac-ac converter uses the basic structure of the SC and 

the coupled inductor to allow it to be opened and shortened 

without damaging the switching devices.  It is possible to 

replace IGBT with MOSFET for the primary power device for 

better outcomes. The suggested converters are used in 

industrial applications and also can be implemented for future 

research work. With the use of coupled inductor and switching 

cell higher efficiency can be achieved.   
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Abstract—In the last few years, deep learning is one of the
powerful technique, used for image recognition. Among the
various kinds of deep neural networks, Convolutional Neural
Network (CNN) nowadays has been widely used for the purpose
of image recognition. In this work, we present the customized
model developed for feature extraction of medical packages. Now
a days, it is difficult to distinguish an original medicine from
counterfeit. The proposed model based on CNN can be useful in
identifying the original medicine which forms the first step in the
process to identify counterfeits. The medicine images are used as
dataset for feature extraction and image classification. Medicine
package shape, edges and colour are used for feature extraction of
customized model. Classification is done to distinguish medicines
which is of same colour and differs in their name, printed
text, barcode and the company logo. One of the popular pre-
trained CNN architecture model VGG-19 is used for comparing
the results of developed customized model. Customized model
consists of only five layers convolution layer, maxpooling layer,
dropout layer, flatten layer and dense layer. In comparison to
pre-trained VGG-19 model customized model reduces number
of layers from 19 to 5. Number of layers are reduced to 5
because increasing the number of layers were not showing much
improvement in the testing results for given dataset. Training
accuracy of 93.17% , validation accuracy of 88.68% and testing
accuracy of 76.67% is obtained for the customized model. The
results can be made more precise and accurate by optimizing
the number of layers in the model. In the proposed model we
have used 5 layers. The optimization of number of layers is done
based on the prediction accuracy. The accuracy of less than 50%
was achieved using 3 layers and it is increased up to 76% with 5
layers. No further improvement in the prediction accuracy was
observed by increasing number of layers to 6 or 7, so for the
proposed model 5 layers are selected.

Index Terms—Convolutional Neural Network; Deep learning;
VGG-19; Medicine Package; Identification; Feature Extraction

I. INTRODUCTION

Nowadays, deep learning has become one of the most
popular technique which has now found its adoption in various
fields [1]. After a great development deep learning became a
growing area especially in the region of Artificial Intelligence
(AI) and Machine Learning (ML). Various frameworks and
libraries [2, 4] which are existing for research and development
in deep learning such as Tensorflow, Theano, Caffe and Keras.
Out of the many deep learning architecture techniques few
of them are Convolutional Neural Network (CNN), Recurrent
Neural Network (RNN), Long Short-Term Memory (LSTM),
Deep Belief Networks (DBNs), Deep Stacking Networks
(DSNs) and Generative Adversarial Networks (GANs). Since,

object Recognition has become a critical area of research in
the field of Machine Learning as it forms a crucial part of the
intelligence system related to Computer Vision, Robotics and
Autonomous Vehicles. Extracting the variant features found
in the input images is always the most challenging area in
object recognition. Convolutional object recognition uses neu-
ral networks to predict decisions about the object recognition
based on features which is being extracted from the images.
The best known deep learning architecture is CNN [4]-[5] for
the purpose of image and object recognition. CNN includes a
service of layers which includes convolutional layers, pooling
layers, the rectified linear unit layers, softmax layers and fully
connected layers. CNN is defined as a category of deep neural
networks widely used for analyzing visual imagery. CNN
have been inspired from the biological processes in which
the connectivity pattern between the neuron looks like the
organization of animal visual cortex. Each cortical neuron
stimulates only in a predefined region of the visual field.
This field is known as the receptive field. The receptive field
consists of various neurons that are not fully overlapped.
CNNs use less pre-processing technique compared to any other
image classification algorithms. The learning of CNN from the
given features without human intervention, considered as one
of the advantage.

The basic architecture of CNN has been shown in Fig. 1.
The CNN consists of input layers, output layers and hidden
layers. The hidden layers comprises of convolutional layer,
pooling layer and fully connected layer. Convolutional layer
will apply a convolution technique to the inputs. The CNN
may consists of global or local pooling layers, that joins the
outputs of each neuron clusters into a single neuron at the next
layer. There are two types of pooling layers: one is maxpooling
layer which uses the maximum value from every cluster of
neurons from the previous layer and second is average pooling
layer which uses average value from each of cluster of neurons
obtained from previous layer. The output of pooling layer
act as a input for fully connected layers. The classification
of inputs is done by fully connected layers. Each of neuron
in CNN has activation function which process the input and
provides appropriate output. The activation function consists
of vector of weights and a biases. Improvement in the learning
of a neural network depends on incremental adjustments to the
biases and weights. The combination of weights and bias is
known as filter. The important fact of CNN is that many of
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the neurons share the same kind of filter.
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Fig. 1. Basic CNN Architecture

The main objective behind training the CNN is to identify
the correct weights with the help of multiple iterations. When
CNN is trained using dataset, the network obtains knowledge
from this dataset refereed as weights of the network. Thus
the weights obtained can be given to any other CNN, rather
than training it from the beginning. The pre-trained model
can be used for the same purpose after training through
large dataset. The pre-trained model may not be able to give
100% accuracy, but it helps to save huge efforts required for
training from scratch. We can transfer the weights of pre-
trained model for any untrained CNN model, which is known
as transfer learning. By doing this we are actually transferring
the learning part of the pre-trained model to another model.

In the proposed work, the dataset is created by capturing
front and sideview images of various medical packages which
contains the information about the features. Cropped images
of around 688 medical packages are used. With the help of
image augmentation, horizontal, vertical flips and rotation are
also used in the dataset. We have used pre-trained CNN model
VGG-19, which is found most appropriate to extract features
from our dataset. With the help of the pre-trained CNN
model for feature extraction, we are exploiting the learning
capabilities of the pre-trained model acquired through lengthy
training time on very huge datasets.

This paper is organized as follows. Section II presents the
review related to features extraction and image classification.
Our proposed model is discussed in Section III. Comparison
results related to pre-trained model and proposed model are
presented in Section IV. Section V concludes this paper and
provides some prospective on possible future work.

II. LITERATURE SURVEY

Image recognition technique is the ability of the software
to identify objects and places in images. Human brains can
recognize objects without any difficulty and can easily classify
them but for a software to recognize, deep machine learning
is a necessity. This feature of image recognition for a software
was found best with CNN. Image recognition algorithms
works by the use of comparative 3D models. The following
are the networks which are the most popular ones.

A. AlexNet

AlexNet was the first deep neural network to provide a
better accuracy for ImageNet classification with a significant
improvement compared to any traditional network. It consists
of a total of 5 convolutional layers which is being further
followed by 3 fully connected layers. This network uses ReLU
activation function which helps in faster training [9]. The
ReLU actiation function is placed after after each and every
convolutional and fully connected layers. Convolution layer is
built using kernel filters. AlexNet also overcomes the problem
of overfitting with the use of dropout function.

B. VGG-16

The VGG-16 network uses more smaller sized kernel filters
compared to AlexNet. Multiple smaller stacked filters are
better than the one with the larger size because it helps in
learning more complex features. In the VGG-16 architecture
concept of blocks is introduced, where blocks with same
filter size applied multiple times in every layer and helps in
extracting more complex features.

C. VGG-19

VGG-19 architecture is different from VGG-16 only in
depth of layers. The VGG-19 contains three layers more com-
pared to VGG-16. These layers understand detailed patterns
of images for effective training. In earlier research work it has
been found that by using multi-scale testing VGG-16 reduced
the error rate from 8.8% to 8.7% similarly VGG-19 reduced
the error rate from 8.7% to 8.6%.

D. GoogleNet/Inception

By comparing VGG network with GoogleNet it has been
found that GoogleNet using 7-nets has an error rate of 6.7%,
while VGGNet using 2-nets has an error rate of 6.8% which
is really competitive. GoogleNet has developed a inception
module which approximates CNN with a normal dense con-
struction so that only few members of neurons are used and
the width or the number of convolutional filters are always
kept small. It has bottleneck layer which helps in reducing the
computation requirement.

In the earlier research work [7]-[8] performance of two
classifiers methods is evaluated. The two classifiers Linear
SVM and Quadratic SVM were used. Results shows pre-
trained model AlexNet provides better accuracy on both the
classifiers compared to traditional method of features ex-
traction. According to the result it has been found that the
pre trained model AlexNet had better accuracy on both the
classifiers. Even though both the classifiers have performed
similarly but Quadratic SVM gave better results than linear
SVM [9]. In [10] to check the quality of leather material
using leather images AlexNet CNN model is used. Tanning
leathers are having different textures in the same category
which is caused due to process of tanning or the skin were
being taken from various part of the animal body. Better
results are obtained using pre-trained CNN model compared
to hand crafted features extraction method. Machine learning
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is also used to classify the food categories [11]. Classifi-
cation was done using Linear SVM and AlexNet. In [12]
for original fingerprint identification VGG-19 and AlexNet is
used. comparison results show VGG-19 has better accuracy
than AlexNet. As VGG-19 produce better accuracy results
compared to other networks, in the proposed work we have
used VGG-19 for comparison [12].

III. PROPOSED MODEL

From the earlier research work it was found that VGG-
19 is one of best pre-trained model for object recognition.
So, before developing customized model, pre study on our
medicine related database is performed using VGG-19. Fig.
2 describes the standard steps followed during training and
validation of VGG-19 for features extraction. The dataset
is created using front and sideview images of various 688
medical packages which contains the information about the
features. Using image augmentation, horizontal, vertical flips
and rotation of images are also used. The data set is divided
into two parts in which 80% of data set is used as training
dataset and 20% of dataset is used as validation dataset.
The training and validation of the model is executed for
30 epochs. Each epoch allows one pass through the dataset,
within each epoch the corresponding features and labels are
extracted. Using extracted features model makes prediction
about medical package. The same process repeats for every
epoch. Similar process will be repeated in validation using
validation dataset. After validation process, cross-entropy loss
is calculated to in terms of percentage to determine how
accurately the prediction of the medical packages is done.
The input images are resized so that it can fit into CNN input
layer. Features are extracted after the training and validation of
VGG-19. At the end of training and validation different classes
of images will be predicted. We have used VGG-19 of 3×3
convolutional layers to classify images into 32 objects. The
size of output images from convolution layer are resized with
the help of max-pooling layer. There are two fully connected
layers having 4096 nodes each are followed with a softmax
classifier that helps in the extraction of various features which
are being used for classifying the products. The accuracy
of classification can be improved by increasing the depth of
VGG-19. As an input dataset, medicine package images are
used of the size 224×224. The input dataset of 688 different
medicine images is used out of which 510 images have been
used as the training dataset and 178 images have been used
for the purpose of validation dataset. The testing is performed
using unseen dataset of 150 different medicine images.

To train the model, we have used an open source soft-
ware library called Keras-Tensorflow, developed for faster
experimentation of CNNs and recurrent networks. We have
included few predefined packages such as numpy, pandas,
keras etc. Then loading of VGG-19 is done. The last layer
of VGG-19 is replaced with 32 classes of our dataset. For
learning of complex functions present in the images, ReLu
activation function is added to the dense layers and the softmax

function is added to the last layer. Next step is loading the
ImageGenerator which is inbuilt in keras to train our model.

INPUT
IMAGES

RESIZE IMAGE TO 
FIT INTO CNN 
INPUT LAYER

EXTRACTED 
FEATURE USING 

VGG-19

PRODUCT 
TYPE 

CLASSIFIERS

Fig. 2. Training and Validation steps for features extraction

During the training, validation and testing, the performance
of the pre-trained VGG-19 model is evaluated based on
accuracy. Accuracy is defined as from the given dataset of
images how many images are classified correctly by model.
Accuracy is represented in terms of percentage. The training
accuracy gives an idea about what percentage of images in
the current training dataset are correctly classified. Similarly
the testing accuracy provides us the percentage of how well
model is able to classify new images that does not belong in
training dataset. The validation accuracy is used to understand
whether the model is under-fitting or over-fitting. The results
showed an accuracy of 98% during testing with epochs of 30.

Fig. 3. Training accuracy vs Validation accuracy

TABLE I
PERFORMANCE RESULTS OF VGG-19

Number of Images Accuracy

Training 510 97.08%

Validation 178 97.42%

Testing 150 93.33%

The Fig. 3 shows the comparison between the training and
the validation accuracy. It has been plotted for 30 epochs.
At the beginning huge difference in the values of training
accuracy (52.5%) and the validation accuracy (72.5%) is
observed. But at the end of 30 epochs training accuracy
and validation accuracy are close to each other. The training
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accuracy of 97.08% ,validation accuracy of 97.42% and testing
accuracy of 93.33% is obtained as shown in Table I.

A. Custom Model

In the VGG-19 number of layers used are 19 which are
reduced to 5 in the customized model which helps in reducing
computational time and complexity. The custom model is
created without the use of any pre-trained network weights.
Fig. 4 represents the layers of the customised model. In each
convolutional layer, a filter of size 5×5 has been taken and
then the filter is being moved across the image to perform
convolutional operations. Convolution operations are nothing
but summation of element-wise matrix multiplication of the
filter values and the pixels in the image. The output of the
convlutional layers is given to the pooling layers. Pooling
layers are used to downsample the images. The image would
contain a lot of pixel values and it is easy for the network to
learn the features if the image size is progressively reduced.
Pooling layers helps to reduce the number of parameters
required and hence, this reduces the computation required.
For the proposed model max-pooling layers are used. The
output obtained from the pooling layers is then sent to the
dropout layer which uses a regularization technique to prevent
overfitting. Thus the result obtained after dropout layer will
be pooled feature maps which will be converted in to a long
vector of data with the help of flatten layer. Next is the dense
layer which is the fully connected layer whose function is
to classify input images based on features extracted from the
convolution and pooling layers. is The custom model analytics
are shown in Table II.

CONVOLUTIONS DOWNSAMPLING
OVERFITTING 
REDUCTION

FLATTENED
OUTPUT

FULLY
CONNECTED

OUTPUT

INPUT
FEATURE MAPS

FEATURE MAPS
FEATURE MAPS

FEATURE MAPS

Convolutional 
Layer

Max-Pooling 
Layer

Dropout 
Layer

Flatten 
Layer

Dense
Layer

Fig. 4. Layers of custom model

.
The input dataset consists of medical package images as

shown in Fig. 5. These input dataset images are resized into
size of 116×116. The input dataset contains 1644 medicine
package images from which 1304 are used for the purpose
of training dataset and 340 images are used for the purpose
of validation dataset. The training and validation dataset
consists of augmented images of various medicine packages.
Augmentation includes rescaling, horizontal flip, width shift
range, height shift range and zoom range. In the proposed work
categorical cross-entropy loss function and adam optimizer
is used. The training is done for 30 epochs. The unseen

TABLE II
CUSTOM MODEL ANALYTICS

Layer Output Shape
Size Param#

conv2d 3(Conv2D) 116 × 116 2280

max pooling2d 3(MaxPooling2) 58× 58 0

conv2d 4(Conv2D) 56× 56 4065

max pooling2d 4(MaxPooling) 28× 28 0

dropout 2(Dropout) 28× 28 0

flatten 2(Flatten) 11760 0

dense 4(Dense) 128 1505408

dense 5(Dense) 50 6450

dense 6(Dense) 17 867

Total params: 1,519,070

Trainable params: 1,519,070
Non-Trainable params: 0

(a) Amoxy front (b) Amoxy shortside

(c) Amoxy longside

Fig. 5. Example of Input Dataset

dataset of size 150 is used for testing the performance of the
customized model. The Fig. 6 shows the comparison between
the training and the validation accuracy. At the end of 30
epochs training accuracy and validation accuracy are close
to each other. The training accuracy of 93.17% ,validation
accuracy of 88.68% and testing accuracy of 76.67% is obtained
as shown in Table III. Further training with epochs of 40 shows
training, validation and testing accuracy 96.28%, 91.13% and
79.19% respectively, which is approximately 3% more than
epochs of 30. With 50 epochs the results further improved to
97.12%, 92.23% and 81.2% respectively which is 4% more
than the epochs of 30. On further increase in epochs to lead
to degradation of the accuracies.

TABLE III
PERFORMANCE RESULTS OF CUSTOMIZED MODEL

Number of Images Accuracy

Training 1304 93.17%

Validation 340 88.68%

Testing 150 76.67%
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IV. RESULTS

Results of the Custom Model

Fig. 6. Training Accuracy vs Validation Accuracy

The comparison results of VGG-19 and Custom Model are
presented in Table IV. In the VGG-19 138 Million parameters
are used for training the model and 150,000 parameters are
used for training the customized model. The training and
validation accuracy of both the models are comparable. The
difference in testing accuracy of both the models can be
minimized further by increasing number of layers, parameters
of the customized model.

TABLE IV
CONVOLUTIONAL NEURAL NETWORK ARCHITECTURE

Architecture
Parameters Training

Accuracy
Validation
Accuracy

Testing
Accuracy

VGG-19
138 Million 97.08% 97.42% 93.33%

Customized

CNN
150000 93.17% 88.68% 76.67%

V. CONCLUSION AND FUTURE WORK

Identification of original medicine packages is difficult
through human eye as it looks very similar in view. The
proposed work presents customized CNN model which can
be used to classify medical packages that looks very similar.
The pre-trained model VGG-19 is used for comparing the
results of customized model. The number of parameters and
layers are reduced in customized model in compression to
VGG-19. Customized model results show training accuracy of
93.17% ,validation accuracy of 88.68% and testing accuracy of
76.67%. The model was also tried by adding two more layers
to the original layers of Custom Model, still same accuracy
result was achieved, but the accuracy can be improved if more
number of layers are added, and by changing the value in
parameters and it has been left as a future work. The proposed
customized model can be used for identifying the original
medicine packages.
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Abstract— We have investigated and proposed a cooperative 

communicating strategy using non-orthogonal multiple access 

(NOMA) in which the users are randomly deployed. In this 

technique there are two randomly deployed sources which share 

or exchange information with their respective destinations 

parallely over the same range of frequency through a common 

shared relay. Further in this strategy, after the symbols are 

received they are transmitted simultaneously in parallel by both 

the sources with different powers allocated, the relay sends a 

coded complex signal super-positioned using NOMA-RS to the 

respective destinations. The most important benefit of NOMA-RS 

is that same relay can be shared by two sources. Through the 

mathematical calculations and simulations, we demonstrate the 

efficiency of the suggested strategy in terms of outage probability 

of two source and destination pairs. 

Keywords— Outage Probability, successive interference 

cancellation , relay sharing, non-orthogonal multiple access 

I.  INTRODUCTION  

In order to deliver an overall strong network to a very large 

number of users and to achieve high signal to noise ratio 

(SNR), Non - Orthogonal Multiple Access (NOMA) is 

considered as the most important applicant of 5G because of 

its highly spectral proficient characteristics [1]. For additional 

improvement of the effectiveness of NOMA network, 

cooperative Non Orthogonal Multiple Access with relay 

sharing (NOMA-RS) using decode-and then forward (DF) 

technique is presented in the paper [2]–[4], where committed 

users or relays work together to enhance the system 

performance by making use of spatial diversity. NOMA-RS, 

where users w h o  have c o m p a r a t i v e l y  better channel 

level act as a  cooperating relay for users that are having low 

channel level, is presented in [2]. The analysis of capacity of 

a cooperating relay scheme (CRS) with help of NOMA for 

spatially multiplexed systems is investigated in [4]. Downlink 

process of NOMA, employing the  amplifying-and-

forwarding strategy is explained in [5] and [6]. 

Furthermore, cooperative NOMA that is introduced in [2]–[6] 

only considers perfectly implemented successive interference 

cancellation (SIC). 

 

Fig. 1 Model of the System 

Based on the already existing theory based on cooperative 

relay sharing making use of NOMA, there exists a great scope 

for designing plans that can additionally improve gains in 

capacity of the proposed system and can deliver great 

connectivity to very large number of users. In this research 

paper, we have investigated the effect of the relay sharing 

(RS) on the characteristics of cooperative NOMA when the 

users are randomly deployed. Important work of this paper is 

defined as follows: 

1) We have investigated and proposed a cooperative relay 

sharing technique with the help of NOMA where two 

or more than two random users are transmitting 

symbols simultaneously at the same time, and then 

their symbols are detected and interpreted at relay 

which are again authorized to be forwarded 

simultaneously. 

2) The analytical outage probability (Pout) of NOMA relay 

has been derived and then analytical results have been 
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verified by comparing them with simulation results. 

II. SYSTEM MODELS 

We are considering here a dual-hop cooperative relay 

allocation system as illustrated in Fig.1, where there are two 

randomly deployed source-destination pairs S1-D1 and S2-D2 

which uses a common relay R which is half duplex engaging 

DF strategy. Every node is provided with an antenna. It is 

presumed that there are no straight connections from S1 to D1 

and S2 to D2 due to inadequate channel conditions and physical 

obstacles. In such situation, both the sources S1 and S2 entirely 

dependent on relay R to exchange information concurrently 

with their respective recipients D1 and D2. This presumption 

can be explained by taking an example of metropolitan cities 

where S-D pairs are isolated from each other and there is no 

line of sight communication available and is also in line with 

previous works. 

As illustrated in Fig. 1, the information is transmitted from 

sources to destinations over two transmission phases through a 

common relay R. The two phases, I and II of NOMA-RS are 

alike to uplink and downlink NOMA respectively. In cellular 

networks, the bit rate of users over uplink does not rely on the 

bit rate of downlink and the converse is also true. Besides, it is 

widely known in research that the rate at which data transfers 

of the user executing SIC profitably in NOMA system, grows 

linearly with an increase in transmitted signal-to-noise ratio 

(SNR) γo. On the contrary, the channel capacity of the user that 

does not execute SIC, almost begins to be persistent when γo 

increases because of the intrusion of other users. If distinctive 

users execute SIC in uplink as well as in downlink, then users 

will not be able to get actual advantage from SIC in case of 

NOMA system. Therefore, the spectral effectiveness of this 

network will not be enhanced as assumed, as in cooperative 

systems, the rate at which data is transferred by the user is 

influenced by the most weak connection.  

Consequently, in NOMA-RS, the network is examined 

accordingly that SIC is executed by the identical user in both 

uplink as well as downlink, such that the network get benefit 

from both NOMA as well as shared diversity. The S1-D1 as 

well as S2-D2 sets can be thought of as users with high and low 

bit rate needs, respectively. For our system model we consider 

d to be random distance which is defined as the distance 

between the uniformly generated points (sources) inside a 

circle and the relay which is placed at the circumference of the 

circle. The coefficients  of the channel are defined as h1r ~ CN 

(0, λ = d -v ), h2r ~ CN (0, λ = d -v ),  hr1~ CN (0, λr1 = dr1
−v ) 

and hr2 ~ CN (0, λr2 = dr2
−v ) for links S1 →R, S2 →R, R→D1 

and R→D2, respectively where v represents path loss.  

Considering a circle of radius R centered at (0, 0), the 

cumulative dustribution function (CDF) of the distance d 

between two uniformy distributed random points, one located 

at (R, 0) and other located anywhere on or inside the circle, 

[11, eq. (21)] is given by, 

      𝐹𝑑(𝑟) =
1

𝜋𝑅2 [𝑟2 𝑐𝑜𝑠−1 (
𝑟

2𝑅
) + 𝑅2 𝑐𝑜𝑠−1 (

2𝑅2−𝑟2

2𝑅2 ) 

 

                                            −
𝑟

2
√4𝑅2 − 𝑟2] ; (0 < r <2R)     (1) 

Similar results are found for the case when the origin of the 

circle is shifted to (-R, 0) and the random point at the 

circumference is located at (0, 0). Therefore, the probability 

distribution function (PDF) of the distance d is found to be  

 

                    ƒ𝑑(𝑟)  =
2𝑟

πR2 cos−1 (
𝑟

2𝑅
)  ; (0 < r < 2R)              (2) 

 

The distance between the relay and the destinations namely dr1 

and dr2 are assumed to be constant. The transmission of data in 

two phases is described as follows. 

A. Ordered Statistics 

As we have randomly deployed points at the source end of 
the system we make use of ordered statistics for computing the 
PDFs of the square of absolute value of channel coefficients 
namely |h1r|2 and |h2r|2. According to ordered statistics, the 
channel with worse user i.e. the user whose distance to the 
relay is maximum will always be assigned the channel 
coefficient as h1r. Given any random variables X1, X2, X3,…, 
XN, the ordered statistics X(1), X(2), X(3),…, X(N) are also random 
variables which are described by arranging the values of X1,…, 
XN in ascending sequence. For an unordered cumulative 
distribution function (CDF), FX(x), the ordered CDF for that 
sample has distributions as follows 

            𝐹X(r)
 
(x)  =  ∑ (𝑁

𝑗
) [𝐹𝑋(𝑥)]𝑗[1 − 𝐹𝑋(𝑥)]𝑁

𝑗=𝑟
𝑁-j              (3) 

where r = 1,2,3,…,N. Therefore if we have a channel h ~ CN 
(0, λ), having the CDF of square of absolute of channel 
coefficient as F|h|

2(x) then for n=1, 2, 3…, N the Power Density 
Function of ordered variables can be defined as follows 

                          ƒ|ℎ𝑛𝑟|2(𝑥)  =
𝑁!

(𝑛−1)!(𝑁−𝑛)!
(𝐹|ℎ|2(𝑥))𝑛 − 1 

                                      × (1 − 𝐹|ℎ|2(𝑥))𝑁 − 𝑛ƒ|ℎ|2(𝑥).             (4) 

Therefore for N=2 (after ordering), the PDFs of two channel 
coefficients can be defined as 

                          ƒ|ℎ1𝑟|2(𝑥) =
2

λ
𝑒𝑥𝑝 (

−2𝑥 

λ
),                              (5) 

and 

          ƒ|ℎ2𝑟|2(𝑥)  =  
2

λ
 (1 −  𝑒𝑥𝑝 (

−𝑥

λ
)) 𝑒𝑥𝑝 (

−𝑥

λ
).             (6) 

B. Transmission Phase-I 

This phase is similar to uplink NOMA. During phase I both 
the sources S1 and S2 concurrently send symbols s1 and s2 with 
powers 𝛹1𝑃𝑇 𝑎𝑛𝑑 𝛹2𝑃𝑇, where PT is the total transmitter 
power available and 𝛹1 +  𝛹2 = 1 is defined as total transmit 
power constraint  𝛹1 +  𝛹2 are representing the power 
allocating coefficients. We have presumed that S1 and S2 have 
some kind of cooperation depending on which, power is being 
spread among the sources to fulfill the overall requirement of 
transmitting power. It is to be noted that the requirement of 
total transmission power is essential for many real scenarios 
[7]. Furthermore, we have assumed perfect synchronization of 
time between the sources S1 and S2, so that symbols s1 and s2 
reach at relay R simultaneously. We have made an assumption 
that the worse symbol will be denoted by s2. In this technique R 
first deciphers the comparatively finer user symbol by 
assuming the worse user symbol as noise. Then, relay R 
performs successive interference cancellation to secure symbol 
of worse user. Therefore, the received signal-to-interference 
noise ratio for better symbol can be defined as 

                               𝛾𝑠1

𝐼  = 
𝛹1𝛾o|h1r|2

𝛹1𝛾o|h2r|2+1
                                                (7) 

where γo = 
PT

𝜎2 and σ2 signifies the variance of noise. Further by 

considering imperfect SIC, the signal to interference noise ratio 
(SINR) received for weaker symbol is computed as 
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                                       𝛾𝑠2

𝐼  = 
𝛹2𝛾o|h2r|2

𝛹1𝛾o|g1r|
2+1

                                (8) 

where, g1r ~ CN(0, ξ1 λ1r), and the variable ξ1 (0 <  ξ1 < 1) is 
denoting the residual interference level due to the imperfect 
SIC present at relay. 

C. Transmission Phase-II 

This phase is similar to downlink NOMA. During phase II, the 

relay R transmits a superimposed composite symbol z = 

√𝛹3Pr s1+ √𝛹3Prs2, where s1 and s2 are the symbols 

rejuvenate at relay R amid I. Pr is the total power of 

transmission at R. 𝛹3 and 𝛹4  represent power allocation 

coefficients and 𝛹3 + 𝛹4 = 1. According to the protocol of 

NOMA, the SINR received at D1 for symbol s1 is given by 

 

                                      𝛾𝑠1

𝐼𝐼 = 
𝛹3𝛾o|ℎ𝑟1|2

𝛹4𝛾o|ℎ𝑟1|2+1
                               (9) 

 

where γo = 
PR

𝜎2. Similarly to phase-I D2 is performing SIC to 

interpret its symbol s2. For performing successive interference 

cancellation, D2 interprets high strength symbol s1 first by 

considering its own symbol s2 as noise and then using SIC 

cancels it to get its own symbol s2. Therefore, the SINRs 

received for the symbols s1 and s2 are respectively computed 

as 

                                     𝛾𝑠1→𝑠2

𝐼  = 
𝛹3𝛾o|hr2|2

𝛹4𝛾o|ℎ𝑟2|2+1
                          (10) 

 

                                        𝛾𝑠2

𝐼𝐼 = 
𝛹4𝛾o|hr2|2

𝛹3𝛾o|𝑔𝑟2|2+1
                           (11) 

 

where, 𝛾𝑠1→s2
𝐼  represents SINR that we require at D2 to 

interpret s1, gr2 ~ CN(0, ξ2 λr2) and ξ2 represents the level of 

remaining noise at D2. 

 

III. OUTAGE PROBABILITY ANALYSIS 

This segment explores the outage probability of NOMA –

RS over independent Rayleigh faded channels. 

A. CDF of S1-D1 Pair 

Considering (7), (9) and (10), the possible SINR related 

with symbol s1 is represented as 

                     SINR = min (𝛾𝑠1
𝐼 , 𝛾𝑠1

𝐼𝐼, 𝛾𝑠1→s2
𝐼 ).                     (12) 

Let X = 𝛾𝑠1
𝐼  and Y1 = min (𝛾𝑠1

𝐼 , 𝛾𝑠1
𝐼𝐼, 𝛾𝑠1→s2

𝐼 ).Then using (5), (6) 
and (7), CDF of X can be represented by  

       𝐹𝑋 (𝑥|𝑑)  =  1 −  (
𝛹12

(𝛹1+𝛹2𝑥)(𝛹1+2𝛹2𝑥)
)exp( −2𝑥

𝛹1𝛾oλ)         (13) 

Using (12) and the cumulative distribution function of minimal 
of two exponentially distributed random variables, Cumulative 
Distribution Function of Y1 conditional on distance, is 
computed as 

         FY1 (y|d) = 1- [(
𝛹1

2

(𝛹1+𝛹2𝑦)(𝛹1+2𝛹2𝑦)
)                               

                × exp (
−2𝑦

𝛹1𝛾o λ
−

−𝑦

(𝛹3−𝛹4𝑦)𝛾o λr1
−

−𝑦

(𝛹3−𝛹4𝑦)𝛾o λr2
)].  (14) 

Further the average CDF of Y1 can be found by integrating 
(14) with fd (r) such as 

                         𝐹𝑌1(𝑦) = ∫ 𝐹𝑌1(𝑦|𝑟)ƒ𝑑(𝑟)𝑑𝑟
2𝑅

0
 .                  (15) 

Using (1), (14), (15) and utilizing MATHEMATICA, we get 

FY1 (y) = 1- [(
𝛹1

2

(𝛹
1
+𝛹

2
𝑦)(𝛹

1
+2𝛹

2
𝑦)

) exp (
−𝑦

(𝛹
3
−𝛹

4
𝑦)𝛾o

(
1

λ
r1

+
1

λ
r2

)) 

                             × (
𝛹1𝛾o

4R2y
) (1 − exp (

−4𝑅2𝑦

𝛹1𝛾o
) 𝐼0 (

4𝑅2𝑦

𝛹1𝛾o
))].       (16) 

where I0 (x) is the improved Bessel function of first order . 

B. Outage Probability of S2-D2 Pair 

Considering (8) as well as (11), the possible SINR related 

with symbol s2 is represented as 

 

                            SINR = min (γs2
I , γs2

II )                          (17) 

 

Let U =  𝛾𝑠2
𝐼  , V = 𝛾𝑠2

𝐼𝐼 and Y2 = min (𝛾𝑠2
𝐼 , 𝛾𝑠2

𝐼𝐼). Then CDFs of U 

and V are given by, 

 

𝐹𝑈 
(𝑢|𝑑) = 1 − [

4𝛹2

2𝛹2 + 𝛹1𝜉1𝑢
𝑒𝑥𝑝 (

−𝑢

𝛹2𝛾𝑜𝜆
) 

                                                  − 
𝛹2

𝛹2+𝛹1𝜉1𝑢
exp ( −2𝑢

𝛹2𝛾oλ
)],    (18) 

and 

                     𝐹𝑉 (𝑣) =  1 − (
𝛹4

𝛹4+𝛹3𝜉2𝑣
) exp ( −𝑣

𝛹4𝛾oλr2
),         (19) 

 

Now CDF of Y2 conditional on distance can be found using  

 

                 FY2 (y|d) = 1 - (1 − 𝐹𝑈(𝑦|𝑑))(1 − 𝐹𝑉(𝑦)).         (20) 

 

which represents the Cumulative Density Function of minimal 

of two random variables. Further the CDF of Y2 can be 

computed as 

 

𝐹𝑌2(𝑦)  =  1 − [((
4𝛹2𝛹4

(2𝛹2+𝛹1𝜉1𝑦)(𝛹4+𝛹3𝜉2𝑦)
) Φ(y, R) −

          (
𝛹2𝛹4

(𝛹2+𝛹1𝜉1𝑦)(𝛹4+𝛹3𝜉2𝑦)
) Φ(y, R√2)) 𝑒𝑥𝑝(−

𝑦
𝛹4𝛾oλr2⁄ )],     (21) 

 

where,  

           Φ(y, α)  = (
𝛹2𝛾o
2α2y

) (1 − exp (
−2α2𝑦

𝛹2
𝛾

o
) 𝐼0 (

2α2𝑦

𝛹2
𝛾

o
)) ,         (22) 

C. Outage Probability of S1-D1 and S2-D2 pair 

The outage probability of S1-D1 can be found by 

substituting y = 𝛾th in (16), i.e. 

 

                              𝑃𝑜𝑢𝑡
𝑆1−𝐷1 = FY1 

(𝛾
th 

)                             (23) 

 

Similarly, the outage probability of S2-D2 can be found by 

substituting y = 𝛾th in (21), i.e. 

 

                                   𝑃𝑜𝑢𝑡
𝑆2−𝐷2 = FY2 

(𝛾
th 

)                             (24) 

where, γth
 
is some threshold SNR. 

IV. RESULTS AND DISCUSSIONS 

In this section we have discussed the results and compared 
the analytical and simulation results to validate our work. Fig. 
2 represents the outage probabilities of the proposed Non 
Orthogonal Multiple Access Technique with respect to (w.r.t) 

SNR, γo for S1-D1 and S2-D2 pairs of source and destinations. 

For our analysis we have taken the values of dr1 = 1 and dr2 = 1 
and the path loss exponent v = 2. The close consistency 

between the simulation and analytical results for the outage 
probability of NOMA-RS validates the precision of our result. 
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We have taken the value of threshold SNR, γth to be -5dB. Also 

we have assumed the power allocation coefficients, 𝛹1 = 0.6, 
𝛹2 = 0.4, 𝛹3 = 0.9 and 𝛹4 = 0.1 and the values of residual 
interferences namely 𝜉1 = 𝜉2 = (0.02)3. The plot infers that with 
the increasing value of SNR the outage probability decreases. 

 

Fig. 2. Outage probability of S1-D1 and S2-D2 pair w.r.t γo, 𝛹1 = 0.6, 𝛹2 = 

0.4, 𝛹3 = 0.9 and 𝛹4 = 0.1, 𝜉1 = 𝜉2 = (0.02)3, γth= -5dB 

Fig.3 represents the outage probabilities of S1-D1 and S2-D2 
pair w.r.t the threshold SNR. The plot confirms the fact that the 
outage probability increases with the increase in threshold 
SNR. 

 

Fig. 3. Outage probability of S1-D1 and S2-D2 pair w.r.t γth. 𝛹1 = 0.6, 𝛹2 = 0.4, 

𝛹3 = 0.9 and 𝛹4 = 0.1, 𝜉1 = 𝜉2 = (0.02)3, γo=20dB 

V. CONCLUSIONS 

We have investigated and proposed a common relay 

system for NOMA where the two randomly deployed sources 

with uniform distribution can exchange information with their 

respective destinations simultaneously in parallel. We have 

attained the outage probability of NOMA-RS analytically. We 

found that the outage probability of NOMA-RS technique 

significantly depends on the SNR. As the SNR is increased in 

value, the outage probability decreases. Also the outage 

probability increases with increase in the value of threshold 

SNR. It is to be noted that power allocation coefficients have a 

considerable amount of effect on outage of NOMA-RS. 

Besides this the benefit of NOMA-RS is that can be serve a 

large number of devices or users at a given period of time. 
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Abstract—LiDAR (Light Detection and Ranging) is an 

emerging technology now and has proved to be one of the best 

techniques for 3D city modeling. Building detection is an 

important aspect of 3D city modeling as it can help in urban 

planning, utility services, disaster management, traffic 

management, environmental monitoring and many other 

applications. In this paper we propose a method in which 

building structures can be accurately discriminated from 

vegetation. Pre-processing of the data is done using a remote 

sensing tool called Las Tools. The data is structured using kd tree 

and then further segmented using Euclidean distance clustering. 

Then we process this data using another open-source remote 

sensing tool called CloudCompare. This paper will help in 

imparting a clear idea of how efficiently and accurately building 

detection can be performed with the help of these open-source 

tools without deploying much complex algorithms. 

Keywords—LiDAR, kd tree, Euclidean distance clustering, 

LAStools, CloudCompare 

I. INTRODUCTION  

LiDAR is an evident technology in the field of remote 
sensing and has proved to be one of the best methods to 
efficiently and accurately classify data using it's 3D 
information. Previously data acquisition was done using 
hyperspectral and multispectral imaging techniques [1]. 
Though spectrally rich these datasets demands a huge memory 
for processing. LiDAR datasets also require quite a bit of 
memory to process, but they are more accurate and reliable 
than multipectral and hyperspectral imaging techniques as it 
contains the 3D information about the data. We know LiDAR 
stands for Light Detection and Ranging. Like the name 
suggests it uses pulsated laser pulses which are send to the 
ground from terrestrial, airborne or spaceborne sensors. This 
laser pulse travels a huge distance until it hits a target and is 
reflected back to the source producing highly accurate x,y,z 
measurements. Thus the range distance R from the source and 
the destination in LiDAR is found using the formula: 

                                    R= C (t/2)                                  (1) 

Where C is defined as the speed of light and t is the time 
taken for the sending pulse to return back to the destination. 
This data accounts for LiDAR's z axis which has the height 
information. The other two axis contains latitude (x-axis) and 
longitude (y-axis). Thus along with this highly georeferenced 
coordinates the LiDAR data may also contain GPS time, point 
classification values, intensity, scan direction, number of 
returns, return number, RGB (red, green, and blue) values, 

points that are at the edge of the flight line and scan angle. The 
LiDAR point cloud is basically a collection of 3D elevation 
points. A single pulse emitted from the sensor might have one 
or multiple returns of which first return is the most important 
one. It contains the top most elevation points of trees or 
buildings and the last returns are the most insignificant one as it 
mostly refers to ground data. But the last returns will turn out 
to be important in cases which only require ground 
information. 

Building detection and extraction plays an important role in 
3D city modeling, urban planning, in geographic information 
systems database and in environmental monitoring. It has 
become an emerging topic for research in remote sensing and 
photogrammetry. The data acquired from advanced pre-
processing techniques and new sensors is used in this 
technique. Though technologies are highly developed, it is still 
a challenge as urban scenes are complex. Building extraction is 
an important aspect of 3D city modelling as we need to identify 
and model buildings separately. The height factor of LiDAR 
data is extracted using Canopy Height Models for urban 
planning [2]. But while doing so, some misinterpretation takes 
place where the systems misclassify trees as buildings. 
Moreover the building boundaries are less regularized and 
more false positives arise during classification. As the building 
scenes are becoming more complex new algorithms have to be 
employed to extract building points from other non-building 
points. 

The main objective of this project is to accurately extract 
building points and its boundaries from LiDAR point cloud 
data by employing new feature calculation techniques. This 
project also aims at eliminating misclassification of trees as 
buildings which will help us distinguish buildings from trees. 
Pre-processing of the dataset is performed where we tile the 
data, remove noise and classify it into ground and non-ground 
points. Then we have employed mainly two methods for 
clustering and segmentation of data and then the output 
obtained is processed using an open source remote sensing tool 
and the results are checked for accuracy of building points.. 
Building detection and extraction from LiDAR point cloud data 
is widely deployed in Urban Planning Visualization, Traffic 
Management, Utility Services Drainage Calculations, 3D city 
modeling and several other applications [3]. 

 This paper is organized as follows. The related work and 
the data description is detailed in section II and III respectively. 
Proposed work and the result analysis is discussed in section 
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IV and V respectively. Finally the paper is concluded in section 
VI. 

II.RELATED WORK 

The building extraction methods are classified according to 
the type of data used. Each method has different techniques 
employed for building extraction. These are broadly 
categorized as follows: 

i. Building Extraction using 2D information 

ii. Building Extraction using fusion of 2D and 3D 
information 

iii. Building Extraction Using 3D LiDAR data 

A. Building Extraction Using 2D  data 

The data is obtained using space borne and air borne 
images. Various techniques like colour invariance 
specifications, shadow information and corner detection are 
used to find and distinguish rooftops [4]. And also various 
energy based algorithms like level-set curve and box-fitting 
algorithms are employed for accurate building extraction [5]. 
Though reliable, these techniques have produced shadows and 
blockage in complex scenes which resulted in erroneous image 
extraction. 

B. Building Extraction using fusion of 2D and 3D 

information 

A 2D-3D fusion based method in which the input data 
sources can be divided into two, photogrammetry and Light 
Detection and Ranging (LiDAR). Generally three colour 
channels are present for photogrammetry, sometimes with an 
additional infrared channel as well. Mainly height information 
is contained in LiDAR data. By fusing these two datas the 
accuracy of automatic building extraction can be improved 
significantly [6]. But due to the different characteristics of 
LiDAR and image data the fusion of the two may result in an 
erroneous output. The concept of image fusion becomes 
difficult due to the varying characteristics of both the data. The 
data sets must be arranged at one pixel-level to fully exploit 
data fusion from multiple sensors. Even a small error in image 
registration can cause error in the output data. In particular, due 
to error in image registration in building extraction some trees 
were misinterpreted as buildings [7]. Secondly the spatial 
resolution of LiDAR data is low compared to photogrammetry. 
Both LiDAR and image data may not be available together for 
certain regions.  Optical muti-view imagery was proposed in 
2013 [8]. Two main steps are involved one is the segmentation 
of the roof top and the other is the reconstruction of the 3D roof 
model. The roof is initially segmented using point-based 
method using normal estimate and then a shrink and expand 
technique is used for refinement of the segmented regions. 
Finally a 3D step line is determined by integrating the optical 
multi-view image with the points of the segmented rooftop to 
reconstruct a 3D rooftop model. But this method needs to be 
further improved to be fully automated. 

An automated method to integrate the 3D data with ground 
view image of facades using projective trajectory is proposed 
[9]. A feature extraction method in which the input image is 

segmented. It also combines global feature extraction on a local 
region segmentation method and an adaptively tessellated 
Gaussian Sphere with Hough transform [10]. Lines having a 
common vanishing point are clustered and building facade 
regions are detected using spatial locality of horizontal and 
vertical line clusters. The position of the camera is estimated 
using the roof corners of the facade regions extracted. To 
automate camera pose several 3D to 2D correspondences are 
derived using multiple hypothesis. A Hough transform and an 
M-consensus sample estimator is used to find the 
correspondence between 3D model and images. The camera 
parameters obtained earlier are refined by using the 2D corner 
matches using Lowes algorithm. 

C. Building Extraction Using 3D LiDAR  data 

 

1) Supervised Model: In supervised model we employ 

detection algorithm based on features like radiometry, 

geometry, echo characteristics and topology [11]. Support 

Vector Machines (SVMs) are used in-order to classify the 

data. We feed the data into an SVM classifier which will 

categorize the data into different classes based on the given 

features and algorithms. SVMs are said to produce promising 

results if they are trained properly. But in supervised model a 

lot of training samples must be given to train the SVM 

classifier to accurately model the data to find the endmost 

target classes . 

 

2) Unsupervised Model : As supervised models require the 

adoption of machine learning techniques and are dependent on 

training samples many experiments have been performed to 

develop to unsupervised models. It does not require any 

training data set [12]. Many algorithms such as fitting 

algorithm, morphological filtering and region growing has 

been proposed in this method. Fitting algorithm is based on 

RANSAC (Random Sample Consensus) and Hough 

Transform [13]. However, due to oversampling in RANSAC 

unwanted planes in vegetations are extracted. Morphological 

filtering is based mainly on geometric properties. 

 
A segmentation based building detection approach which 

gives a performance comparison between the open source point 
cloud library (PCL) and the commercially available software 
Terrasolid has been proposed [14]. This novel method adopts a 
surface based filtering approach along with data structuring 
using kd tree algorithm. A Euclidian distance based 
segmentation technique is used to segment the LiDAR point 
into different clusters. The segmentation is done based on the 
distance of one point from every other point. In order to 
reconstruct the buildings the building clusters is separated from 
non-building clusters by using the histogram of the local 
normal points of all clusters. The statistical parameters like 
mean, variance and standard deviation of these histograms does 
not vary much for a building whereas it varies greatly for trees. 
This way building points can be reconstructed after 
segmentation. As the number of clusters are to be defined it 
will make this process a semi-automatic one. 
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Building boundary tracing and regularization methods has 
also been proposed [15]. In this work data gathering is 
performed as the initial step and the gathered LiDAR point 
cloud data is separated into ground and non-ground points. 
These points are then segmented to obtain LiDAR building 
points. These points are then processed to get a regularized 
boundary for the pre-processed building points. The main 
processes involved here are initial boundary detection, 
boundary tracing and boundary regularization. Initial boundary 
detection has two parts plane detection and hole detection 
followed up by boundary tracing. Boundary regularization is 
done by corner detection and line extraction. Then the 
footprints of the buildings are generated by using the extracted 
corners and lines.  

Another work proposed in 2014 follows a rule based 
approach for extraction of roof planes automatically [16]. The 
LiDAR data is pre-processed to obtain a Digital Elevation 
Model (DEM). The obtained data is divided into two 
categories, ground and non-ground. A building mask is 
generated using ground points where the black areas are used 
to represent ground which suggest the last returns. Planar roof 
points are obtained by segmenting non-ground points. The 
building mask is made into small grids and the cells having the 
black pixels clustered in away such that each cluster represents 
an individual tree or a building. Segmentation of the non-
ground points within the cluster is done based on 
neighbourhood relations and co-planarity. Refinement of the 
planar segments using a rule based approach is done and also 
another rule based approach is also employed for tree detection 
and elimination of small random trees in the LiDAR point 
cloud. 

Several other non-analytical approaches based on shape, 
size, height, structure of the building element and difference 
between the first and last return were proposed. To differentiate 
buildings accurately from vegetation many point based and 
grid based features have been developed [17]. This comprises 
of point-based features such as normal distribution, flatness and 
grid based features such as GLCM (Grey-Level Covariance 
Matrix) homogeneity, roughness and gradient methods. This 
work aims at using solely LiDAR data by fusing point and grid 
based features for automatic building extraction. Point-based 
and grid-based features are employed in order to accurately 
classify building structures. A point features based on the 
normal vector variance is proposed. After extracting the 
features a graph cuts algorithm is employed to accurately 
distinguish building points. This algorithm combines the 
features extracted along with the neighbourhood contextual 
information and thus provides an automatic robust building 
detection mechanism. A DSM interpolation with feature 
retention is also performed. 

There are several techniques involved in building detection. 
Though many methods has proved to be efficient there are still 
some drawbacks that we needs to surpass. Building detection 
can be performed using 2d data, fusion of 2d-3d data and 3d 
data alone as well. Building detection using 2d data is more 
complex and yields less results as compared to the latter two. 
The fusion of 2d-3d data has shown promising results but are 
prone to more errors. It can be seen that using 3d data alone is 

much more efficient and reliable. So here we are solely 
working on 3d data. 

III.DATA DESCRIPTION 

The dataset taken for this study is ISPRS Test Project on 
Urban Classification and 3D Building Reconstruction dataset 
of Vaihingen city, Germany [18]. Each region in the city is 
characterized by different styles and the two test areas taken in 
this project has 35 and 14 buildings respectively with each 
building larger than 2.5 m2 in total. Test Area 1 is classified as 
inner city where there are many complex structured buildings 
and Test Area 2 consists of High riser buildings of residential 
area (Fig.1.). The mean point density of the dataset is given as 
4 points/m2 and the median point density is 6.7 points/m2.  

 

Fig.1. Aerial imagery of Test Area 1 and 2 taken from ISPRS [18] 

IV.PROPOSED WORK 

The data collected is processed in the following way. 
Necessary pre-processing techniques are performed using 
LAStools. The main steps involved in the pre-processing are 

A. Pre-processing using LAStools 

Firstly tiling of the data is done in order to get specific 
areas of interest in the dataset. We have to set a buffer while 
tiling so that that data at the edges is not lost. Here we have 
used a tile size of 500 and the buffer size of 30. The whole 
dataset is segmented to obtain a test area and the whole process 
is applied to this test data.  

1) Estimating the ground points:  The ground points in the 

dataset or the bare earth points are estimated (Fig.3). Mostly 

the last returns will be classified as ground points. This is 

performed  using lasground feature in LASTools.  

2) Estimating the Height of non-ground points: This 

mainly gives the top most elevations of the data or the first 

returns. The lasheight feature in LASTools helps in obtaining 

the height model of the building points obtained after 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1414



classification. The z-axis of the LiDAR data is replaced with 

this height. 

 

 

Figure 1. Proposed work block diagram 

 

3) Classification: After classifying the ground and non-

ground points we use another classification method called 

LasClassify by which we eliminate the classified ground 

points. The non-ground points are then taken and further 

processed to obtain the desired results. Thus the ground points  

are completely eliminated 

B. Data Structuring 

The LiDAR point cloud data is highly unorganized and 

discrete in nature. This is because the pattern in which the 

points in LiDAR data is stored is same as the scanning 

mechanism. So the boundary points of a LiDAR data are 

random and cannot be fit into a grid which in turn makes 

LiDAR data difficult to work with. Hence a hierarchical 

structuring of the data is done using kd tree clustering to make 

the dataset an organized one. 

 

C. Euclidean distance clustering 

Spatially isolated points can be separated using Euclidean 

Distance clustering [14]. Here the data is classified according 

to the distance between each point. A certain threshold is 

determined first and if the point exceeds falls within the 

threshold it is placed in the cluster and if the point exceeds the 

threshold it is kept in another cluster. The number of clusters 

formed can vary for different datasets depending on the 

minimum and maximum number of points set in the clustering 

algorithm. This was performed using the open-source library 

PCL (Point Cloud Library - http://pointclouds.org) in Visual 

Studio C++. 

 
 

 Fig.4. Data points of Test Area 1 and 2 classified as ground  

The obtained data (Table. I) is processed to extract 

building structures. For this we have used another open-source 

remote sensing tool called CloudCompare. The results thus 

obtained are checked for accuracy. 

TABLE  I.  RESULTS OF EUCLIDEAN DISTANCE CLUSTERING 

Results of 

Euclidean 

Distance 

Segmentation 

 

Parameters for 

Test Area 1 

 

Parameters for 

Test Area 2 

 

Cluster Tolerance 

(dth) 

 

1 m 

 

0.75m 

 

Min/Max no. of 

points in the 

cluster 

 

50-5000 

 

30-3500 

 

Number of 

Clusters 

 

34 

 

12 

 

No. of buildings 

in the survey area 

 

37 

 

14 

 

No. of buildings 

identified  

 

37 

 

14 

D. Processing using CloudCompare  

1) Estimation of Normals: Building structures are 

characterized by normals and normal estimation plays an 

important part in building point detection (CloudCompare 

2.6.2, 2019). 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1415

http://pointclouds.org/
http://www.cloudcompare.org/
http://www.cloudcompare.org/


 

 
 

Fig.5. Estimation of building Normals from the data for Test Area 1 and 2 

2) Filtering of ground points small shrubs: The filter by 

value tool is set to efficiently remove the unwanted points 

below a certain limit. 

3) CANUPO Plugin: Further a plugin tool called 

CANUPO Plugin is used to classify building and tree points 

[19] .  

 

 
 

Fig.6. Final classified output for Test Area 1 and 2, where building points are 
classified as blue and tree points as red. (3D View)  

 

 

   The tool is first trained using building and tree data 

sets separately and this training data is applied to the test 

data to obtain well classified tree and building points 

(Fig.5). 

V.RESULT ANALYSIS 

The dataset of Vaihingen city, Germany is taken. The 

whole dataset is divided and two test areas are selected for 

easy processing and identification of building points. The 

collected data is filtered and the noise is removed. In 

LASTools we first classify the ground points and the non-

ground points. This output is used to estimate the height of the 

non-ground points and the z axis which gives the height is 

replaced by this value thus eliminating the ground points. The 

non-ground points obtained are classified to buildings, trees 

etc. by appropriate processing techniques. Data structuring is 

performed on this filtered output after which Euclidean 

distance clustering is carried out and the results are shown in 

Table I. The data is then processed using an open-source 

software called CloudCompare. First the normals in the 

dataset are estimated as building are characterized by normals. 

Small shrubs and trees are filtered out by filtering the points 

above a particular value. Then we use CANUPO Plugin to 

discriminate the trees from buildings. For training we feed 

building data points as well as tree data points separately by 

segmenting these data points from the dataset. The training 

data is collected from the dataset by extracting only the target 

points from the whole data. The training data obtained is 

applied to the original test data. Now the buildings and the 

trees are classified into two separate classes. For Test Area 1, 

a total of 30 buildings are classified separately out of 37 

buildings. The number of partially detected buildings and 

overlapping buildings are 5. And the total number of fully 

detected building structures are 20 and for the Test Area 2 a 

total of 11 buildings are classified separately out of 14 

buildings. There are no partially detected buildings and the 

number of overlapping buildings are 2. An overall accuracy of 

81% and 78.5% is obtained for test area 1 and 2 respectively 

depicted in Table II. The overall accuracy is calculated using 

equation (2). 

 

 
 

 The class with the blue colour indicates the buildings and the 

red ones indicate the trees. A true orthophoto obtained from 

ISPRS Dataset is superimposed over the DSM (Digital 

Surface Model) of the output data to identify the number of 

buildings detected. The total number of buildings detected is 

calculated for both the test areas and has given promising 

results. Though some roof top boundary points are 

misclassified as tree points, this can be avoided by fully 

exploiting the CANUPO Plugin tool by adjusting the filter 

values. 
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     TABLE II.  BUILDING DETECTION FINAL RESULT 

Dataset Test Area 1 Test Area 2 

Total No. of 

Buildings Present 

 

37 

 

14 

Total No. of 

buildings 

detected 

 

30 

 

11 

No. of 

Overlapping 

buildings 

identified 

 

 

5 

 

         

           0 

Partially 

Detected 

Buildings 

 

5 

 

 

2 

 

Fully Detected 

Buildings 

 

20 

 

           9 

 

Overall accuracy 

 

81% 

 

      

        78.5 % 

                         

VI.CONCLUSION 

 This paper detects building structures from LiDAR point 

cloud data. The data has been processed with the help of 

python software, PCL library and two open-source remote 

sensing tools LASTools and CloudCompare respectively. The 

data is pre-processed, filtered, structured, clustered and finally 

classified into two different classes. We can see that 

structuring along with clustering of data helps to segment the 

dataset more precisely. This paper has also shown that 

applying feature based extraction techniques can yield good 

results. The total number of buildings detected for test area 1 

is 30 out of 37 in total and for Test Area 2 is 11 out of 14. An 

overall accuracy of 81% can be observed for the inner city for 

test area 1, where there are complex structures and historic 

buildings. The Test Area 2 shows an overall accuracy of 

78.5% for the high riser residential areas. It can also be 

observed that these open source tools have been instrumental 

in detecting the building structures without employing 

complex algorithms. These results can be further improved by 

exploiting more features of these tools. Here we have given a 

two-class classification as a final output where we 

discriminate trees and buildings separately. Several other 

objects like roads, cars, power lines etc. in urban scenes can be 

detected easily using these open-source softwares which is the 

future scope of this project. 
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Abstract—Access to computer technology is of vital importance 
to people with disabilities.  Eyes can be regarded as  one  of the 
organs that can help a paralyzed person to communicate 
suitably. This paper provides a novel idea to control home 
appliances for disabled people who cannot move anything except 
their eyes by controlling the computer mouse cursor through 
their eye movement. The proposed method here uses an eye 
tracking method for eye movement acquisition, further following 
a simple circuitry. This system is very helpful for solving the 
HMI problems of the disabled. 

 
Keywords - Eye Tracking, Image Processing, Facial Land-mark, 

Eye Aspect Ratio, Home Automation, MQTT. 

I. INTRODUCTION 

Nowadays computers have become the most usable devices. 

They are used for communication, education, entertainment 

and scientific research. Unfortunately, paralyzed, elderly, and 

those with restricted upper limb movement find difficulty to 

use them. This project focuses on hands free computing and an 

eye controlled home automation for the disabled [1]. 

This project is a real time eye tracking system that will 

control the cursor movement by tracking the eye movements 

of the user and mapping it to the computer screen [2]. Real 

time execution is obtained by running a web cam (video 

streaming) and capturing continuous frames of images. Haar 

cascade algorithm [3] is applied in each frame to detect all the 

faces in the image. Next, facial landmark detector is applied in 

each face detected to obtain facial features like eyes, eyebrows, 

nose, mouth etc. Specific region of interest, eyes in this case, is 

considered and some image processing techniques are applied 

for better performance in eye tracking. Eye tracking is done by 

tracking the position of limbus whenever the users gaze 

changes. Cursor can be controlled by specific functions in the 

Python library. A delayed eye blink performs the click action 

on the device. 

As shown in Fig 1. using web cam frame by frame images 

of the patient is captured continuously (Image capturing). Face 

and eyes of the patient is detected from the image using 

 

 

 

Facial Landmark Detection. Using Facial Landmark Detection 

eye coordinates are obtained and by using those coordinates 

we are able to track the eye movements. Then by mapping 

those coordinates with the computer cursor coordinates, cursor 

control can be achieved. A small delay is established such  

that if the blink time is equal to the delay time click action is 

performed. 

 

Fig. 1. System Block Diagram 

 

The project not only enables the full control of the device 

with eyes but also enables home automation using the same 

concept for the disabled. It includes basic day to day opera- 

tions like switching on and off an appliance or increasing the 

speed of fan. 

A. ORGANIZATION AND SUMMARY 

The remainder of this paper is organized as follows: Liter- 

ature Survey in Section II, Face and Eye Detection in Section 

III. Section IV contains the proposed algorithm for Cursor  

Movement, Blink Detection in Section V, Section VI shows 

the Home Automation section of the project, Experimental 

Results obtained in Section VII and Section VIII includes Con- 
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clusion and at last Future Expansion followed by References 

respectively. 

II. LITERATURE SURVEY 

The interaction between humans (the users) and computers 

plays an important role in today’s life. Input devices such as 

keyboard, mouse etc. are the normally used devices to interact 

with digital instruments, this devices cannot be operated by 

disabled peoples. For paralyzed people for whom eye move- 

ments and blinks are the only way to communicate with the 

outside world, an eye movement based cursor control and 

home automation is proposed in this paper. There are many 

related works based on this concept: 

• Voice Based Method: In this method, voice of the user is 

analyzed and it is converted to digital form [7]. Based on 

the user’s voice the computer cursor is controlled. But the 

drawback of this system is that background noise can 

affect the system. 

• Motion Based Method: Normal movement of different 

organs such as head, foot, hands, etc. is utilized and given 

as input to the computer. There are many motion based 

devices such as head tracking system in which cursor 

control and click event is achieved based on the motor 

abilities of the head region [8]. 

• Hand Gesture Based Method: Identifying specific human 

hand gestures and using them to convey information or 

for controlling device [9]. The gestures are given as input 

to the computer system, the system then performs its 

corresponding task which is already predefined as per the 

application. Based on color, the hand location is traced 

and with the help of trained classifiers different gestures 

are classified. 

• SMS Based Home Automation System: A basic home 

automation system based on SMS (Short Message Ser- 

vice) technology. The system consists of mainly two 

components: the GSM (Global System for Mobile com- 

munications) modem and a micro controller. Here SMS 

technology is used to exchange data through the GSM 

module and thereby connecting the user and home au- 

tomation system. The micro controller acts as the bridge 

between the user and sensors and actuators of home 

automation system [10]. This system can supports a wide 

range of home automation devices such as security, home 

appliances and telecommunication devices. 

III. FACE AND EYE DETECTION 

Feature Selection is an important part of this project. The 

features such as face and eyes detected should be accurate and 

real time. The chance of obtaining false detection such as 

detecting chin as eye is very high in case of some detection 

technique. This can totally affect the output of the system. 

In this project Face and Eye features are detected using 

Facial Landmark detection [4]. Facial landmark detection is a 

two-step process: 

• Localization of face and eyes in the image using Haar 

Cascades. 

• Detection of key facial structures on the face ROI (Region 

of Interest). 

Facial Landmark Detector consist of pre-trained models. To 

estimate the location of 68 coordinates (x, y) that map    the 

facial points on a person’s face, dlib library in Python is used. 

The dlib library contains pre-trained facial landmark detector. 

Using Haar cascade face and eyes of the image is detected. 

The original image and the detected face rectangles is passed 

as input to the facial landmark detector. The output of the face 

detector is a vector of rectangles that contain one or more 

faces in the image. We get 68 landmarks for every face 

detected and they are stored in a vector of points. The 68- 

point detector localizes regions along the eyes, nose, mouth, 

eyebrows and jawline. Using Haar cascade alone may result in 

less accurate output, landmarks improves face recognition and 

from the obtained facial landmarks, we can also find the 

direction of the face using landmark coordinates. 

 

Fig. 2. Eye Coordinates from Facial Landmark 

 
Eye coordinates obtained from Facial Landmark Detection 

shown in Fig 2 is used for computing cursor control and for 

estimating EAR which is explained in Section V. By using this 

coordinate’s, eye tracking which is used for cursor control and 

blink detection is implemented first. There are different 

methods for Eye Tracking such as Limbus Tracking, Pupil 

Tracking etc. Here we are using Limbus Tracking. Limbus is 

the border of the cornea and the sclera (the white of the eye). 

 

 
Fig. 3. Algorithm for Eye Tracking 
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IV. CURSOR CONTROL 

Using color tracking method by setting a threshold, Limbus 

can be differentiated from the white region of eyes. The 

default position of eyes (pupil at the centre) is stored as initial 

array. Array obtained by the movement eyes is compared with 

the initial array and based on this the cursor is mapped. The 

algorithm for cursor control is shown below: 

 

Algorithm 

1) Detection eyes in the image using facial landmark de- 

tection and extraction of eye coordinates obtained from 

facial landmark detection. 

2) Convert RGB image of eyes to HSV. 

3) Color tracking by setting threshold. 

4) Limbus detection using convexhull() in Python. 

5) Get eye as array of values. 

6) Track the movement of eye by the change in values of 

array. 

7) Compare the newly obtained array with the initial array. 

8) Map the array values to the cursor coordinates. 

 
V. BLINK DETECTION 

For the application of controlling home appliances, eye 

blink signals of the user is used which is a natural source of 

input. After detecting eye coordinates using facial landmark 

detection, Eye Aspect Ratio (EAR) is computed [5]. EAR is 

used as an estimate for eye opening state. Here eye is repre- 

sented by 6 (x, y)-coordinates, starting at the left-corner of the 

eye and around in a clockwise direction. When the eyes are 

open EAR is always a constant value and zero when eyes are 

closed. The ratio falls rapidly to 0 when eyes are closed. 

 

Fig. 4. Calculation of EAR when Eye is in Open state 

 

Steps: 

1) Compute the Euclidean distances between the two sets 

of vertical eye landmarks (x, y)-coordinates (p2,p6) and 

(p3,p5)  

2) Then compute the Euclidean distance between the hor- 

izontal eye landmark (x, y) - coordinates: (p1, p4). 

3) EAR can be calculated by: 

VI. HOME AUTOMATION 

Automation of household activity such as control of light, 

fan, other home appliances and security systems in order to 

provide more convenience, comfort and ease of access for 

disabled people. 

There are mainly three sections in this system: 

• Eye blink signal. 

• Controller. 

• Driver circuit 

 

Fig. 5. Block Diagram of Home Automation 

 
The home automation system will control fan, light and 

other home appliances. The eye blink signal acts as input in 

real time and send appropriate control signal to the controller. 

The controller takes appropriate decision based on various sets 

of inputs and the output of the controller is used to control    

the appliances. [11] 

Program algorithm for initializing the controller- Rasp- 

berry Pi 

1) Define and declare the output pins connected to Rasp- 

berry Pi. 

2) Check whether the connection is set and print SUCCESS 

if set. 

3) Create MQTT client with client address, subscription id 

etc. 

4) Subscribe to the topic. 

5) Once connection is set receive the payload as inputs. 

6) Compare the Payload with a set of predefined strings. 

7) Make the two output pin High or Low according to the 

Payload. 

8) If connection is lost print Failed to connect message and 

display the message and cause. 

MQTT (Message Queuing Telemetry Transport) is the com- 

munication protocol used [6][12]. MQTT is connectivity 

proto- col used for IoT applications. It is a publish-subscribe 

communication protocol. MQTT is used for transmitting short 

messages at high speed. Here home appliances can be 

controlled using the MQTT protocol. To connect via MQTT 

two process should take place Publish and Subscribe. 

EAR = 
ǁp2 – p6ǁ + ǁp3 – p5ǁ 

2 ǁp1 − p4ǁ 
(1) 

   In this project, the MQTT box acts as the Publisher which 

publish the message (control signal) to the MQTT broker. The 
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Fig.  6.   MQTT Process 

 

 
received control signal is send to the MQTT client (Relay) and 

thereby controlling home appliance. Both MQTT Broker and 

client should be subscribed to the same topic as shown in Fig. 

6. 

According to our application the number of home appliances 

can be increased and by using MQTT Box it can be controlled 

from anywhere and at any time. 

VII. EXPERIMENTAL RESULT 

The system was primarily developed and tested on a Win- 

dows 10 PC with an Intel Core i5- 6200U CPU 2.40 GHz 

processor and an 8 GB RAM. The video was captured with the 

built-in camera of the laptop. The video was captured at 30 

frames per second. The code was written in Python and the 

code for controller was written in C in Raspbian OS. 

Fig.8. shows the face and eye detected image using Facial 

Landmark Detection. Accurate and real time detection of face 

and eyes is obtained even if the head is tilted. 

The whole screen divided into two parts (incremented with 

the no. of application) acting as buttons. When the cursor 

moves to any one of the buttons and performs the click action 

by blinking, an event alert pops up for confirmation. Once 

confirmed, the message lamp on/off or fan on/off is passed 

accordingly to the server via MQTT. 

To publish a message via MQTT: 

• Create the client object. 

• Create the client connection. 

• Publish the message. 

• For the publish request, examine the return code. 

• Examine the required output in the hardware i.e. Home 

appliances. 

The topic and the payload are the only parameters that are 

needed to be supplied. 

 

Fig.  7.  Algorithm 

 
The overall algorithm of the project is shown in the above 

figure fig. 7. The project can be divided into mainly three 

sections:- 

• Eye Tracking. 

• Cursor Control. 

• Interfacing with Home Automation. 

 

 
 

Fig. 8. Face and Eye Detected Image 

 
The Fig.9. shows the result obtained using Facial Landmark. 

Here by specifying the region of interest i.e. our eyes, 

contours are drawn using the 6 coordinates obtained in facial 

landmarks of the eye. By setting a color threshold we can 

easily track   the movement of Limbus and followed by 

implementing cursor movement. 
 

Fig. 9. Eye Contour after Detecting Eyes using Facial Landmark 

 
The following figure is a screen-shot of the MQTTBox. It is 

a helper program to develop and load test MQTT based 

clients. The input to the MQTT is the eye blink signal and   

the advantage of using MQTTBox is that we can enter input 

manually from anywhere by subscribing the same topic. His- 

tory of published/subscribed messages for each topic can be 
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seen through MQTTBox. Thus information’s can be accessed 

from anywhere at any time. 

IX. FUTURE EXPANSION 

The project can be extended for detecting emotions and 

thereby displaying a message or quote to cheer up the user. It 

can also be used to detect the drowsiness of the user, so that an 

alarm can be set for safe driving. The project can also be 

expanded by the implementation of a soft keyboard. By the 

control action using eye movements, video game can also be 

played using eye. 
 

 

 

 

 

 

 

Fig.  10.   MQTT Box 

 

The cursor is controlled by tracking the eye movements, 

blinking performs the click action enabling a pop up message 

for confirmation. Fig. 11. shows the pop up message for 

confirmation when a blink is detected. 
 

Fig. 11.  Blink detected and select action performed 

 

Finally, when confirmation is given, the payload is published 

in MQTT and control system responds accordingly. 

VIII. CONCLUSION 

This paper has presented eye controlled home device for 

patients where mobility is a point of concern.  It is a low cost 

device for controlling the home appliances using eye 

movements. The device is based on the acquisition of eye blink 

signals by the computation of eye aspect ratio. For eye 

detection, Facial Landmark detection is used which gives more 

accurate detection than Haar cascade classifiers. This device 

incorporates the activation and deactivation of Fan and light 

controlled (can increase the number of home appliances) by 

eye blink signals. 

The main challenge involved in the implementation of the 

system is the development of a real time eye tracking system. 

By using the coordinates obtained from Facial Landmark eye 

tracking was able to implement more accurately and real time 

processing was also easy. 
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Abstract— The main objective of this paper was to develop 

a software application for smart phones to help the visually 

impaired in assisting their daily activities. The approach 

focused on helping the visually impaired to navigate from a 

source to destination without any hassle and to avoid multiple 

rerouting. The above approach was used to ensure that the 

users no more faced the issues of re-routing and also provides a 

voice-based feedback system giving information about their 

surroundings. Furthermore, the proposed approach was 

carried out with a single voice assisted application where 

different features such as calling, messaging, emergency help, 

landmark and bus stop detection along with the main 

navigation without rerouting. Hence this helped to provide a 

single interface voice-based system for the visually impaired to 

perform basic functionalities on a Smart phone efficiently 

without depending on another human being for constant 

assistance. 

Keywords—navigation, voice-based, smart phone, calling, 

emergency, help, landmark detection, bus stop assistance 

I. INTRODUCTION  

Blindness obstructs an individual from being able to do 
general day to day activities. The tasks carried out by human 
with proper eyesight, even the simplest ones can be 
considered as a complicated task for them that causes 
inconvenience in daily and social life.  

A number of guidance devices were developed to make 
their life easier. Initially they walked around along with a 
dog that helped them to guide their way to the destination. 
Advances in wearable computing, voice recognition, wireless 
communication, GIS and GPS (Global Positioning System) 
have made possible to address the visually impaired and 
disabled navigation problem. There are many electronic 
devices that are designed to help the visually impaired to 
navigate safely and independently. Several devices that 
provide guidance to a remote location that are available 
currently are either expensive or too difficult to handle. 

In today’s world, every single person depends on a smart 
phone in their day to day life for any simple means. But since 
there are many applications in a smart phone and the person 
might need to switch in between applications, this project is 
concerned with a single voice assisted application where in 

different features are installed that will help the visually 
impaired. This project is an approach to help the blind people 
to make their life easier by providing them an application 
called STAVI that helps them to call, message, seek help, 
identify landmarks around, navigate without rerouting etc. 
just by giving voice input commands. The application 
provides necessary output for the blind in case of a wrong 
route thus helping them navigate easily. 

 

II. LITERATURE SURVEY 

[1] Proposed an effective algorithm to classify the captured 

into various classifiers and to implement extraction schemes 

to detect the same. The final implementation is done through 

ORB – using FAST as detector and BRIEF as descriptor. 

However, the use of FAST and BRIEF algorithms is not 

robust when compared to SIFT and SURF algorithms. 

Effective only image recognition, no mention of voice-based 

approach to convey the same to the blind. Future 

Enhancement of the project included currency note 

identification but was not effective and did not produce 

results for torn notes. No mention of the way the input was 

received. Overall the algorithm is focused onto implement 

object identification but doesn’t integrate various 

functionalities. [2] proposed an application where various 

modules have been implemented that includes phone battery 

information, calling, OCR Recognition, GPS module and 

indoor guidance activity. The power source for the android 

application is derived through phone battery and the power 

source for external modules is obtained through a high 

capacity solar battery. [3] Proposed a system that can be 

deployed only for OCR and object identification. The same 

auditory and video interface can be implemented for various 

purposes like bus stop detection and assistance to cross 

roads. The system is highly efficient to implement a single 

module but can be extended to various domains for future 

enhancement like navigation etc. [5] proposed an android 

application that enables to call, send and receive texts with 

the help of an available phone book. It also makes use of the 

positioning and battery monitoring. When the app is 

launched, there are 4 main processes. Two of the processes 
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are for listening for notifications about new text messages 

and concerning the battery level as well as the process 

linked with acquiring geographical coordinates. Speech 

recognizer helps to access the Google Speech recognition 

module. The TexttoSpeech class monitors the synthesis of 

the text to speech.  The application has a dedicated phone 

number contact list besides the already available smart 

phone book. New additions or deletions can be made with 

the respective voice command. Similarly, calls can be made 

with notifications about the new incoming messages. 

However, it doesn’t implement GPS navigation would help 

the person to travel. [6] proposed an application that is 

based on object analysis and comparison of the scanned 

objects stored in the file of mobile application using Image 

Processing and Artificial Neural Network. ADT-Bundle-

windows-x86 software is the software used in order to 

develop this application. 

 

METHODOLOGY: 

 

Understanding the issues present in the existing approach, 

there was a need to develop an application embedded over a 

single system. The modules in our system include Calling, 

Messaging, Map based Navigation, Volunteer assistance in 

case of an emergency, Landmark detection and Bus Stop 

detection. In our application, we help the VI navigate from 

place to another through voice commands. In case the user 

takes a wrong turn, instead of rerouting through a new route 

which might be longer, the application’s feature states that it 

is a wrong turn. Also, for the ease of user, landmarks around 

the current location such as a departmental store or bus 

stand are constantly given out as voice commands with 

certain time interval. The application allows the visually 

impaired to call someone through voice calling. The next 

feature is when the user has to send a message to anybody in 

his/her contact list, the user prompts “SMS” and the contact 

name, the application reverts back asking what the message 

is and the user can give his/her voice input. When the 

application is running, it also reads the incoming messages 

to the user through voice commands. When the user is in 

danger, the user can give a voice input of help, the nearest 

volunteer receives a message giving in the user’s current 

coordinates. This provides an extensive and improved 

methodology to customize to the needs of the visually 

impaired and hence achieves the objective of the project. 

 

III. IMPLEMENTATION 

 

The Android application is built with a simple UI to avoid 

complexities and overlapping of layers within the 

application. The system architecture shown in Fig 3.1 

consists of an Android layer, a server to communicate the 

data between the front end and backend and a database layer 

that stores the real time values that is retrieved continuously. 

The system is built on Android operating system and can be 

implemented on any latest OS versions. The android front-

end layer consists of a button that listens to commands 

provided by the user. The backend is made of an API that 

takes the required real time values from the system. The 

communication between the API and the Outer layer occurs 

through a Server hosted in a domain. To understand the 

working of the same, the Server can be hosted locally to test 

the functionalities and the same can be migrated on a cloud 

platform in future. To push the real time value from the API 

and to store the data, a database layer implemented using 

MySQL is used. The server-side script handling and 

connections to the database is made using Java which runs 

on the NetBeans IDE. 

 

 
 

Fig 3.1: System Architecture 

 

 

MODULE 1: CALLING 

 

 
 

Fig 3.2: Module Architecture – Calling 

 

The UI in Fig 3.2 consists of a Press button that listens to 

the voice input provided by the user. The user has to 

configure permissions to the android application that 

enables the application to access the contacts stored in the 

phone. Once the user inputs the command “CALL” 

followed by the number, the Call is automatically redirected 

to the following person. The voice command is first 

converted to text and if the text matches the string CALL, 

the system waits for the user to input the name of the contact 

and once the command is complete, Call Intent API is used 

to place a call to the required user. The system checks for 

the validity of string and only when the string matches the 

same, Call Intent is invoked. This API places a call from the 

Android system itself thus providing customization through 

the STAVI application. 

 

 
 

Fig 3.3: Code Snippet – Call  
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MODULE 2: MESSAGING 

 

 
 

 
 

Fig 3.4: Module Architecture – Messaging  

 

The application UI in Fig 3.4 is same as the Calling Feature 

and it requires a command from the user called “SMS” 

followed by the number to which the SMS has to be sent.  

Once the contact details are identified, the system returns 

with a callback that instructs the user to input the message 

that needs to be sent. The user then has to prompt the 

command “MESSAGE” followed by the message. For e.g.  

to send a message to Alice, the user inputs, SMS ALICE 

followed by “MESSAGE HOW ARE YOU?”,” How are 

you” is sent to Alice with the same number that is 

configured to send messages in the android settings. Apart 

from this, a function call keeps invoking the android system 

to check if there any messages obtained on the phone at 

delay of 20s. If a message is obtained during this time 

interval, the listener detects the change in the event, opens 

the message and reads the message aloud to the user. To 

implement the same in android, SEND_SMS permission has 

to be granted in the application settings. SMS Manager API 

is used to invoke the Intent that sends the required SMS to 

the user. The Event Listener that is running in the 

background checks for the new messages and once the event 

is invoked, the TTS API is used to convert the message to 

speech through which the message is read to the user. 

 

 
 

Fig 3.5: Code Snippet – Messaging  

 

MODULE 3: VOLUNTEER ASSISTANCE 

 

 
. 

Fig 3.6: Module Architecture -Volunteer Assistance 

 

This feature helps the visually impaired to reach out to a 

human assistance in case of a medical emergency or travel 

assistance as shown in  Fig 3.6. The database has details of 

the nearest volunteers or the NGO’s present in every 

geographical area. When the user inputs the command 

“HELP”, the appropriate function call is made, that further 

queries the database for the nearest volunteer available. 

Distance formula is used to find the closest distance 

between the source and volunteer’s location. This can be 

optimized by using Dijkstra’s Algorithm. Once the single 

source shortest path is obtained the distance calculated in 

the distance formula is pushed on to the tree structure. If a 

new volunteer is available, the new distance is calculated 

and compared along with the earlier distance and this new 

data is pushed to the tree. Once the volunteer details are 

obtained, an SMS containing the current location is sent 

along with a default message containing the details of the 

visually impaired. By this approach the volunteer can access 

the location of the user and thereby can assist the blind 

accordingly. To access the location, suitable permissions 

have to be provided during the configuration settings. A 

locationManager is set up that invokes Location service. 

The Location Manager code snippet shown in  Fig 3.7 

requests the service to get updates of a current location 

through the service and a Location_Listener is used to 

update the latitude and longitude accordingly. This updated 

value is shared across the message to the volunteer.  

 

 
 

Fig 3.7: Code Snippet – Help  

 

 

MODULE 4: BUS STOP DETECTION 

 

 
 

Fig 3.8: Module architecture – Bus Stop Detection  

 

The visually impaired often find it difficult to travel in 

public transport due to lack of information regarding the 

nearest bus stand and distance between the current location 

and the nearest bus station. Even after retrieving the bus 

station information, the visually impaired find it difficult to 

locate how far the final destination is from the present 

location. In such cases, the visually impaired usually miss 
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their destination and find it difficult to reach back to their 

destination. Therefore, the bus stop feature in our approach 

helps us to solve this issue as depicted in Fig 3.8. The Bus 

Stop API takes in values of all the nearest bus stop from the 

local API, and stores it in the database. A listener in the 

background provides and audio prompt about the nearest 

bus stop and how far is the user from the nearest bus stop. 

Once the user sits inside a bus, he commands the app for 

“DESTINATION USER_DESTINATION”. On checking 

the destination, the API fetches all the data from maps API 

regarding all the bus stops on the way to the destination. By 

doing this the user is aware to when he has to get down. 

 

 

MODULE 5: NAVIGATION AND LANDMARKS 

 

 
 

Fig 3.9: Module Architecture: Navigation Assistance 

 

On survey of issues faced by the visually impaired, results 

of the survey depicted issue regarding navigation with no 

rerouting. When Google Maps in-built API is used, and the 

user has to travel from a source to destination, the results are 

retrieved with multiple routes to the same destination. Once 

the user starts to travel along a single path and due to 

circumstances, he moves out of the path, the Google API 

automatically reroutes itself finding a new path to the same 

destination. This approach turns out to be disadvantageous 

for the visually impaired as they are not aware of the routes 

and if the routes are changed, then they keep rerouting along 

a new path and often travel longer and tedious routes to 

reach the destination. In some cases, they end up moving far 

away from their original destination. Hence a new approach 

was designed in order to fix a single path between the 

source and the destination and notify the user when the user 

takes a wrong route. In order to implement this, the app uses 

MapMyIndia API that sets a single path from source to 

destination. The http request shown in  Fig 3.10 also has 

parameters that can specify multiple or single route. If single 

route is selected, the map sets a single route from source to 

destination. The source and destination co-ordinates are 

initially sent to a geocoder function that converts the 

destination details into map co-ordinates. This is sent along 

with the Http request made to the API. The API returns with 

a single route as shown in the Fig 3.11. With this data, the 

User is prompted continuously providing the details 

regarding the navigation. In case the user’s path does not 

match the path in the database server, the User is notified 

with an alert message informing him that it is a wrong route 

and he has to move back to the old path. The input 

parameters will be supported in the Route / Driving 

Directions API request are as below:  

 

1. *license_key: the REST API license key allocated 

to you by signing into our services and registering 

yourself as a developer (28 Char Alphanumeric). 

 

2. *Start: the start (departure) point of the route in 

WGS-84 coordinates, formatted as (latitude, 

longitude). 

 

3. *destination: the destination of the route in WGS-

84 coordinates, formatted as formatted as latitude, 

longitude.  

 

 
 

Fig 3.10: JSON format of Http response 

 

 
 

Fig 3.11: Single route selection between source and 

destination 

 

There is also a continuous feedback provided regarding the 

nearby landmarks and grocery store to the user. The nearest 

landmark to the user is retrieved and prompted to the user 

accordingly. 

 

IV. RESULTS  

The application prototype was first developed in Adobe XD 

to obtain an idea about the working of the project. Using the 

prototype as the reference, the final application was 

developed in Android by importing and implementing 

suitable libraries and packages. 

 

 
 

Fig 4.1: Home Page - Prototype 
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  Fig 4.2: Calling - Prototype 

 

 
 

Fig 4.3: Help – Prototype  

 

 
 

Fig 4.4: Navigation – Prototype  

 

On the basis of the prototype, the final system was 

developed and the given below are the implementation 

details of the final system.  

 

  
 

Fig 4.5: SMS and Call features in STAVI 

 

  
 

Fig 4.6: Navigation features in STAVI 

 

 
 

Fig 4.7: Help feature in STAVI 

 

The Fig 4.8 below shows comparative study that STAVI 

provides variable number of features when compared to 

other applications.  

Lazarillo is an android application that helps the blind to 

explore the places around and helps to search for category 

specific locations. This application also helps with 

navigation of the blind. This application is not efficient and 

user friendly. The server suddenly stops working.   

TapTapSee is an application for the blind which mainly 

focuses on image identification. It does not provide any help 

with navigation and travel.  

Eye-D provides landmark detection, read text from a 

document, to live chat with another user. This application is 

not voice controlled and hence does not help the visually 

impaired to communicate easily. 

Blind Communicator is a communication-based application 

mainly focusing on SMS, Call, Contact search and 

Recording facilities. This doesn’t not provide any navigation 

help.  

Visually Impaired has 5 basic features: Bluetooth, Call, to 

run social media applications, Accessibility options and 

Flashlight none of which help in overall navigation and 

travel and thus not helpful.  

Considering the drawbacks from the above applications, we 

extract the features that are considered useful for the blind. 

Thus, STAVI helps to integrate various number of features 

in a single application and helps to implement the same 

efficiently.  
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Fig 4.8: Comparison of different applications with STAVI  

V. CONCLUSION  

Blindness or even partial blindness can cause tremendous 

difficulties in an individual’s life. Even the blind use 

smartphones to connect to people. With the same idea, the 

application we have created is focus on helping the visually 

impaired with the help of smartphones. The application 

incorporates the use of voice commands to perform different 

tasks like calling someone or sending an SMS. With the 

help of this application, the blind can benefit to travel places 

through voice navigation, gain knowledge about the nearby 

landmarks and even detect the bus stops when in a bus. The 

navigation feature also specifies no rerouting function that 

makes it easier to travel places thus achieving the objective 

of the project. 

Thus, elaborating the comparative study as discussed in the 

previous sections, STAVI proves to be more efficient with 

varied number of functionalities when compared to other 

currently available applications. 
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Abstract-- A state-of - the-art computer network innovation is 

the Wireless Sensor Network (WSN). Collection of antenna nodes 

is known as sensor networks. These nodes co-operatively send 

detected statistics to base station (BS). Thousands of tiny sensor 

nodes are present in these networks. The WSN networks are 

controlled with power, memory and computing. In WSNs mainly 

testing chore is life time of the nodes. The exchange of 

information from source node to a destination through 

correspondence channel assumes a noteworthy job in the lifetime 

of the nodes. So with the help of proper routing protocol, we can 

boost the survival of the network. Clustering is a type of routing 

algorithm. By means of clustering, we can prolong the liveliness 

intensity of the sensor nodes. This increases the lifetime of the 

sensor nodes. In many clustering algorithms, the selection of the 

cluster head will play a very vital role and also the location of the 

cluster head within the cluster plays a foremost role. In this 

paper, we are proposing a system for choosing a cluster head 

from a particular location within the cluster that helps other 

nodes to communicate with the cluster head without consuming 

much energy. The proposed technique is contrasted and the 

current strategy with the assistance of simulation. 

Keywords—Wireless Sensor Networks, Cluster, Cluster Head, 
Vice Cluster Head. 

I.  INTRODUCTION  

A Wireless Sensor Network (WSN) is a remote system 
comprising of spatially dispersed independent contrivances 
utilizing sensors [1]. These sensors are used to examine 
physical or ecological conditions. Figure 1 shows simple WSN. 

Nodes are conveyed intently in the remote land arrange. 
Each sensor node is characterized by a set of limited resources. 

They will sense the surroundings and collect the data from the 
environment based on the sensing device configuration. Radio 
sign are utilized to convey with the sensor in the remote sensor 
arrange. The sensor nodes will process the sensed data and 
transmit the same thing towards the Sink Node (SN) or Base 
Station (BS). The main constraints of the WSN are energy, the 
network bandwidth and routing. These sensor nodes are fueled 
by batteries. The recharging of the batteries of sensor nodes is 
not possible, since they are deployed in remote and unattended 
geographical locations. So energy plays a very imperative part 
in the existence of the sensor nodes. Energy efficiency is 
significant to boost the lifetime of WSNs, much more should 
be focused on energy consumption and the energy utilization 
must be balanced among sensors. Different techniques have 
been used in WSN in order to resolve not all constraints 
together, but one specific constraint at a time. Much research 
work has been going to decrease the energy consumption in 
sensor nodes. In such manner, there is a need of better 
convention which chips away at vitality protection idea and 
accordingly builds the general lifetime and execution of the 
system required. 

In this paper, we are proposing a cluster head selection 
technique for a cluster without consuming much energy. 

QUALITIES OF WSN 

The primary qualities of WSN include: 

 Power use imperatives for sensor nodes utilizing 

batteries. 

 Nodes mobility 

 Heterogeneity in nodes 

 Capacity to endure cruel ecological conditions 

 Usability 

 Scalability to large scale of consumption 

 Capacity to adapt to hub failures 

 Production Costs 

APPLICATIONS OF WSN 

WSN has numerous different applications [3].  
 Monitoring the traffic 

 Detection of fire 

 Nuclear reactor control 

 Environment monitoring 

Internet 

Sensor Node 

Target 

Sink Node 

User 

Figure 1 Wireless Sensor Networks 
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 Acoustic recognition 

 Military observation 

 Monitoring in medical area 

 Environmental air, water and soil tracking 

 Industrial machine tracking 

 Asset tracking 

 Building and bridge structural surveillance 

 

The rest of the paper is sorted out as pursues. Division 2 

explains the obstacles and design issues in WSNs. The 

clustering is described in division 3.  Literature survey is 

explained in sector 4. Segment 5 discusses the proposed 

technique for the cluster head selection. The simulation results 

are discussed in part 6. The conclusion of the paper clarified in 
sector 7. 

II. OBSTACLES AND DESIGN ISSUES IN WSN 

Many margins are in WSNs compared to other networks. The 

restrictions while designing the WSN are as follows [4]-[6]. 
 

 Wireless in standard: The wireless medium is in nature 

fewer secure. The remote medium enables an assailant to 

just catch any legitimate parcels and effectively embed the 

malevolent ones. 

 Restricted Resources:  All safety efforts require an exact 

measure of belongings for the attainment, together with 

information memory, system space, and vitality to manage 

the sensor gadgets.  

 Power Limitation: Energy must be preservedin the sensor 

nodes after deployment to improve the duration of the 
individual sensor nodes. 

 Managed Remotely: detection of the physical tampering in 

the sensor network is practically impossible due to remote 

supervision. 

 

There are some problems present during designing the 

WSN. They are listed below 

 Data Integrity: Ability to watch that the message has not 

been adjusted while it was on the framework. 

 Data originality: Ability to receive the new messages not 

the old ones. 

 Data Confidentiality: Secrecy guarantees that a given 
message can't be comprehended by anybody other than the 

favored beneficiaries. 

 Self-Organization: Fixed infra-structureis not available in 

sensor network to manage effectively. 

 
Energy utilization is the most noteworthy aspect to decide the 
existence of a sensor organizes on the grounds that generally 

nodes are driven by battery. The streamlining should be 

possible by having vitality cognizance in each part of plan and 

activity. 

 

Various sorts of calculations and conventions are being 

concentrated to diminish the generally energy use of the 

sensor networks.  

 

Nodes talk by methods for remote, lossy lines with no 

establishment. An additional go up against is identified with 

the confined, as a rule non-reasonable power source supply of 

the nodes. To construct the lifetime of the framework, the 

shows ought to be organized from the most punctual 
beginning stage with the ultimate objective of profitable 

supervision of the essentialness resources. The wireless 

protocol we select depends on the purpose necessities. 

III. CLUSTERING IN WSN 

Distribution of nodes to make into teams is thought as 
clustering [Figure 2]. There are so many clustering algorithms 
already present [7, 8].The group of sensors is cluster. The 
cluster is headed by a node is called Cluster Head (CH). The 
CH is in charge for collecting the cluster members ' 
information along with transferring the full information to the 
Base Station (BS). A number of variables influence the 
efficiency of the cluster, namely energy, network lifetime, 
delay in electing the cluster head and so on. Network's lifetime 
relies on the power of the sensors. The power will be utilized 
for data processing and transfer. If many  nodes are sending the 
same data, there will be lot of redundant data in the network. 
By using the concept of the Aggregation, redundancy can be 
eliminated. 

Advantages of using Clustering concept 

 Redundancy can be decreased using data aggregation. 

 Automatic recovery from failure. 

 Channel contention and packet collision can be scale 
down by using clustering. 

 Disadvantages 

 Determination of cluster head in each round. 

 Energy consumption for forming a cluster. 

 Sensor nodes close to BS lose their power very soon. 

 

 

 

 

 

 

 

 

 

 

 

Cluster routing technology has lot of advantages against 
other routing techniques. Because of this, it is used in most 
routing techniques in WSN. Clustering can decrease the energy 
consumption by localizing the statistics traffic. 

Cluster Head 

Cluster Member 

Base Station 

Figure 2: Clustering in WSN 
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The CH will accomplish the group information 
aggregation. CH will take the data from the nodes present in 
the group. This CH will total the data got from sensors. The 
aggregated information is sent to the BS. The reliability of the 
network depends on the CH functionality. In the event that the 
CH isn't working fine, it influences the entire system execution. 

IV. LITERATURE SURVEY 

There are many benefits from Clustering of sensor nodes. 
Clustering promotes network-wide sharing of control. 

Clustering uses the region of communication to condense the 

power used in the network. Sensor nodes communicate their 

information over nearest cluster head. The cluster head will 

aggregate the information and forwards to the BS. 

 

Sabrine-Khriji et al. [9] have proposed a REDA predicated on 

the idea of prototype production. The model is precise to the 

data sensed and utilizes conditional data collected from nodes 

in consecutive iterations. The REDA wipes out the 

dissemination of the superfluous information from the sensor 
hub to group head. 

J.K.Deepak Keynes et al. [10] have proposed a cross energy 

proficient scattered clustering method (CC-LEACH) for 

crowded WSN. The CC-LEACH demonstrates a lessening in 

packet fall, power burning up and end-to-end latency for thick 

WSNs. The simulation findings indicate an increase in the 

performance, packet shipping ratio with quantity of packets 

acknowledged at the BS. 

Kushal B Y et al. [11] have proposed to enhance the vitality 

dissemination by altering the group head choice methodology 

in LEACH calculation and evade the vitality opening issue 

considering versatility to the sink hub which draws out the 
lifetime of whole system. 

Yasha Istwal et al. [12] proposed the twin CH routing practice 

with super node having CH with four levels of heterogeneity 

to pick up the lifetime of a WSN. The goal is to lessen the 

quantity of choice of CH with the goal that vitality utilization 

can be limited. The outcome demonstrates the improvement in 

the lifetime of the system by utilizing the changed LEACH 

technique. 

Lohit B.Dalal [13] proposed an Efficient Dynamic Deputy 

Cluster Head Selection [EDDCH] that is used to solve the 

problem of difficult cluster head selection. Efficient vibrant 
deputy cluster head selection is performed in view of energy 

level of the node. The node with upper vitality level is picked 

as cluster head and node with next dimension is delegate 

group head. Group head gathers the data from part nodes and 

deputy cluster head moves this data to BS. The simulation 

examination describes that the projected technique will 

overcome the imbalance of energy usage, thereby improves 

the network lifetime. 

In [14] Vipin et al, projected a straight forward and well-

organized CH selection called SCHS. In SCHS, the territory is 

isolates into two sections, periphery and internal zone. The 

hubs present in the internal region will take part in the cluster 
head determination. SCHS diminishes the intra-group 

correspondence separation and subsequently improves the 

vitality adequacy of cluster. 

Zhang Ming [15] proposed an associate CH clustering 

technique based cluster grading (ACHC-CG) in WSNs. The 

There are three characteristics of ACHC-CG. Initially, divide 

cluster into grades based on density of the nodes. Secondly, 

the assistant CH generated based on the created dependent on 
the rest of the vitality and transmitting separation. This CH is 

accountable for exchange data between neighbors CH, while 

main CH is liable for getting sensing data in cluster and 

processing to diminish energy exploitation of head to drag the 

lifetime of the network. The simulation result shows 

prolonging the network lifetime. 

K.R.Anu Priyanka et al. [16] proposed a dynamic cluster head 

election mechanism in which each sensor node compares its 

residual energy with other nodes. Depending on the left over 

energy, CH is selected. The simulation shows the increasing 

the overall lifetime and throughput compared to single level of 

clustering. 
Hai Lin et al. [17] proposed a latest clustering method called 

DDEC to advance the network efficiency. The DDEC scheme 

divides the structure into groups with a similar amount of parts 

to adjust the burden. The group head is chosen in the bunch 

dependent on residual vitality, separation and thickness. This 

strategy accomplishes to reduce the intra-group 

correspondence cost and broadens the system lifetime. 

V. PROPOSED APPROACH 

Energy efficiency in wireless sensor networks is very 

important while routing. An opportunistic routing protocol in 

any network is one of the solutions to increase network 
lifetime through the use of dynamic routing decision. They 

will route the network by taking dynamic decisions based on 

the network conditions. 

In Cluster based routing approach, CH selection will play an 

imperative role for power competence of clustering 

algorithms. Intra-cluster correspondence relies upon the 

situation of the cluster head and correspondence vitality relies 

upon the separation factor. Intra-cluster correspondence 

includes every one of the nodes and thus much vitality is 

required for intra-cluster correspondence. 

An efficient CH selection technique is required for energy 

competent communication in cluster. Sensor nodes in nature 
have small storage circuitry. Computing sensors is highly 

energy-intensive.  

 

The proposed model protocol has some assumptions. All 

sensor hubs are homogenous and are stationary. These hubs 

are area mindful. Just one BS is available exterior the field. 

Nodes are unilaterally installed in the field. The complete field 

is split into two divisions in the suggested system [14]. One is 

outside, and the other is inside. The division of cluster is 

revealed in figure 3. Let‘d’ is the distance for partition of 

pasture. Zone beginning from limit of the field up to the 
distance'd' is border area and left over zone is called inner 

area. The number of nodes present in the inner area and border 

area depend on the value of‘d’. The nodes in the boundary 

region will not take room in the choice of CH. For CH choice, 

the nodes in the internal area will be identified. The boundary 
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zone nodes in each round are always aspect of the participant 

nodes. The CH is always taken from the nodes’ internal 

region. Ergo, the CH will always be proximate to the core of 

the cluster. This technique will use less energy for intra-cluster 

communication. 
 

 

 

 

 

 

 

 

 

 

 

In many clustering calculations, the race of the cluster head is 
done enthusiastically dependent on the remaining vitality. 

Another CH must be substituted when the CH energy crosses 

the limit level. Selecting a fresh CH involves lot of power 

utilization. To lessen the overhead of choosing another cluster 

head, a reinforcement node must be available in the group 

which can go about as a cluster head. The backup cluster node 

is known as Vice Cluster Head (VCH). 

 

In the existing methods, the assistant/vice CH [13, 15] is 

elected while electing CH. Every cluster will have the CH and 

assistant / vice CH in this idea. In this concept, any node in the 
cluster may contest for CH or assistant/vice CH selection 

process. If the node is present in the border of the cluster, all 

member nodes have to communicate with the cluster head 

which leads to more energy consumption due to distance 

issue.  

 

 

 

 

 

 

 
 

 

 

 

This can be overcome by limiting the nodes based on node 

location in the clusteras shown in figure 4. So as to constrain 

the nodes taking an interest in cluster head choice procedure, 

we can permit just those nodes inside the internal zone to take 

part in cluster head choice procedure. Only nodes present in 

the inner area of the cluster will get chance to become cluster 

head. Same tactic can be used for the choice of the vice cluster 
head. If we select the CH / vice CH from the inner area, they 

will always be nearer to center of the cluster. This decreases 

the quantity of energy that other nodes need to interact with 

the cluster head, as all nodes in the cluster are nearly 

equidistant from the CH. 

VI.SIMULATION RESULTS 

A sensor network is used for simulation purposes. The sensor 

network consists of n nodes and they are randomly dispersed. 

All the sensor hubs are considered to have equivalent measure 

of vitality at first. NS-2[19] is used for the simulation purpose. 

The location of the sink node is outside the sensing field. Only 
one sink node is present in the network. 

The area used for simulation is 1000X1000 m2, 1000 sensor 

nodes are used for simulation. preliminary energy of each 

node is considered as100J and sensing power is 0.0175J. The 

power used for transmitting and receiving is 0.9J and 0.8J 

respectively. 

The proposed scheme is compared with the Dynamic Cluster 

Head Selection Method (DCHSM) [18]. Figure 5 shows the 

comparison of the planned scheme with DCHSM scheme with 

respect to packet delivery ratio.  

 

 
 

 

Throughput is defined as successful packet delivery rate in bits 

per seconds. Figure 6 demonstrates the comparison of the 

suggested method's performance with DCHSM [18]. Figure 7 

demonstrates the comparison between the technique proposed 
and DCHSM [18] with the amount of active nodes in distinct 

rounds. 

The visualization analysis shows that the packet delivery ratio 

is enhanced in the suggested proposal as all nodes in the 

cluster are almost equitable to the CH. Since energy consumed 

for transmitting and receiving the data is less as compared to 

the scheme proposed in [18], there will be more nodes active 

for longer duration than the nodes in the scheme proposed in 

[18] and also cluster head selection process is not carried out 

frequently as vice cluster head is available to act as cluster 

head 
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.  

 

 

VII.CONCLUSION 

Wireless Sensor Network (WSN) is possible future for 

many applications. This paper discussesthe advantage of 

selecting a vice cluster head along with a cluster head and the 

routing concepts in WSN. It is observed that the clustering 

routing technique can be strengthened. CH choice is a major 

problem for clustering schemes' power effectiveness. In this 

paper, the cluster area is alienated into border area and inner 

area. The CH and VCH choice is held for the nodes present in 

the internal zone of the cluster. This allows only the nodes 

current in the cluster middle to become a CH and in turn 

decreases the energy level needed for other nodes in the 
cluster to interact with the CH. The results of the simulation 

display that the packet delivery ratio is strengthened and the 

energy demand for transmitting the data is lowered relative to 

the Dynamic Cluster Head Selection Method. 
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Abstract: New technologies are expected to lower the investment 

and reduce cost. Fuel cell generation technologies are now on the 

verge of being introduced commercially and delivered to market 

and it might become eminently fuel-efficient and more 

economical to generate electricity than present utility grid. 

Unluckily, comprising the systems for power generation from 

fuel cell have single-phase inverters which draw low-frequency  

current ripple at twice the output frequency from the fuel cell 

which may create instability, low efficiency, and lifetime duration 

of fuel cell stack is shorten. Research in this paper focused on 

single-stage boost inverter topology with the function of low 

frequency current ripple (LFCR) reducing to recognition 

quantity. In addition, present system consists of hybrid switched-

inductor step up converter and full bridge inverter which shares 

a bridge-arm with the converter. The current of boost inductor is 

designed to work with discontinuous conduction mode (DCM) 

and analyzed the LFCR in fuel cell output current. The circuit 

layout, simulation results and performance analysis of 

1.26kW/24Vdc, 12kHz are shown to demonstrate theoretical 

study. 

Index-Terms:-Hybrid-Switched-inductor,Single-stage,Low 

frequency current ripple(LFCR), Discontinuous conduction mode. 

I.  INTRODUCTION  

Consumption of conventional energy is rising rapidly but 
sometimes it exhibit uncertainty and discontinuity and also 
give direct effect on utility grid, if the grid couple inverter  
used in REGS. Concept of microgrid put forward by 
researchers which can improve reliability, safety, stability and 
power supply quality. 

Energy storage devices such as fuel cells have various 
advantages as compared to conventional sources. The direct 
methanol fuel cell (DMFC) and proton exchange membrane 
fuel cell (PEMFC) have low-temperature, low heat 
transmission which makes them ideal for various application 

[1],[2]. By considering cost issues, the fuel-cell voltage is 
gradually lesser than 40Vdc and it is boosted up to high voltage 
of 180-200Vdc for DC to AC inverter [3].  

The utmost voltage ratio is broad to 10 times in this state. The 

orthodox boost converter cannot encounter this requirement 

owing to the fact that the set off duty ratio in boost converter 

is close by 1 and urge to high current ripple with less 

effectiveness.  

 

 

Renewable 

Energy source

DC to DC 

Converter

DC toAC 

Inverter
Grid

 
 

Fig.1 Block diagram of traditional two-stage conversion 

system  

 

For distribution of power, a grid coupling converter is required 

for fuel cell system to supply power to grid but having one 

snag is that the lifetime duration of fuel cell stack is shorten 

with the ripple current. Thus, in sequence to expand the life 

duration, the fuel cell ripple current obliged to be diminish in 

the grid coupling converter [4]. There are various methods to 

mitigate the current ripples such as by improving control 

methods like use of active control methods with dual-loop 

control or with adding hardware circuit [5]. One more method 

is available to reduce LFCR is through waveform control 

method [6]. There are several disadvantages of these types of 

method. Sometime its hard to design the closed control loop 

which leads to complicate the circuit. Different topologies are 

mentioned like two-stage power conversion where the front 

stage is DC to DC converter and the later one is a full bridge 

inverter [7],[8] which leads to lower the efficiency and 

controllers are also hard enough to design. The LCL filters are  
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used in grid couple inverter utilization and is a third order 

filter which furnished more dense and streamlined 

designs[9],[10]. 
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Fig.2 Block diagram of  fuel cell based single-stage system 

connected to grid 

 

Therefore, A new topology where a single-stage boost grid 

tied full bridge inverter with hybrid switched inductor for fuel 

cell power generation in discontinuous conduction mode is 

introduced. The main objective of the proposed inverter is to 

reduce the current ripple at dc side. It is clearly exemplified in 

this paper that the projected inverter overall improves the 

performance of the system. 
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Fig.3 Classical two-stage inverter 

 

This paper is straightened out as follows: Section II furnish the 

topology of projected inverter. Section III displays the control 

strategy of system. Parameters design is presented in section 

IV. In Section V simulation model and verification is 

displayed. Finally, conclusion and future scope of projected 

inverter is subsidized in Section VI.  

 

II. SINGLE-STAGE TOPOLOGY 

A. Topology of the projected inverter 

Fig. 1(a) shows a two-stage traditional topography for 

renewable energy generation system (REGS), such as fuel 

cell, where the slightest input voltage Uin is not so much than 

the grids peak voltage. 
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Fig.2 Proposed topology: (a) Proposed boost inverter 

(b) Hybrid switched inductor 

 
The first stage is boost converter & the later stage is inverter 
with full bridge topology which consist of four MOSFET 
switches S1-S4. The advantage of conventional two-stage is 
that it can be controlled easily & separately but has one 
disadvantage of low efficiency. In proposed topology, the 
system consists of single stage power conversion where the 
fuel cell stack used as a DC source, hybrid switched inductor 
ILB1 and ILB2 is connected to one leg of full bridge inverter 
which consist of MOSFET switches. This topology is used as it 
helps to decrease the cost of the system & also increases 
efficiency as compared to the traditional two stage conversion 
system. The current across the fuel cell that is input LFCR is 
also reduced to minimum limit by the control method. 
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  Fig.3 Main waveforms of switches and inverter output 

 

In fig.3, main waveforms of switches are displayed where 
switching of Switch S1 and Switch S2 are retrieved by Ucr(carrier 

wave) while switching of another 2 switches are retrieved by 
comparing Ucr with Ur(sine wave). UAB is the output waveform of 
inverter.    

The boost inductors current ILB1 & ILB2 should be controlled to 
reduce current ripple at low frequency. There are several 
methods to decrease current ripple such as designing resonant 
controller, waveform method etc. The main disadvantage of 
these methods is it is so complicated to design. Hence to avoid 
this, the foresight time of switch S1 and switch S2 is set to half 
of the switching cycle. The duty ratio of boost circuit is 0.5. 
The output current of inverter is controlled by SPWM 
(Sinusoidal Pulse Width Modulation) [12]. The signals for 
switch S3 &S4 are given by comparing carrier signal Uc & 
reference sine signal Ur. The output voltage of proposed 
inverter is also obtained as unipolar SPWM. 

The grid current should be in resonant condition with the grid 
voltage for steadiness purpose. It can be represented for 
different conditions. Here, IL1<0, Ug<0 is taken.  

For simplification commutation time and dead time of switches 
are ignored. The key waveforms of operation is shown in 
fig(4). 
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Fig.4 Operation waveforms when IL1< 0,Ug < 0 

III. CONTROL STRATEGY OF SYSTEM 

 

 
The control strategy consists of following blocks as shown in          
fig.5 

Udc
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Fig.5 Control strategy of proposed inverter 

 

The two variables, boost voltage at output Udc and grid current 
Ig need to be controlled. Udc is restrained by PI Controller while 
Ug is given to PLL block and further compared with output of 
PI controller that is Udc. Phase locked loop is a kind of 
feedback loop which is used to lock different waveforms 
shifted in phase but at same frequency. The reference values of 
Udc and Ug are taken and further given to gate drive signals of 
inverter as displayed in fig.5. 
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IV. PARAMETERS DESIGN 

A. Calculation of boost inductor 

Conforming to paper,boost inductor is designed to work 

with DCM [12]. The boost inductor can be given by 

𝐼𝐿𝐵1,2
 = 0.5 × ∆𝑖𝐿𝐵1,2

×  𝐷 + ∆𝐷 =  
𝐷2𝑇𝑆𝑈𝑖𝑛𝑈𝐷𝐶

2𝐿𝐵1,2(𝑈𝐷𝐶 − 𝑈𝑖𝑛 )
 

 

  

𝐿𝐵1,2  ≤  
0.125 × 𝑇𝑆𝑈𝑖𝑛

2 𝑈𝐷𝐶

𝑃𝐹𝐶(𝑈𝐷𝐶 − 𝑈𝑖𝑛 )
 

 
  The fuel cell output pulsation also demands on calculation of 

final value of boost inductor. The immense Pfc   requires lesser 

Lb value.  

 

B. Power of fuel cell 

The power of fuel cell Pfc can be determined by following 

given equation- 

 

 

𝑃𝐹𝐶  =  𝑃𝑖𝑛  =  
𝐷2𝑇𝑆𝑈𝑖𝑛

2 𝑈𝐷𝐶

2𝐿𝐵1,2(𝑈𝐷𝐶  −  𝑈𝑖𝑛 )
 

 
 

 
 

Fig.6 Graph between boost inductor (Lb) v/s input voltage 

(Uin) 

Formerly, the PFC and switching frequency is monotonous, 

boost inductor (Lb) can be influenced by Uin as displayed in 

fig.6.   

C. Grid voltage and current 

 

The grid voltage is given by  

 

𝑢𝐺  =   2𝑈𝐺 sin𝜔𝑡 

 
Where UG  is the value of  grid voltage RMS. 

Grid current can be given as 

 

𝑖𝐺  =   2
𝑃𝑖𝑛

𝑈𝐺
sin𝜔𝑡 

 

D. Selection norms for capacitor in input side 

 

The main advantages of present inverter is that the current 

ripples can be sensed without any closed loop technique. Cdc 

acts as a filter capacitor and current across it is consist of two 

parts that is IDC-B and IDC-I. CDC is inversely proportional to 

low- frequency current ripples. The value CDC is taken high 

with the reference of alpha (percentage of double frequency 

line). Therefore, three electrolytic capacitors are chosen as 

boost filter in output side of converter.    
 

S.no Parameters Values 

1 Input voltage   (Uin) 110-180 V 

2 Boost capacitor (CDC) 400µF 

3 Boost output voltage  (Udc) 360 V 

4 VD & D1-3 MUR1540 

5 Grid Voltage (ug) 110/50Hz 

6 LCL filters(L1,L2,C1) L1=4mH, L2=0.5mH, C1=5Mf 

7 Switching Frequency (FSW) 12kHz 

8 Boost Inductors (LB1 & LB2) LB1, LB2=1e-4 

9 Fuel cell stack 1.26kW 

Fig.7 Configuration parameters of the proposed system 

V. SIMULATION MODEL AND VERIFICATION 

 

 
 

Fig.8 Simulation model (open loop) 

 

 
 

Fig.9 Simulation model with control strategy 

(1) 

(2) 

 

(3) 

(4) 

(5) 
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Fig.10 Simulation results of the projected inverter 

 

The open loop and closed loop simulation models of projected 

inverter are displayed in fig.8 and fig.9. The waveforms of 

projected inverters are displayed in fig.10, where voltage 

across Udc is presented in Fig.10(a). The voltage Uab is SPWM 

wave which is used for grid coupled filter design. Fig.10 (c) 

displayed various waveforms such as output current IL1, boost 

inductors ILb1 ILb2 which all shows that the projected inverter 

is endowed for fuel cell power generation. The retrieved 

waveform of ILb1 ILb2 are in DCM as displayed in fig.10(d).  

 

VI. CONCLUSION 

 

This paper presents a single stage boost inverter topology for 

REGS with reduced current ripples at low frequency as 

compared to the traditional conversion system. A control 

technique is also proposed for the better efficiency. A single 

stage conversion system reduces cost and improves the 

reliability and the hybrid inductor switch are designed in DCM 

mode in order to reduce current ripples in input side of the 

system. In order to understand this topology simulation 

concludes that the inverter has satisfactory performance as 

compared to traditional conversion methods. In future, the FC 

technology is protractible to develop automated fuel cell and 

can also be explore for CCM instead of DCM. It can be 

considered for stand-alone application system and backup 

system. FC stacks integration with various topology of DC to 

DC converter can be explore and study of a closed loop 

controller can se analyzed. It can also have applications such 

as transportation, portable uses as well as for stationary 

installations.  
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Abstract— This paper present, a enormous gain Ultra wideband 

(UWB) printed patch antenna by a planar reflector is offered. 

The reflector is located lower the ground plane with a 15mm 

distance. By using a reflector, the gain of the antenna have been 

improved. A determined gain of 6.4 dBi with gain deviation ˂ 2.2 

dBi through 3.1 to 10.6 GHz frequency band. A proposed 
antenna with an overall size 20 × 20 mm2 fabricated on FR 4 

substrate. The simulated results is good contract with the tested 

results.     

 

Keywords— Compct UWB, Gain Enhancement, Corner Planar  
Reflector, Radiation pattern.   

 

I. INTRODUCTION 

 

In year 2002, the Federal Communications Commission 

(FCC) permitted the usage of unrestricted UWB spectrum 

from 3.1 to 10.6 GHz [1]. UWB antennas are used in many 

communication applications, viz. imaging, radar, space 

communication system, etc. [2]. The UWB communication 

system offers many types of benefits  such as wide bandwidth, 

high-speed data rate capacity for wireless transmission and 

very low power consumption. Proposal of a small size UWB 

antenna is a significant challenge owing to some fundamental 

limitation intended for electrically small antennas [3]. With 

the comprehensive research on UWB antennas over the past 

decade, miniaturization of UWB antennas has attracted the 

researcher’s attention. Recently, various compact UWB 

antennas have been proposed which provide an 

omnidirectional emission shape through gain of 3-5 dBi [4-8]. 

However, reducing the dimension of the antenna directly 

affects the degradation gain and the limitation of the current 

path [9-10]. In [11-15], improvement of gain has been 

described using various types of reflectors, including planar, 

frequency selective surface (FSS), FSS reflector, multilayer 

FSS, angular, corner and a parabolic reflector. In [11] using 

FSS layer reflector gain is improved 8- 9.7 dBi over 3.1-6 

GHz frequency. Using planar reflector gain is enhanced from 

7.5-10.2 dBi over 4.1-10.6 GHz frequency [12]. A gain of 

curved UWB antenna is improved to 8 dBi in excess of 3.5-10 

GHz in [15]. However, antenna structures and reflectors in 

[11-15], have large dimensions.  

Now this article, gain enhancement of a slotted meandering 

line for compact UWB antenna [10], by a planar reflector is 

anticipated. The antenna deals omnidirectional radiation shape 

with less cross polarization < -20dB. The gain differs from 2.2 

- 6.4 dBi done 3.1 to 10.6 GHz frequency group. The proposed 

antenna manufactured and verified, simulated results approve 

with measured significances.   

 

II. GEOMETRY OF THE ANTENNA AND 

CORNER PLANAR REFLECTOR 

 

 

 

 

 

 

 

 

 

 

 

 

 
                              (a)                                                        (b) 
                              

(a)  Front View                                   (b) Rear View 

 
 
 
 

 
 
 
 

 
 
 
 

 
 

(c) 

(c) Corner Planar Reflector 
 

Fig. 1. Structure of offered UWB antenna with Reflector 
 

Elevated consideration of the offered antenna are L= 20mm, 

W= 20mm, PL= 9.8mm, PW= 12mm, XF= 2.2mm, LG= 

L 

PW 

W 

XF 

PL 
L1 L2 

W2 
W1 

FI 
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5.5mm, RW= 12mm, FI= 5.5mm, L1= 6.6mm, L2= 8.8mm, 

W1= 0.4mm, W2= 1.2mm, RL= 20mm, RS= 7mm, EL= 

8mm, GL= 0.1mm. 

The structure of the offered antenna with design parameter is 

presented in Figure 1. The antenna is intended using FR 4 

substrate with an size of 20 × 20 mm
2
 having dielectic 

constant and loss tanget of 4.4 and 0.02 correspondingly. 

Provide 50Ω microstrip line to the antenna. Impedance 

matching bandwidth of 7.6 GHz (3.1 to 10.6 GHz) for 

reflection coefficient ˂-10 dB is achieved after modification of 

the finite truncated ground plane using reflector. The distance 

between reflectors from ground plane is most important for 

wave reflected from the reflector to be in practical phase with 

the wave radiated from the radiating patch. Return loss 

variation of distance between reflector and antenna is shown 

in Figure 2. A 15mm distance from antenna to reflector is 

elevated to achieve the extreme gain of an antenna. Dimension 

of a reflector are optimized for obtaining the high gain as well 

as the desired radiation patterns. Table I shows the effect of 

distance between reflector and UWB antenna. The projected 

antenna is enriched by using the High Frequency Structure 

Simulator (HFSS) simulation software. 
 

Table I. Comparison table of effect  distance of reflector 

 

 
Fig. 2 Retun loss variation of distance between reflector 

and antenna  

 
III. RESULTS AND DISCUSSION 

 

The proposed antenna geometry is made-up and verified. The 

photography of invented antenna with reflector is displayed in 

Figure 3. The return loss is measured using Agilent VNA 

(8722ET). The simulated and measured return coefficient of 

proposed UWB antenna is shown in Figure 4. 

The antenna operates in UWB band from 3.1 to 10.6 GHz 

frequency with its input reflection coefficient below -10 dB. 

The simulated and tested results are in decent promise with 

each other.  

 

 

 

 

 

 

 

 

 

 

 
                             (a)                                            (b) 
 

 Fig. 3. Invented antenna a) Front View with reflector b) Back View with 
reflector 

 
Fig. 4. Simulated and tested return coefficient  of anticipated antenna 

 
Fig. 5. Frequency vs. Gain plot with and without reflector. 

 

Figure 5 shows a frequency vs. gain plot with and without 

reflector in the 3.1 to 12 GHz frequency band. The gain is 

increased by 2.2 to 6.4 dBi over 3.1 to 10.6 GHz with the use 

of a reflector, the highest gain is 6.4 dBi. The gain of proposed 

antenna is high compares to without corner reflector antenna 

with maintaining UWB band.  

The simulated 2D radiation configurations for the offered 

antenna by co-polar and cross-polar at 4 GHz, 6 GHz and 8 

GHz is displayed in Figure 6. The co-polar H-plane radiation 

shape be there purely omnidirectional at the given frequencies. 

Similarly monopole antenna in E plane 

   

 

Sr.No. Effect of d Freq range 
(GHz) 

Return loss 
(db) peak 

BW (%) 
 

1. 15 mm distance 3.1-10.6 -40 109.4 

2. 25 mm distance 3.2-10.7 -25 107.9 

3. 35 mm distance 3.2-10.7 -25 107.9 
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                              (a)                                                             (b)  

                                

                                 (c)                                                               (d)  
                             

                                   (e)                                                                 (f)  
 

Fig. 6. Radiation configurations for the anticipated antenna with co-polar and 
cross-polar E-plane and H-plane at resonant frequencies. (a) and (b) at 4 GHz, 

(c) and (d) at 6 GHz. (e) and (f) 8 GHz. 
 

                           

IV. CONCLUSION 

Small size of UWB antenna using Corner Reflector is 

proposed. The antenna is simulated and fabricated on the low-

cost material of a FR 4 substrate. The proposed corner 

reflector antenna 

enhanced the gain by 2.2 to 6.4 

dBi over the impedance bandwidth of 3.1 to 10.6 GHz. The 

proposed structure remain wide bandwidth, high gain, low 

profile and light weight which will be useful in UWB wireless 

application.      
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Abstract- Power shortage is a very common problem 
faced by every home and there is no solution to 
completely eradicate this from its roots. However, with 
Internet of Things, this problem can be controlled to 
an extent where people do not have to suffer without 
electricity for their basic needs such as lights and fans. 
In our paper, we propose the implementation of a 
network enabled processing unit in every home (multi-
processing unit) that can communicate with a common 
centralized gateway (Universal Home Gateway) 
thereby gathering real time data about the demands of 
the consumer. Also, we propose an installation of two 
wiring system at each household which is connected 
only to necessary loads that will have power all the 
time. Whereas the other connected to heavy (luxury) 
loads that gets cuts off when demand rises more than 
supply. Thereby, giving electricity to cater consumer’s 
basic needs all the time. This helps in real time demand 
side management. 

Keywords- IoT, Smart grid, Customer centric grid 
and Real time demand management. 

I. INTRODUCTION 
In Smart Grid, the meters that are installed with 

the system has a multipurpose role with smart 
capabilities in order to meet the consumer’s demand 
and needs [1]. The smart meter thus installed can 
measure real-time electricity usage and communicate 
data. This enables remote real-time monitoring and 
control power usage. Thus, consumers are provided 
with real-time pricing and can analyze the real-time 
usage information. In this connection Demand Side 
Management (DSM), Dynamic pricing and Demand 
Response Management (DRM) programs are applied 
by utility companies to regulate the energy 
consumption in homes by connecting the smart meter 
with many DSM properties and Home energy 
management system is also applied for the same 
cause. [2] 

The smart meter in each and every household is 
connected to the internet along with a remote control 
is made possible [3]. The households are provided 
with two lines- one connected to heavy loads such as 
Air conditioners, washing machine, microwave oven 
etc., and other to only necessary loads such as light, 
fan, Wi-Fi etc., During the time of power deficit, 
instead of cutting power to the entire house, the line 
for the heavy load alone is turned off thereby 

providing uninterrupted power to the basic necessary 
loads. [4] This improves load scheduling and service 
to the customers. With a development in cloud 
infrastructure and improvement in mobile 
communications, the forthcoming Smart grids will 
likely to be more combined with the cyber 
infrastructure for sensing, control, scheduling, 
dispatch, and billing. A framework model that can 
forecast power dissipation profiles for every 
household as well as increasing per-area-
consumption can also be made possible. 

II. PRESENT SCENARIO 
The existing system is distributed centric and 

demand response management is very poor, real time 
data gathering for individual homes is not possible 
[5]. In case of power deficit, there is a need to cut 
entire house power supply. Draw backs in the 
existing system 

• Distributer oriented grid design. [6] 

• Greater chance of power theft and Poor load 
scheduling. [7] 

III. PROPOSED SYSTEM 
We propose the implementation of a network 

enabled processing unit at every home (multi-
processing unit) that can communicate with a 
common centralized gateway (Universal Home 
Gateway) thereby gathering real time data about the 
demands of consumer. [8] Also, the proposal 
includes an installation of two wiring system at each 
household one connected only to necessary loads that 
will have power all time and other connected to 
heavy(luxury) loads that gets cuts off when demand 
rises more than supply thereby giving electricity to 
cater consumer’s basic needs all the time. [9] 

A. Hardware used 

• Ardunio Uno 

• Hall effect current sensor 

• Node MCU 

• LCD 2004  
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•  LCD i2c controller 

• Rectifier circuit 

• Logical level shifter 

• Relay and Load 

B. Software used 

• Ardunio C ide 

• DeviceHub 

• ThingSpeak 

C. System design 

 
Figure 1.1 Block diagram of the circuit 

     The fig1.1 explains the block diagram of the 
proposed system, the 230 voltage AC main 
electricity supply is converted to 5V DC using a 
regulated power supply system. LCD 2004 display is 
interfaced to Arduino Uno using I2C controller. The 
Hall effect current sensor is used to measure the 
electricity used from the AC load through the 
Ardunio Uno. A relay is controlled by Ardunio Uno 
to switch on/off the AC load based on the signals 
received from the Ardunio Uno. Node MCU is used 
to connect system with the network, transfer and 
receive the data from the cloud through the network.  

 
Fig 1.2 shows the hardware components in 

the IoT based kit 

D. Working process 
    Each household wiring is separated into two 

wiring systems. (i) Basic needs – it powers the basic 
lighting, fans and other necessary appliances. (ii) 
Luxury needs – it powers air conditioning, 
refrigerator, washing machine and other luxury 
appliances which does not include under basic needs. 
When there is a power shortage, there is no need of 
shutting down the entire system instead only the 
luxury needs are turned off until the power shortage 
is rectified. With installing our proposed IoT based 
kit, we can make this selected power cut possible 
without majorly interrupting the existing system. The 
IoT based kit proposed by us is a wireless model 
which outcomes the disadvantages of the existing 
power supply models which cuts down the power 
entirely.  

In our model, we have developed a user interface 
using DeviceHub platform where the producer can 
check the real time demand and can allocate power 
limit to every household based on the power 
produced. Once the usage exceeds the defined limit, 
it turns off the power to the entire home. But if they 
manage the use of power by switching off the excess 
load which falls within the defined limit, it turns on 
automatically and there is continuous uninterrupted 
power supply. The consumers can also check the 
power used by them in their house space in real time 
through ThingSpeak platform used in this model. 

E. Advantages of our model 
• Continuous intersection of combined smart grid 

in same arrangement with smart home 
applications [10] 

• Data collection from multiple sources that 
constitutes varied communication sensors for 
customized data access. [11] 

Figure 2.1 The producer side user interface for 
setting the power limit 

Here the Wi-Fi is used as the network for connecting 
the network with the cloud [12]. 

 Figure 2.1 shows the producer side user interface 
for setting the power limit for each and every 
household. shows the real time power consumed 
based on the usage of power consumed by the 
customers which was developed using 
devicehub.net. 
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F. DeviceHub platform 
   DeviceHub is a platform used by the young 
developers to develop an insightful future. Joining 
hardware and web-based technologies, has always 
been a challenge. This platform gives a solution with 
the help of IoT and Cloud integration. DeviceHub 
platform provides data collection, remote control, 
cloud services and analytical gateway for new 
developers. To help the SMEs and other individual 
developers, PaaS (Platform as a Service) [12], a user-
friendly platform, is used to connect the mobile 
application developers to other electronic devices 
such as sensors. This PaaS is used in the project to 
develop the real time data transfer for demand 
forecast and consumption in real time [13]. 

 

Fig 3.1 Graph showing power in use from Thing 
Speak 

      
 Fig 3.2 Graph showing cost per wh from thing 

speak 
 

 

Fig 3.3 Graph showing all values in single graph 

G. ThingSpeak platform 
   Data collection and storage is an important part for 
any developer. With data usage growing at a faster 
pace, it is important to have a platform to collect and 
store the data along with other cloud applications. 
[14] ThingSpeak is an IoT integrated platform that 
is used for efficient data storage and collection. This 
is utilised for analysing and visualizing the data used 
by the consumers [15]. Sensor data which is widely 
used can also be redirected to ThingSpeak from 
Arduino and other hardware appliances that are 
applicable. [16] 
 

Figure 3.1 shows the consumer side user interface 
which shows the power in use. Figure 3.2 shows cost 
per watt hour (Wh). Figure 3.3 shows consolidated 
graph values of Power in use, Cost and Power used 
so far in a single graph through Thing Speak 
platform. 

IV. FUTURE SCOPE  
Using different types of Information Technology, 
communication devices and automated checks, 
power grid is converted to a Smart Grid with 
combining advanced tools and technologies [17]. 
With different ideas and developments booming, 
usage of the smart grid is the key reason for India to 
be in the front. Despite of facing numerous problems 
in the smart grid, India is still in the third position for 
transmitting and distributing network in the world. 
The few problems currently faced by India are 
shortage in electricity supply, lack of network access 
in all the places, demeaning quality and 
dependability and theft that is widespread[18]. The 
need to eradicate the above-mentioned problems in a 
well-organized, reliable and safe environment is vital 
and this can be achieved by advanced developments 
in Smart Grid, which in turn will lead to less power 
fall and power access for all [19]. 
 

V.  CONCLUSION 
The smart grid developed by us reduces the 
possibility of power shortage and power cuts. The 
users have the privilege of not suffering even without 
basic needs during their day to day activities. A smart 
grid distributes electricity from providers to 
customers using two-way digital technology to 
regulate appliances at customers’ homes to save 
energy, decrease costs and increase dependability 
and transparency. Information and net metering 
system are used to avoid overlapping of the power 
distribution and electricity travels from the power 
plant to home through a remarkable system called the 
power grid. A modernized electricity network is 
being promoted by multiple governments, including 
the Government of India as a way of addressing 
energy independence, global warming and 
emergency resilience issues.  
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Abstract—Network security is the process of preventing and
protecting against unauthorized access from the Internet. Intru-
sion detection is a basic part of security tools e.g., intrusion
detection systems, adaptive security appliances, firewalls and
intrusion prevention systems. There are several types of intrusion
Detection System (IDS) exists e.g. Network IDS (NIDS), Host
IDS, signature-based IDS, Anomaly based IDS. As huge amount
of information in the form of packet flow across network
may contains vulnerable information which lead to security
threats. Many standard IDS datasets are available for researchers
to measure their attack type detection/classification method’s
performance. In this paper we have done survey on classification
methods applied on KDD99 and NSL-KDD. Most of the existing
work focused on performance of classifier based on time and
overall accuracy. we have shown the results of these papers to do
collective study. The detection rate of majority classes (DoS and
Probe) are good but not the same case with minority classes (U2R
and R2L) when base classifier are used alone. It has been studied
that there is as improvement in minority classes detection rate
with pre-processing or hybrid classifier. By doing comparative
study on results given by existing research papers shows that
ABC-AFS [25] perform best among all.

Index Terms—Feature Selection, NSl-KDD, KDD99, Class
Imbalanced Data, Detection Rate (DR)

I. INTRODUCTION

From past years, Internet or group of networks is spread
around the world connecting large number of users. These
networking are used by many organizations to perform in-
formation exchange or data transfer. The vast amount of
attacks over the Internet makes computer users and many
organizations under risk taking and the potential violation of
security. The concept of intrusions detected in the system can
be expressed as an attempt to invade a system and spread
the following aspects which affect the major part of the
system such as integrity, availability, confidentiality or the
quality of the services in the system. In today’s scenario,
several information security techniques are available to protect
information systems against un-authorization accessibility to
the user, duplication of data, alteration, destruction and virus
attacks detected. Intrusion is an extreme issue in security,
network data can be effected by a single instance of intrusion

can which will lead to breach in security in almost no time.
The network connections are basically categorized into host-
based data also named as an audit data [8] and network-based
data (i.e., tcpdump) [9].

A. IDS Dataset

Some publicly available network traffic datasets are as
follows:

1) KDD99:This data set is an upgraded version of
DARPA98 dataset and used in ”The Third International
Knowledge Discovery and Data Mining Tools Competi-
tion”. The goal of competition was to develop a network
intrusion detector also can say a predictive model should
have the capability to differentiate between normal and
attack connections in the network.

2) NSL-KDD: The ”Network Security Lab - Knowledge
Discovery and Data Mining” is derived from the KDD99
dataset to overcome its limitation of containing large
number of redundant instances. The NSL-KDD contains
non-redundant and reasonable number of instances so
that accuracy, performance of the classifier can be en-
hanced [2].

3) KYOTO 2006+: This dataset includes network data
from Kyoto University’s ”Honeypots” [14].

4) ADFA : This Intrusion Detection Dataset developed to
perform experiments by Host IDS. [10].

5) ISCX 2012: The dataset was created by ”Information
Security Centre of Excellence at University of New-
Brunswick”. Overall 2450324 network flows for a week
is included in this dataset [3].

6) CICIDS2017: It also consists of network data as labeled
flows consists of the timestamp, protocols, IPs and
ports of both source and destination as well as attacks
evaluated using CICFlowMeter [16].

7) UNSW-NB15: It contains combination of benign and
synthetic attack behaviours which is generated by the
”IXIA PerfectStorm” tool in the Cyber Range Lab of
the ”Australian Centre for Cyber Security (ACCS)” [18],
[19].
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B. KDD99 and NSL-KDD

In this papers, we will discuss about results of different
classification techniques on KDD99 and NSL KDD. The
dataset contains 39 attack types which are broadly classified
into 4 attack type i.e. Probe, Denial of Service (DoS), Root
to Local (R2L) and User to Root (U2R) as shown in Table1
[36] . The test set contains additional attack which are shown
in bold font.

1) DOS- In this, an intruder try to make network resource
unreachable by temporarily or indefinitely interrupting
service of the host in network. Some examples of DOS
attacks are mail bomb, teardrop, back, Ping of Death
(pod), smurf, Neptune, land etc.

2) U2R: An unauthorized individual/party try to access the
system using authorized account and make attempts to
misuse vulnerabilities in the system to have root user
privileges. Some example of U2R attack are rootkit,
xterm, perl etc.

3) R2L: An intruder seeks to get the right of sending
packets over targeted network by gaining local access
as a user of the network. It is also known as Root to
user (R2U) attack.

4) Probe: In this, the information about targeted host or
network is collected so that state of the network can be
learned and more formally for renaissance purpose.

TABLE I
ATTACK TYPES [44]

S.no. Attack
Cate-
gory

Attack Types

1 DoS Apache2, Processtable, Neptune, Land, Pod,
Teardrop, Mailbomb, Smurf, UDPstorm, Back

2 Probe Satan, Portsweep, Saint, Nmap, Mscan, Ipsweep
3 R2L Xterm, Httptunnel, Rootkit, Ps, Buffer Overflow,

Perl, LoadModule, SQLattack
4 U2R Imap, Spy, WarezMaster, Guess Password, Warez-

Client, MultiHop, Ftp Write, Named, Sendmail,
Xlock, SnmpGuess, Xsnoop, Worm, SnmpGetAt-
tack, Phf

In section 2, discussion on different machine learning
techniques are applied to KDD9 and NSL KDD dataset are
provided. In section 3 we will discuss the outcome of these
techniques and the comparative analysis has been done which
is shown in table 2.

II. RELATED SURVEY

A study by Jim Anderson [1] based on one of the earliest
works on intrusion detection and recommended number of
ways for analyzing audit data of system. His methods utilize
gathered an audit data for analysis of performance and were
designed for batch mode processing, means collected data of
complete day would be examined at the end of the day.

The classification problem in intrusion detection area has
been examined for quite a long time using existing machine
learning techniques comprising conventional classification

techniques e.g., Decision Trees (DTs), k-NN, Bayesian, SVM,
Self-Organized Maps (SOMs), Genetic Algorithm (GA), Ar-
tificial Neural Networks (ANNs), hybrid classifiers (combina-
tion multiple machine learning techniques) and fuzzy logic. A
survey on utilization of these methodologies and 55 research
articles reports its statistics during the period 2000-2007 was
given in [15]. The survey demonstrates that K-NN and SVM
were the most widely used methods while there is an increment
in utilization of hybrid methods after 2004. Another recent sur-
vey [17] provides in-depth review of intrusion detection by us-
ing computational intelligence which includes the description
of Swarm Intelligence methods and classification algorithms.
Recently, incorporation data mining techniques with ”On Line
Analytical Processing (OLAP)” tools is introduced [20]. It has
been shown that this collaboration provide a good solution to
handle problem in IDSs, for example low detection rate and
high false alarm rate.

As huge amount of network traffic data is generating by
organizations, to handle such data Extreme Learning Machine
(ELM) is used in [13]. Comparison of ELM has been done
with Random Forest(RF), SVM(Linear) and SVM(RBF) based
on three parameters (Accuracy, Recall and Precision). Experi-
ments were performed on NSL-KDD training dataset which
are randomized then partitioned into three parts (full, half
and one-forth). Mostly, researchers evaluate performance of
presented IDS in the context of data mining by utilizing the
standard KDD Cup 1999. However, the imbalanced distribu-
tion of class in the data set causes minority class problem
which leads low detection rate of such classes. Two commonly
used sampling methods (over-sampling and under-sampling)
to alleviate the minority class problem were examined in this
research. However, these methods are less effective to resolve
the problem is shown in [53].

The RF algorithm is applied in anomaly, misuse and hybrid
detection. The hybrid approach is proposed for detection of
both misuse and anomaly attacks [7]. The framework consists
of two phases, phase1 the misuse detection is applied so that
known intrusions are filtered out from the datasets then in
phase2 entering the anomaly detection component to enhance
the performance of the approach. Feature selection algorithm
are applied which select 34 attributes based on its impor-
tance. Thorough examination of four important techniques for
anomaly detection which comprises statistical, classification,
clustering and information theory provided in [11].

A new hybrid feature reduction technique has been proposed
for classification by combining the approaches of both PCA
and IG with an ensemble classifier based on SVM, multilayer
perceptron (MLP) and Instance-based learning algorithms
(IBK). The evaluation of IG-PCA’s performance done on three
standard datasets, namely Kyoto2006+, NSL-KDD and ISCX
2012. The reduction in computational cost of the proposed
method significantly among all experiments is shown [5].

Another new hybrid classification technique based on ap-
proaches of Artificial Fish Swarm (AFS) and Artificial Bee
Colony (ABC) algorithms is proposed. Removal of irrelevant
features performed using Correlation-based Feature Selection
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(CFS). ”Fuzzy C-Means Clustering (FCM)” applied to parti-
tion the training dataset. This hybrid method was performed
on UNSW-NB15 and NSL-KDD datasets. The size of feature
set after reduction is 6 for both these dataset [25]. Intrusion
detection using AdaBoost has been presented [12] in which
decision stump is selected as a weak classifier. Versatile initial
weights and a simple strategy (described in section D) are
adopted to enhance the algorithm’s performance and avoid
over-fitting. The algorithm is performed on KDD99 dataset.
The ”Feature Selection, Weight, and Parameter Optimization
of SVM using GA (FWP-SVM-GA)” based on the features of
both SVM and GA algorithm is proposed in [6]. Experiments
were performed on standard KDD99 dataset and dimension-
ality reduction (selection of 19 features) has been done using
GA and SVM.

A. Class Imbalanced Data

In-depth review of modeling techniques includes classifi-
cation algorithms, model evaluation and data preprocessing.
Authors have reviewed 527 papers related to imbalanced data
from practical as well as technical point of view [38]. Some
basic techniques for imbalance learning are as follows:

1) Pre-processing
a) Resampling: The number of instances are ran-

domly selected from the original data sample with
replacement in such a way that number of instances
in each drawn sample are approximately equal to
the original data sample. Because of replacement,
the selected number of samples consists of re-
dundant cases are used by resampling methods.
Mostly used resampling methods (three hybrid,
eight undersampling and nine oversampling meth-
ods) e.g. SMOTE, SMOTE-ENN, SPIDER, AHC,
RUS, OSS etc are discussed in [21].

b) Feature Selection and Extraction: The process of
selecting subset of attributes to improve classifier’s
performance is known as Feature selection. It has
three methods (filters, wrappers, and embedded)
[37]. Unlike Feature selection, new features space
is created from the original feature space by utiliz-
ing functional mapping in feature extraction [33],
[35].

2) Cost-Sensitive Learning: In this kind of learning, mis-
classification of rare class samples is assumed higher
cost related to majority classes. Such learning can be
incorporated at data as well as algorithmic level [39].

3) Ensemble Classifiers [43]: Following method to create
ensemble classifier

a) Bagging: It is the abbreviation of Breiman’s boot-
strap aggregating method provides flexible and
straightforward ways of accomplishing a high ac-
curacy [45]. In this method, various subset of
connections are randomly taken from the complete
training dataset with replacement. More than one
classifiers of the same category are trained using

newly created subset. By using majority voting,
combination of particular classifiers are achieved.

b) Boosting: In 1997, Freund and Schapire presented
a boosting algorithm called as ”Adaptive boosting”
in short ”AdaBoost”. The technique develop a set
of hypothesis and particular hypothesis determines
weighted majority voting of the classes to combine
decisions [47].

c) Stacking: The outcomes of classifier’s ensemble
provided as input to next 2nd level meta classifier
possess capability of learning the mapping between
ensemble outputs and actual classes [46].

4) Modification in Algorithmic Classifier: The learning
capability of an existing classification methods should
be improved in order to enhance classification accuracy
for imbalanced dataset. Some common techniques to
improve decision tree, Naive Bayes, K-NN, SVM, ELM
and rule-based classifer are discussed in table 5 in [38].

5) Multi-Class imbalanced learning: In [40], ad-hoc
learning algorithms, ”One-Versus-All (OVA)” approach
and ”One-Versus-One (OVO)” approach decompositions
for addressing learning problems in multi-class imbal-
ance data has been studied. OVO outperforms OVA is
shown in their experimental results but OVA requires
less decomposition (i.e. time efficient) that’s why still
popular than OVO.

III. COMPARATIVE ANALYSIS

In [48], an optimal decision forest known as Kernel Miner
which won second place in the competition of ”KDD’99
Classifier Learning Contest” held in August 1999 has been
used. The tool works with more number of databases e.g.
as Oracle, MS Access, dBase, SQL Server etc through or
directly OLEDB/ODBC and basically developed for Windows
95/98/NT.

In [29], feature subset merit measure and feature correlation
metric has been introduced to quantify the relevancy and
correlation among features for the efficient feature reduction.
Authors have proposed new learning classifier algorithm.

In [50], an appropriate classifier are selected by performing
experiments using different classifiers (Naive bayes, Best-First
tree, MLP, Random Forest Tree) on NSL KDD dataset. To
perform effecient classification, 26 features are selected using
SFFS [51]. The classfication of test set was done using both
20% train set and whole train set. Their result shows that Naive
bayes Performance is better compared to remaining classifiers.

In [30], a model for ”Fast Learning Network (FLN)” based
on ”Particle swarm optimization (PSO)” is presented namely,
PSO-FLN. For training FLN and ELM classifer, the compari-
son of developed model has been done with number of meta-
heuristic algorithms.

Comparison of various methods for creating a multi-class
SVM classifier using a set of binary SVM classifiers and aim to
determine best multiclass SVM model [52]. WOAR SVM has
been proposed and Differential Evolution (DE) model selec-
tion is used to get an optimal set of SVM hyperparameters. The
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WOAR SVM is compared with (OAO, OAR, DAG, ADAG,
ECOC) SVM.

A new hybrid approach is proposed on the basis of Binary
Classifiers (BC) and K-NN for improvement and reduction in
performance and bias towards majority classes respectively.
In step 1, various BCs are employed and one composite
module to efficiently identify the actual class. Further, the
connections/instances with uncertain classes are transferred to
step 2 to identify their classes using k-NN. Experiments were
performed on two test set (KDDTest+ and KDDTest-21 ) [49].
we have shown experimental results on KDDTest+ in table 2.

The SVM method is combined with Clustering based on
”Self-Organized Ant Colony Network (CSOACN)” to take
the characteristics of ”Combining Support Vectors with Ant
Colony (CSVAC)”. A consistent as well as uniform train
set and two test set namely (t1 and t2) are created from
10% KDD99 dataset on which algorithm is implemented and
evaluated. Experiments show that CSVAC performed better
than SVM and CSOACN alone with respect to DR and
execution time efficiency [32]. For simplicity, result on t2 test
set is shown in Table 2.

In [42] a new method which is an association of DGSOT
and SVM is presented, starts with an original training set and
expanded gradually with the help of clustering structure which
is generated by DGSOT. Comparison of their method with
the random selection and Rocchio Bundling techniques with
respect to accuracy improvement and training time gain has
been done on benchmark DARPA 1998.

In [41], a method comprising of filtering, discretization and
classification methods to maintain the classifier’s performance
results with a reduced features set of KDD99 has been pre-
sented. The new reduced training set is created using two class
binarization techniques [34](One vs Rest and One vs One).
The process of creating reduced training data using 3 different
manner described in section 7.3 [41]. In all these 3 newly
subset, original training set containing 494,021 connections
are reduced to 46,093, 494,021 and 46,093 connections.

Classification on KDD99 dataset have been done using
functional network and performed comparison with other
techniques (Different SVM models, ANOVA ensemble and
linear perceptrons) [23]. Basically functional networks are
general form of neural networks which consists of input layer,
output layer and one or more computing layer as well as
contains knowledge about structure of the problem and data
[24]. Implementation has been done using polynomial, Fourier
and exponential functions.

In [26], a new hybrid learning method is presented on the
basis of features such as density, cluster centers, and nearest
neighbors (DCNN). The number of features has been selected
using Fisher Scores and SVM are 19 which is similar to work
in [27]. And performed comparison of DCNN with CANN
[31] and k-NN with k=21.

In [4], another model based on CNN-IDS is proposed.
The original connection/traffic vector is converted into an
image format to reduce computational cost and performance of
proposed CNN model is examined on KDD99 dataset. Feature

reduction is done using PCA and Auto Encoder (AE). CNN
also used in [22] and shows approximately similar result.

A wrapper method uses GA and Logistic Regression (GA-
LR) as a search strategy and a learning algorithm respectively
for network IDS to perform good feature selection has been
presented [28]. Three decision tree (NBTree, RF and C4.5) are
used for classification. The experiment was conducted on two
standard KDD99 and UNSW-NB15 dataset. Different subset
of attributes are created using GA-LR of size 15, 16, 17, 18, 20
and 22 from NSL-KDD among which best subset is selected
of size 18. Similarly with UNSW-NB15 (Size of best subset
selected is 20). As scope of this paper is within KDD, result of
C4.5 with reduced attribute is shown in table 2. The symbol ’-’
in table 2 indicates value is not provided in the corresponding
paper.

IV. CONCLUSION AND FUTURE WORK

In this paper, comparative analysis of different classifiers
based on the recall of each five class from different research
papers with overall accuracy is shown in table 2. Most of
these researches mainly focus on overall classifier accuracy,
time complexity etc. Classifier accuracy is affected due to
majority classes. As R2L and U2R are minority classes so
their detection rates are not very good when base classifiers
such as kernel Miner in [48], J48 or C4.5 and NB in [50],
(J48, RF, KNN, NB) in [49], pure SVM in [42] are used as
shown in table 2. Also variation in SVM (OAR, OAO, DAG,
ADAG, ECOC, combine with Rocchio Bundling) unable to
give good DR of R2L and U2R [42], [52] but its proposed
method gives better result . In some research papers Neural
Network has been used for classification such as functional
Networks in [23], CNN in [4] does not provide good solution
for minority. Performance of classifier should be evaluated
not only based on overall accuracy but also with respect
to DR of each class in dataset. With an appropriate pre-
processing or combining some technique to base classifiers
such as C4.5, SVM+DGSOT, DCNN, BC+k-NN provides
some improvement to U2R and R2L DR [26], [28], [41],
[42], [49]. ABC-AFS gives best result compared to all other
classifers.
The false detection of minority class will lead to many
discrepancies in IDES. There are a lot of techniques exists
that enhanced classifier accuracy by improving majority class
detection rates. We should explore also techniques to correctly
detect rare events or minority classes without effecting detec-
tion of majority classes which will cause classifier un-biased
and add on its enhancement. Also will evaluate ABC-AFS on
other imbalance dataset.
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Abstract— The field of educational data mining has enabled 

the researchers, educators to predict the student’s pass rate, 

failure rate, dropout rate etc. The main reason for dropouts of 

the student is the failure of students. Several researchers have 

proposed various educational data mining techniques for 

predicting the student performance and analyzed existing 

techniques on educational datasets. In this paper, we have 

analyzed the performance of four machine learning algorithms 

on educational dataset used for the early prediction of student 

performance. While there is a rich literature survey in student 

performance prediction, our work differs from existing works as 

follows:(i) Our prediction is not limited to binary classification of 

pass and fail but we have used a multiclass classification in which 

student are divided into three classes namely poor, average, good 

performing students;(ii) We have used data preprocessing, 

feature extraction, fine tuning of parameters of algorithms to 

build the model which is not focused by many researchers;(iii) 

We have built a more accurate model with 95% accuracy and 

lesser execution time;(iv) We have studied the relationship 

between various attributes through a correlation heatmap. This 

paper will elaborate on student performance prediction 

techniques and give a comparative study among them. 

Keywords—data mining; educational data mining; student 
performance prediction; prediction analysis; dropouts 

I.  INTRODUCTION  

Over the last few years, the field of educational data 
mining saw a huge increase in number of researchers. 
Educational Data Mining can be applied in several areas such 
as user grouping, student performance prediction, user 
modeling or profiling, trend analysis [1]. New statistical 
methods, machine learning algorithms are being developed by 
the researchers to mine the educational data for a better 
understanding of students, teachers and their different 
attributes [2]. The inspection of educational data to upgrade 
performance of students and teachers is not a very new thing 
[5]. Due to the latest advancements in institutes, expansion in 
computing facilities and web-based learning has attracted 
researchers to create new techniques for examining the 
educational data [3]. The data can be taken from the admission 
system, registration system, and library management system, 

syllabus management and course management systems [4]. 
Data can be used to predict student performance [6].  

Educational Data Mining used in this research, predict the 
students’ performance by using four machine learning 
techniques namely decision tree, random forest classifier, 
gradient boosting classifier and extreme gradient boosting 
classifier. There are various classification techniques applied 
by researchers to predict student performance [7]. Only few of 
them addressed multi-class classification with good accuracy 
and lesser execution time.  Also, very few existing works 
studied the relationship between attributes and only few 
considered selection of relevant attributes as an essential step 
to predict student performance and fine tuning of algorithm 
parameters. This research will give a more accurate model by 
which the teachers or administrator not only predict the failure 
of the students but also categorizes them according to their 
levels. Necessary steps can be taken by administrator, teachers 
and students to prevent failure and to improve performance. 
This will act as alarming system to students reflecting their 
drawbacks [8]. 

The rest of the paper is organized as follows. Section II 
describes the existing works related to this research. Section 
III describes the dataset, feature extraction process, and gives 
the relation between attributes through a correlation heatmap. 
Section IV describes proposed methodology to build our 
prediction model. Section V discusses the result achieved by 
the model. Section VI summaries the paper by giving a 
conclusion and discuss the future work. 

II. RELATED WORK 

Number of researchers had proposed various prediction 
models for the prediction of students. This section elaborates 
some of the related works. 

In [9], the authors proposed a bilayered structure which 
consists of ensemble predictor and base predictor using which 
student’s performance in degree program was predicted. The 
dataset was collected from University of California after 
examining the undergraduate students over 3 years. There was 
diversity in datasets as major, culture and specialization of 
students was different. The courses which were relevant for 
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student performance taken for student performance were 
chosen by probabilistic matrix factorization. The research 
work was only confined to courses which were mandatory but 
did not consider elective courses for prediction. 

In [10], a predictive model was proposed by the authors to 
predict the academic performance of students. Three 
classifiers namely J48, PART, RIPOR were modeled on the 
dataset of 932 students of a University in Columbia to analyze 
and evaluate their performance. It was found in the research 
that after four iterations, J48 performed the best among three 
classifiers which were used. Highest accuracy which was 
achieved by J48 classifier after 4th iteration is 86.4%. Data   
preprocessing, attributes selection had a significant effect on 
accuracy of the model.  

In [11], the authors proposed a K-means clustering 
analysis on student data through which students were clustered 
into different clusters as a good or bad performer. During the 
placement and admission process, this analysis was found to 
be helpful. The internships, projects, skill sets, SSC, HSC, and 
B.E. marks were few parameters included for this analysis. 
The implementation was very easy. However, there is need to 
involve socio-economic attributes in student data. In future, 
other efficient clustering techniques like Fuzzy C-Means 
should be applied to improve efficiency. 

In [12], the authors predicted the passing rates of the 
students using support vector machine (SVM) and decision 
tree (DT). While the others authors predicted the passing rate 
using simple algorithms, the authors in this research work 
predicted using optimized support vector machine decision 
which was optimized using grid search. The results had shown 
better accuracy. Around 92% accuracy is achieved by using 
the optimized support vector machine and this also proves that 
the parameter tuning of algorithms has significant impact on 
performance of algorithms. The dataset taken was from UCI 
data repository which included the performance of secondary 
school students in the subject of Mathematics and Portuguese 
language. 

In [13], the authors preprocessed the student data to 
perform feature extraction on the basis of Bloom’s taxonomy 
and category. The data of students was gathered in a serious 
game to perform extraction on the basis of Bloom’s 
Taxonomy and category. It was seen that there was decrease in 
execution time and there was improvement in level of 
accuracy. With comparison to traditional Fuzzy C-Means, 
execution time was 2.2-2.7 seconds lesser for the proposed 
FCM approach and the level of accuracy was improved up to 
2.3-4.7%. Also, in comparison to traditional Fuzzy C-Means 
approach, the performance was enhanced when the features 
were extracted using Bloom’s taxonomy-based extraction and 
Category-based extraction. Weights were added to features for 
improving the proposed methods.  

In [14], the authors presented a comparison among four 
techniques namely neural networks, decision tree, support 
vector machine and naive bayes and their performance was 
analyzed using F-measure performance metric. The authors 
had firstly studied the effects of data preprocessing on the 
algorithms and compared them with the results achieved 
without data preprocessing. Secondly, the authors had studied 

the effects of fine tuning of parameters of algorithms on the 
classification techniques and comparing them with the results 
achieved without fine-tuning of parameters of algorithms. It 
was found that support vector machine performs well in both 
the cases and there is a significant effect of both fine-tuning 
and data preprocessing on the performance of the algorithms. 
The students who were enrolled in introductory programming 
courses in Brazilian Public University by distance learning 
and by on-campus courses were considered as the dataset and 
on these datasets the performance of algorithms is tested.  

In [15], the author proposed a knowledge flow model 
using all five different classifiers namely REPTree, J48, SMO, 
MLP, Naïve Bayes. The analysis was done on the basis of 
prediction accuracy. It was seen that around 93% of accuracy 
was reached in case of Multilayer Perceptron (MLP). All the 
analysis was done on WEKA tool. The attributes didn’t 
consider socio-economic attributes of students. The 
performance of Multilayer Perceptron was greater among all 
the five classifiers used in this research. The model could be 
useful for the students who are new to the introductory 
programming so that they can be helped with special attention.   

In [16], the authors studied the performance of 
undergraduate students by utilizing data mining techniques. 
There was a detailed focus on the two important aspects of the 
performance of students. The academic achievement of the 
students was predicted at the end of 4 years of study program 
initially. Further, the typical progressions were studied and the 
prediction results were combined along with them secondly. 
Low and high achieving students were the two important 
groups of students that had been recognized. A timely warning 
was provided and low achieving students were supported so 
that their performance could be improved by focusing on 
fewer numbers of courses which were affecting performance.  

In [17], the authors proposed and validated a predictive 
GPA model by Maximum Weight Dependency Tree. A 
relatively small-sample experiment was used for determining 
the set of self-regulatory learning behaviors. For every 
constituent of the generated model, the predictability was 
quantified and its relevance was calculated. Utilizing the 
constructed models for designing the intervention strategies 
that helped students when the academic failure was at risk was 
the major objective of grade prediction. The basic 
interventions were defined and the interventions which were 
of help to students having minimum GPA were identified by 
this application framework. Around 65% of accuracy was 
achieved by the proposed algorithm.  

In [18], the authors analyzed the progress of students, their 
performance and their potentials using the multiple analysis 
tools. Initially, Student Attribute Matrix (SAM) formulated the 
student model. The analysis performed further could be 
utilized as the student attributes quantified by SAM. The BP-
NN algorithm was applied secondly, for providing student 
performance estimation tools. The prior knowledge of students 
and their performance attributes were used to estimate the 
attributes of students further. For describing the progress of 
students related to different aspects along with the casual 
relationships, the BP-NN was used to propose the student 
progress indicators and attributes thirdly. The level at which a 
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factor would affect the performance of student could be 
known by these indicators and predictor. It was thus possible 
to train up the students. For the evaluation of student 
achievement and development, a student potential function 
was proposed at the end of this paper. The real academic 
performance data which was gathered from 60 high school 
students was used to check the performance of these analysis 
tools. Correct and highly accurate results were achieved by 
applying the proposed tools as per the evaluation results. 

III. DATASET PREPROCESSING AND  FEATURE EXTRACTION 

In this section, we have described the dataset used in this 
research, hardware and software used, process of data 
preprocessing and relevant attributes selection using 
Exploratory Data analysis. 

A. Dataset Description 
 After exploring various data sources, the dataset is taken 

from UCI data repository. The dataset consists of performance 
of secondary school students of two Portuguese schools in the 
subject of mathematics [19].The dataset includes various 
attributes related to students such as mother’s education, 
father’s education, previous period grades and other social, 
demographic attributes [20].There is 32 attributes in the 
dataset and the dependent or response variable is G3 and it has 
a strong correlation with G1 and G2 i.e. period 1 and period 2 
scores. There are in total 395 records of different students in 
the dataset. All the attributes which are present in the dataset 
is shown in the Table I. 

TABLE I.  ATTRIBUTES DESCRIPTION OF STUDENT PERFORMANCE 

DATASET 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Hardware & Software 

We have used the Python language version 3.7.0 to 
carry out the whole research work. The IDE on which work 

is carried out is Jupyter Notebook version 4.4.0. The 
processor is Intel Pentium N3710 with 4GB random access 
memory and 64-bit operating system. 

C. Data Preprocessing 

After appropriate dataset selection, the data pre-processing 
is an important step in making machine learning model. 
Firstly, dataset is loaded as a comma separated values file. 
Then, null values are checked. After that the final score which 
is a numeric variable is converted into categorical variable. 
For the students who scored marks in the range of 15 to 20 are 
categorized as good performing students, students who scored 
marks in range of 10 and 14 are categorized as average 
performing students and students having marks less than or 
equal to 9 are categorized as low performing students. 
Student’s final grade after categorization is shown in Fig. 1. 
All the nominal attributes such as mother’s occupation, 
father’s occupation etc. were converted into numeric attributes 
through 1-hot-encoding technique.  

 

Fig. 1. Distribution of final grades. 

D. Attributes Selection 

The selection of relevant attributes which are affecting the 
prediction result is done using exploratory data analysis. The 
seaborn library of python is used to generate the correlation 
heatmap. The range varies from -1 to 1. The attributes which 
are having negative value has a negative correlation with other 
variable and attributes which are having positive value has a 
positive correlation with another variable. Positive correlation 
can be explained through an example in our dataset, if 
mother’s education is high then there is a high chance that 
final grade of student is higher. Negative correlation can be 
explained through example of failures in our dataset. For 
example, if failures of a student increase, then there is a high 
chance that final grade of that student decreases. The 
correlation heatmap of our dataset is shown in Fig. 2. The 
values which are close to zero whether positive or negative 
has no significant correlation with other variables. These 
attributes can be dropped from the dataset without any loss in 
performance. After analysing the correlation heatmap, the 
feature which is selected for model is as follows: failures, 
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desire of getting higher education, mother’s education, father’s 
education, weekend alcohol consumption, absences, first 
period score, second period score and the target variable final 
score. All the other attributes are dropped out from the dataset.  

 

 

Fig. 2. Correlation Heatmap 

IV. PROPOSED METHODOLOGY 

Machine learning tasks can be divided into broadly three 
categories namely supervised learning, unsupervised learning 
and semi-supervised learning. In this research work, 
supervised learning is used to build the model as multiclass 
classification of student performance is done in this research 
work. In supervised learning, a mathematical model is built by 
the algorithm from a set of training data that contains both the 
inputs and the desired outputs. For example, in this research 
work the task is to determine whether the student is a good 
performer, average performer or poor performer, the training 
data includes each student record with all the student related 
attributes and output variable i.e. the performance of students. 
The screenshot of training dataset is shown in the Table II. 
After building the model through supervised machine learning 
approach, the model is tested by giving new student records 
without giving the output label i.e. performance of students 
and their performance is predicted. After that performance of 
applied algorithms is evaluated. The proposed methodology is 
shown in Fig. 3. 

Appropriate attributes selection is done through correlation 
heatmap and preprocessing of data is also done by converting 
output variable into categorical value and by checking for null 
values, the next step is to split the data in to training and 
testing. Then different algorithms are fine-tuned with respect 
to certain parameters. The process of fine tuning and training 

the algorithms is discussed below with respect to every 
algorithm: 

A. Decision Tree 

Decision Tree Classifier uses a decision tree to get a 
decision about the target value. Tree based learning are 
consider to be one the best and mostly used supervised 
machine learning algorithms. Firstly, decision tree classifier is 
trained using the training data then the performance of the 
classifier is checked using testing data as shown in Table III. 
Then the decision tree classifier is tuned with respect to 
minimum samples leaf and applied on extracted features, the 
dataset obtained in the previous step. Again, tuned classifier is 
trained using the features extracted data and accuracy is 
calculated with respect to testing data. Minimum samples 
leaves specifies the minimum number of samples required to 
be at a leaf node. The result has shown a significant 
improvement in terms of accuracy and weighted average of 
precision, recall, F-measure and decrease in execution time as 
shown in Table IV. 

B. Random Forest Classifier 

Random forest classifier is a special type of Bootstrap 
Aggregation. Random forest classifier generates a set of 
decision trees from randomly selected subset of training set. 
The final class of the test object is found out by aggregating 
the votes of different decision trees. Random forest classifier 
is trained using the training data and then the accuracy of the 
classifier is checked using testing data as shown in Table III. 
After this, the random forest classifier is tuned with respect to 
minimum samples leaf, number of estimators and tuned 
classifier is applied on extracted features dataset obtained in 
the previous step. Again, tuned classifier is trained using the 
dataset consisted of extracted features and accuracy is checked 
with respect to testing data.  Minimum samples 
leaves specifies the minimum number of samples required to 
be at a leaf node while number of estimators controls the 
number of trees to be used in the forest. The result has shown 
a significant improvement in terms of accuracy and weighted 
average of precision, recall, F-measure and decrease in 
execution time as shown in Table IV. 

TABLE II.  SCREENSHOT OF TRAINING DATA 
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Fig. 3. Proposed Methodology 

C. Gradient Boosting Classifier 

Gradient Boosting Classifier is an ensemble method of 
combine’s weak learners into strong learners. Gradient 
boosting helps in automatically reducing the bias. Gradient 
boosting classifier is trained using the training data then the 
accuracy of the classifier is checked using testing data as 
shown in Table III. Then the gradient boosting forest classifier 
is tuned with respect to minimum samples leaf, number of 
estimators and tuned classifier applied on featured extracted 
dataset obtained in the previous step. Again, tuned classifier is 
trained using the feature extracted data and accuracy is 
checked with respect to testing data. However, after parameter 
tuning and feature extraction significant increase in terms of 
performance parameters is not shown in case of gradient 
boosting classifier as shown in Table IV. The classifier 
parameters are tuned with respect to two parameters i.e. 
minimum sample leaf and n estimators. Number of estimators 
specifies the number of boosting stages to perform. Gradient 
boosting is fairly robust to over-fitting so a large number 
usually results in better performance. Minimum samples leaf 
specifies the minimum number of samples required to be at a 
leaf node. 

 

TABLE III.  PERFORMANCE METRICS WITHOUT FINE TUNNING AND 

ATTRIBUTE SELECTION 

 

Prediction 
Technique 

Performance Metrics 

Accuracy Precision  Recall F-
measure 

Execution 
Time (in 
second) 

Decision 
Tree 

84 84 84 84 0.249  

Random 
Forest 

73 75 73 73 1.5  

Gradient 
Boosting 

92.4 92 92 92 1.256  

Extreme 
Gradient 
Boosting 

91.6 92 92 92 0.70 

 

D. Extreme Gradient Boosting Classifier 

Extreme gradient boosting classifier is designed to increase 
the speed of gradient boosting classifier and it has inbuilt cross 
validation feature. It is a faster version of gradient boosting 
classifier in which cross validation is inbuilt. Without any 
parameter tuning and feature extraction this classifier 
outperforms all other classifiers when both accuracy and 
execution time are considered as shown in Table III. Extreme 
gradient classifier is faster in terms of execution time. After, 
parameter tuning and feature extraction significant increase in 
terms of performance parameters is not shown in case of 
extreme gradient boosting classifier as shown in Table IV. 
Two parameters were tuned i.e. minimum sample leaf and 
number of estimators. Number of estimators specifies the 
number of boosting stages to perform. Gradient boosting is 
fairly robust to over-fitting, so, a large number usually results 
in better performance. Minimum samples leaves specify the 
minimum number of samples required to be at a leaf node.  

TABLE IV.  PERFORMANCE METRICS WITH FINE TUNNING AND ATTRIBUTE 

SELECTION 

 

Prediction 
Techniques 

Performance Metrics 

Accuracy Precision  Recall F-
measure 

Execution 
Time (in 
second) 

Decision 
Tree 

92.4 93 92 93 0.015  

Random 
Forest 

95 95 95 95 0.20  

Gradient 
Boosting 

93.27 94 93 93 0.420  

Extreme 
Gradient 
Boosting 

93.27 94 93 93 0.111  

 

V. RESULTS & DISCUSSION 

The four algorithms were evaluated on various 
performance metrics like accuracy, precision, recall, F-
measure and execution time. Accuracy is the ratio of correctly 
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predicted class to the total number of observations. A 
comparison of accuracy of different techniques with and 
without parameter tuning and attribute selection is shown in 
Fig. 4. Precision is the ratio of correctly predicted positive 
observations to the total predicted positive observations. 
Recall can be defined as the ratio of correctly predicted 
positive observations to the all observations in actual class. F1 
Score is the weighted average of Precision and Recall. 
Therefore, this score takes both false positives and false 
negatives into account. Execution time is the time required for 
the algorithm on training and testing data. Results have shown 
that without any parameter tuning and feature extraction, 
extreme gradient boost outperforms all other classifiers in 
terms of accuracy and execution time. But after fine tuning 
and feature extraction, random forest outperforms all other 
classifier in terms of accuracy, precision, recall, F-measure 
with respect to other prediction techniques. 

 

Fig. 4. Comparison of accuracy of different techniques with and without 

parameter tuning and attribute selection  

VI. CONCLUSION & FUTURE WORK 

It has been concluded from the research work that 
proposed machine learning approaches is better in terms of 
accuracy and other performance parameters when parameter 
tuning and attributes selection is done. Random forest 
classifier outperforms all the applied classifiers. Also, the 
multiclass analysis will give a better analysis to teachers, 
students, administrators to classify students on the basis of 
their performance and they can take necessary steps to help 
students to improve their performance. This prediction models 
will act like an alarming system to the students. Also, dataset 
includes not only the academic attributes but also socio-
economic attributes. In the future work, a more enhanced 
dataset including behavioral attributes also along with other 
student attributes can be considered and parameter tuning can 
be applied on other algorithms to further increase the 
accuracy. 
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Abstract— Narrated instructions videos are the rich 

source of information. The problem of automatically 

extracting the procedures that are narrated in the video 

and to summarize the important steps to reduce the time 

and provide the information to the user is addressed. 

Natural Language Processing Technique is used for 

extracting the summarization of the narrated task in the 

given video. The input video dataset contains real world 

interactions between a human and machine to explain the 

procedure to complete a certain task. The given data set is 

analyzed, processed, and finally a list of important steps 

are extracted which will help in achieving the given task. 

Procedure identification or Procedure Extraction is useful 

for a variety of applications including intelligent tutoring 

systems, representation learning, transfer learning and 

video understanding. 

Keywords— video data set; procedure extraction; Natural 

Language Processing; Summarized instructions; Achieve the 

given task. 

I.  INTRODUCTION  

Procedural videos are the narrated instructional videos that 

guide the viewer to tackle an unfamiliar situation. Internet 

remains a huge source of information media. It provides a large 

number of   videos for a particular task. These videos are made 

with an intention to teach viewers about the task. Example if a 

viewer needs to know how to make a coffee as he is new to the 

field he will seek the help of internet to tackle his situation. We 

get a lot of results for the phrase “How to make coffee” out of 

which the best one which explains in a easy understandable 

way and to the fullest need to be chosen. 

This task can be made less time consuming by summarizing 

the necessary steps to a easy readable format. The proposed 

work deals with this intention. Unsupervised machine learning 

technique is followed to retrieve the summary. The challenging 

task was to deal with the linguistic expressions that are the way 

the information is conveyed through the language. Even though 

we considered only English subtitle videos we could find 

people using different phases to convey information. Example 

“put coffee, pour coffee, serve coffee all  mean the same but  

 

 

used in different videos . But we cannot just neglect them 

though they mean the same .There is a situation that some 

videos may vomit some steps thinking it is minor, but it also 

should be considered for a full information delivery.  

In this work we use clustering of text to automatically 

identify sequence of steps .Videos and its subtitle files are 

studied to identify keywords to automatically build a 

Annotation file which is the input for the clustering algorithm 

which will filter the duplicates and align the text to form 

sequence.          

 

II. Related work 

Procedural Knowledge is also known as imperative 

knowledge is the knowledge exercised in performing a task 

according to cognitive science [1].  Processing the images and 

videos automatically to describe their contents to the viewer 

more clearly has become popular in recent years using natural 

language processing [2].  Usually a procedural video is guided 

by human experts who demonstrate a way to accomplish a task 

e.g. A woman who could be a beautician can demonstrate steps 

of applying a makeup, A lecturer teaching steps to solve a 

problem or a Chef instructing for a tasty recipe preparation. 

Observing the similarities in the demonstrations and recording 

them remains a key step in building a model is a challenging 

problem [3]. Video Captioning problem had a rapid progress 

due to the availability of large-scale of dataset on the internet 

[4][5]. 

Most Recently “flipped” classroom have become very 

popular , it believes that videos remain a effective approach to 

teach imperative knowledge as long as the content is 

proper[6][7].Video demonstrations can be used to create a 

model that will learn from human explanation. But automatic 

learning of tasks is a challenge as it requires the pre-learning of 

the relation between tasks and which steps remain important for 

the final result summarization. 

In this work we have concentrated on finding a way to 

retrieve the main steps first through the text and then through 

the video. The main steps are summarized after applying the 

clustering method repeatedly till all the steps are obtained. 

Unsupervised machine learning approach is used as we could 
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not label the classes as the videos may differ in using the 

sentences even though they are meaning or explaining the same 

task. In this work, we learn the flow in which we can extract 

sequence of events from a set of narrated instruction videos of a 

task on the Internet. Such data contains the detailed descriptions 

of the event they are illustrating but is not structured and 

contains more amount of noise and disturbance when compared 

to the original set [15, 16]. Interpretation of a narrated 

instruction video set has been recently addressed in the 

following reference [17]. From the related work we were able 

to find that we could complete our paper in two different ways 

one, is to read from subtitles file and other is to go through the 

Annotation files. Going through the Annotation files is better as 

compared to the subtitles files as the English usage differ from 

video to video in the given set. If we go for subtitles file it will 

not be as effective as it could be hence we decide on doing with 

Annotation file. 

III. PROPOSED WORK 

A. Obtaining the Dataset 

The dataset being used is collected by searching through 

the YouTube with a specific keyword say “making coffee” or 

“changing tire”. As we all know that over internet we can find 

a lot of things as in these days internet is a very large source 

for finding any information that is required, this is the reason 

we get ample amount of options if we search for a thing over 

any internet platform. In the same way we were listed up with 

too many videos for the search we made relating to a 

particular task. The top 30 videos having English subtitles are 

chosen. The selection of videos are done on the basis of 2 

important things, one is that the subtitles are clearly visible to 

the user seeing them, and the other is that, in all videos there 

is a human present physically present who is explaining the 

steps he has been performing in the video to achieve the 

specified task. These 30 videos set having the aim of making 

coffee and changing tire are considered as the data set for this 

paper. The subtitles are extracted from these videos present in 

YouTube using automatic speech recognition system (ASR). 

The extracted subtitles are once manually checked to verify 

there are no spelling mistakes. The average length of each 

videos considered in the set is about 2 minutes approximately. 

B. Obtaining a Annotation file 

Once the textual data from the videos are extracted and 

stored as a text file now the next step in the paper is to 

analyze the subtitles file to extract important steps from it. 

The extracted words are written on a new file. This new file 

can be used to create an annotation file. An annotation file is 

a text file consisting of important steps – that are extracted 

from subtitles – along with the number of subtitle files in 

which that particular step has been mentioned in the given set 

of subtitles. 

Obtaining the annotation file stands as the preprocessing 

work relating to this paper. An Annotation file is a text file 

containing the set of important steps that are considered after 

analyzing the video files. As it may seem what is the use of 

important steps when that whole set of instructions are readily 

available with us in the subtitle files. Yes the whole set of 

instructions are available but as said earlier the videos are 

considered from YouTube. Even though, the task each narrator 

is planning to achieve is the same at last, the set of words used 

to one of the narrators in one video can be different from the 

words used by other narrator. For example assume the task to 

be state as “raise the car by using Jack”, this step can be 

explained by one narrator as “place the jack under car and raise 

the car”. The other narrator can say it like “Use the jack to raise 

car”. In both the steps the narrator wants the user to raise the car 

up, but the sentences used are different. Hence the important 

step that can be extracted from here is that “put jack”, “place 

jack”, “raise car”, “use jack” and so on.  

The steps are noted down on a separate text file. This text 

file is an input file to an automation tool that is being used in 

this paper. The automation tool that we are using is a free 

license automation tool called as the AutoIT. The automation 

tool takes in 2 input files, one is the file that we recently created 

which contains the important steps, and the other file is the 

subtitle file.  
 

Fig 1: The obtained annotation file. 
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Figure 2: This shows the process of analyzing and clusters 

of data into groups. 

 
The automation tool works as follows, it reads the data line 

by line from the file containing the important steps, compares 
the words with the data present in the subtitles file. Whenever 
there is a match of words in both the files a counter is 
incremented. The AutoIt tool will scan over all the 30 subtitle 
files and finally will give us the result which contains the total 
number of files that contains the given important step. This 
number is appended with the specified step and both are written 
on to a new file.  

This newly generated file is named as the annotation file in 
this paper. Consider an example as shown in figure 1. This is 
the annotation file that has been created for the task of making 
coffee. It can be seen that in line 6 the important step that is 
noted down as “make coffee” is appended with a value 9. This 
means to state that the step “make coffee” is used in 9 files 
among the given set of 30 files. Similarly consider line 13 as 
seen in figure 1, the step is “add water” this has been appended 
with 6 which indicates that the step “add water” is present in 6 
subtitle files. 

Figure 3 shows the input file that is given to the AutoIt tool 
that will be compared with the subtitles files to give an 
annotation file similar to the figure as shown in Figure 1. 

The point to note down here is that the step “add water” 
could have been used in the subtitle files in many ways say for 
example: “then add little water”, “now we will add little bit of 
water to vessel”, “we are adding water now”, and so on. 

In the similar fashion the annotation file is created inclusive 
of all the important steps. 

 

C. Processing the Annotation file 

Once the annotation file is received, move to the next step 
in the paper processing the received annotation file. In this step 
we analyze the annotated file in order to group the similar 
important steps. 

The Annotation file is processed through a Natural 
Language Processing (NLP) algorithm. “Matlab” software is 
used for the processing of the annotation file and for clustering 
of the similar steps. It takes some iterations to completely sort 
all the necessary steps and give a summarized form. In the 
paper the maximum numbers of iterations are taken to be 15. 
This can be any number but after some trial and error methods 
we summed the number of iterations to be 15. The Annotation  

 

 

file contains raw information as discussed in the previous 
section. The instructions may contain repeated keyword for 
example say „lower car‟, „lower jack‟ both points to the same 
operation of lowering the car. This does not mean that we can 
consider one of the two and neglect the other. Both are equally 
important. In such a case both the steps are combined together 
and written under same step. 

 

 
 

Figure 3: The input file that is given as input to AutoIt automation 

tool. 
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 The processing of the same can be seen in figure 2. Multiple 
sequence alignment is done to cluster the similar text. The steps 
are recognized as a direct object relation which means we 
consider the steps by a pair of a verb and a object. Example 
Under step 3 it can be seen that the steps “loosen nut”, “undo 
bolts” have been considered. The algorithm implemented will 
cluster the text based on the similarity between the keywords as 
shown in the middle part of figure 2 which is later clustered 
onto a single step say A1. Similarly “jack car”, “raise car” and 
“lift car” onto group A2. 

 This clustering of files take part under different iterations 
and finally as described at the iteration number 15 we get the 
complete list of sorted summarized steps for achieving the 
given task. 

IV. RESULTS 

The primary goal that this paper is trying to portray is on 

clustering of verbal descriptions present in any of the video set 

into a sequence of necessary important steps required to achieve 

the specified task. From the obtained results of the above 

processing can now be used to analyze the steps for the given 

task. In our case the given tasks are “Making coffee” and 

“Changing a tire”. 

Figure 4. The obtained result after the data is sorted for 

“Making Coffee”. 

Now a days people prefer referring to the summarized data 

rather than going through the whole content. In such a case this 

procedure can be used to summarize the contents into steps.  

The process that is addressed in this paper can be state as 

multiple sequence alignments problem. In the paper an 

approach of  trying to align a set of instructions present in the 

given set of data into a set of steps which can be referred 

instead of going through the whole video. 

Figure 4 and figure 5 explains the result that was obtained for 

2 data sets. As seen in figure 4 the final output shows the 

sequence obtained for “Making coffee”. Similarly the figure 5 

shows the necessary steps when any one wants to change the 

flat tire of a car. The steps are so clear to understand. 

 

Figure 5: The obtained result after the data is sorted for 

“Changing Tire”. 

V. CONCLUSION 

The goal of the arriving at the summary of the important 
steps of a procedural videos is achieved finally by the use of 
clustering of data. Before clustering the input is to be clear for 
this purpose pre-processing was done on the dataset which was 
a set of videos from the dataset obtained by taking into account 
that the videos should involve the live demonstration from a 
human and should include steps to achieve the task and care 
was also taken to get the videos all explaining the same task 
with a length not more than 2 minutes. The dataset involved the 
subtitles file was also the main observation done through which 
it will be able to pick important keywords easily and done as a 
text file. This text file is input to automation tool to know the 
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number of occurrences of each keyword in the videos which 
further helped us in alignment of the steps in sequence. The 
output file of the automation is the input for the algorithm 
which automatically gives us the summary of steps. This work 
could be further extended to integrate with videos and make the 
final presentation more colorful and justified.  
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Design of Beam Steering Antenna for ISM Band III 

Using  Corporate Feed Network

                                                                                                                             
 

 

                                                                                                                             
 

                                                                                                                             

 

 
 

 

 

 
 Abstract— In this paper a single band beam steering 

antenna is designed using corporate feed network and feed this 

network at the output ports of the branch line coupler and it 

obeys the property of phase shifting of the radiation pattern in 

both positive and negative direction. A microstrip patch 

antenna is designed at Industrial Scientific and Medical ISM 

Band III (24 GHz) which is an unlicensed band and at the same 

resonance frequency coupler is also designed using Roger RT-

Duroid 5880 substrate having relative permittivity (єr) of 2.2 

and its dissipation factor (tan∆) is 0.0009. After feeding the 

corporate feed network at output ports of coupler the phase of 

the beam is varying to ± 55° after feeding excitation at port 1 

and port 2 simultaneously. All design and simulations have 

performed in HFSS software tools. 

 Keywords— Beam Steering, Corporate Feed Network, 

Branch Line Coupler (BLC), Antenna Array, ISM Band III. 

    

I. INTRODUCTION 

Beam steering is all about changing the pattern of the beam 

at the respective phase angle. It is achieved by different 

methods such as by using a phase shifter method and 

switching it by using PIN diode[1], by using branch line 

coupler beam forming network i.e. BFN [2] is designed and 

assigning feed at input port one by one and phase is varying 

at some extent angle. The Beam also steer mechanically by 
implementing drivers and motors in the system which steers 

the antenna and beam starts steering respectively in earlier 

days. Now we design the system which steers the beam 

electronically where driver elements are used to steer the 

beam. A new approach to create beam steering for the 

circularly polarized (CP) antenna array without phase-shift 

circuits is recommended [3]. It is found that in a spherical 

coordinate system (r, θ, φ), for any constant r and θ, as φ 

varies from 0 to 2π, the phase of the CP antenna’s co-

polarized far field will progress linearly by 2π, and the 

magnitude is constant [3]. All-metal beam steering antenna 

founded on the concept of Risley prism is presented in this 
communication. The antenna is composed of a feed antenna 

and two metal lenses. A Mechanically rotate two lenses 

along the same axis independently can steer the radiation 

beam in both azimuth and elevation planes [4]. If we design 

an antenna for a band and by changing the size of the patch 

at different frequencies it will operate, so we steer the beam 

by this method also [5]. The circular array beam steering 

scheme using Orbital Angular Momentum (OAM) to 

resolve the different challenges by providing means to steer 

an axial beam using RF phase-shifters and RF hybrid 

couplers [6].The beam is also steered by using Linear 
Polarized (LP) metalines and Circular Polarized (CP) 

metalines for discerning the LP beam steering antenna and 

CP beam steering antenna [7]. Without using phase shifter 

beam steering is also possible by using three-element phase 

array antenna, the center or driven patch is fed by an RF 

source and two neighboring antennas are excited through the 

mutual coupling from the center antenna [8]. Silicon based 

electronic integrated circuits (EICs), Photonic integrated 

circuits (PICs) and antenna-on-chip (AoC) is another 

advanced process involves in beam-steering [9].   

   

In this paper, we design a rectangular microstrip antenna 

which operates at 24 GHz and a Branch Line Coupler at the 
same band. Basically, we need to steer the beam so we 

design a beam forming network. The designed antenna is 

used to form a corporate feed network and at the output 

ports of the coupler is feeded. Different phase is obtained by 

exciting each port alternatively. Beam steer antenna is 

broadly used in a current communication network such as 

Radar network, point to point or multipoint networks and as 

well as in satellite communication. This beam steering 

antenna is highly efficient for the ISM Band III applications.  

   

II. ANTENNA DESIGN  

As the defined band is ISM band III i.e. 24 GHz and at that 
frequency, we proposed an antenna which is a rectangular 

microstrip patch antenna having feed line and its dimension 

is calculated at 50 ohm impedance value.   

 
                         Fig. 1. Designed antenna for ISM Band III 

The proposed antenna is shown in Fig 1.with its simulated 
response in Fig 2. The detailed dimension of the proposed 

antenna parameters are tabulated Table I. The radiation 

pattern for the designed antenna is shown in Fig.3 at phi =0 

deg. The reflection coefficient (│S11│) for the designed 

antenna is -46.07 dB and total dimension of the antenna is 

5.74mm ˟ 3.9mm (L ˟ W) and designed at the height of 0.79 

mm using Roger RT-Duroid 5880substrate. The peak Gain 
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                   TABLE I. ANTENNA PARAMETERS 

 

 

 

 

 

 

 

 

 

of the single feed antenna is 7 dB and beamwidth of single 

feed antenna is 58.45° at -3dB down.  

  
 

Fig. 2. Simulated response of the designed antenna  

   

.  

 
Fig. 3. Radiation Pattern for the designed antenna 

 

 

III. BRANCH LINE COUPLER DESIGN  

Branch Line Coupler is also called the quadrature coupler 

and having one input port, two output port, and an isolated 

port as shown in Fig. 4. As branch line coupler has two 
output ports and there is a phase shift of 90° so, it is used to 

shift the phase of the beam at some angle. The Coupler is 

designed at the ISM Band III for proper matching with 

antenna and it is shown in Fig. 5. The parametric table for 

this coupler is shown in Table II and all values derive at 50 

ohm characteristic impedance (Z0) value. The value that we 

calculated for the performed mode of Coupler design for 9 

GHz which also resonate of higher order mode at 24 GHz 

because Coupler having large Bandwidth (B.W) so we 

design any coupler at lower band and make it also to 

resonate at a higher frequency. The reason to do so because 
when we calculate the values of arms of the coupler at 24 

GHz it becomes very small and there is an overlap between 

the arms. We simulate the Coupler at 9 GHz and its 

simulated result in Fig. 8(a) and after switching it to 24 GHz 

the 

   

 
 

Fig. 5. The basic structure of Branch Line Coupler. 

   

 
 

Fig. 6.  Designed Branch Line Coupler for ISM Band III. 

   
simulated result is shown in Fig. 8 (b). The phase shift 

occurs at output ports i.e. Port 2 and port 3 and simulated 

phase changes is shown in fig. 7 with │S21│ for port 2 and 

│S31│ for port 3 respectively. The simulated response for 

the same coupler at 9 GHz and 24 GHz is not similar, the 

response of coupler at 9 GHz obeys the defined 

characteristic of the coupler means at output ports 

transmission coefficient is same as │S21│ and │S31│ as   
shown in Fig. 7(b) and for 24 GHz │S21│ and│S31│ are 

totally different from the simulated response for 9 GHz and 

it happens because the higher frequency is putting at a lower 

frequency designed coupler.  

 

 

 

 

 

Parameter Values 

Pl 3.55mm 

Pw 3.9mm 

Fl 2.19mm 

Fw 0.5mm 
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TABLE II.            COUPLER  PARAMETERS  

 

 

   

 

 

Fig. 7.  Phase Vs Freq response at port 2 and port 3. 

   

 
 

Fig. 8 (a).  Simulated response at 9 GHz. 

   

. 

Fig. 8 (b). Simulated response at  24 

 

 

IV. RESULTS AND DISCUSSIONS  

By using branch line coupler and 2×4 corporate feed 

networks a beam forming network is designed with different 

feed lines. At Z0=50Ω a feed line is designed and another 

one is designed at Z0=70.7Ω.The designed beam forming 

network is shown in fig.9. At port 1 excitation is given and  

 

 
       

Fig. 9.  Beam forming network design 

 

terminating the port 2 the radiation pattern is formed at 

+55°. After exciting port 2 and terminating port 1 the beam 
is forming at -55°.  The simulated reflection coefficient for 

each port is similar and it is shown in fig.10. The simulated 

value of S11 is -14.86dB for port 1 and port 2 respectively. 

The single microstrip antenna can also feed at the output 

ports and beam-steering may occur but the gain of the 

antenna is also desirable. The simulated response at each 

port is not wide means bandwidth is narrow. The purpose to 

design this beam forming network is to increase the antenna 

gain and increase the bandwidth. Without corporate feed 

network antenna’s peak gain is 7dB but with corporate feed 

network antenna’s peak gain is 11 dB. The radiation pattern 
at port 1 is shown in fig.11 (a) and at port 2 is shown in 

fig.11 (b).    

 
GHz Fig.10. Simulated reflection Coefficient at each port 

 

Parameter Values 

Length [L1] (Z0= 50Ω) 4.49mm 

Width [W1] (Z0= 50 Ω)  2.34mm 

Length [L2] (Z0/√2 =35.35Ω) 4.41mm 

Width [W2] (Z0/√2 =35.35Ω)  3.81mm 
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Fig. 11 (a). Radiation  pattern at port 1 

   Fig.11(b). Radiation pattern at port 2 

 

 

The current density distribution at each port is observed at 

designed network. For port 1 simulated response of current 
distribution is shown in fig. 12(a) and for port 2 is fig. 12(b). 

The current density distribution shows the intensity of 

current flowing from excited port to the feeded antennas. At 

each port the intensity of current is good and it shows the 

distributed power in the designed beam forming network. 

 

 

 

CONCLUSION 

  In this paper a novel, innovative, new beamforming 

network using corporate feed is proposed. For achiveing 

radiations at particular directional its always difficult to 

move antenna every time. So we use beam forming 

networks. Here also our beams are stearing from +55° to -55 
° after exitation of port 1 and port 2 respectively.The 

dimension of the proposed system is also very small and 

with good impedence matching, high  peak gain and very 

directive radiation pattern at different angles are achived.We 

can apply beamforming in different applications like satelite 

communication, Telecommunication and in radar 

technology.  
 

 
 

Fig.12(a). Current density distribution at port 1 

 

 

 

 
 

Fig.12(b). Current density distribution at port 2 
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Abstract—     Physical Unclonable Functions (PUFs) are  

extensively used to generate the cryptographic keys from the  

Integrated circuits(ICs),by utilizing  the uncontrollable and 

unavoidable process variations during fabrication process. 

Arbiter PUFs are emerged to be a one of the strong delay 

based PUFs having exponential number of challenges and 

used in commercial and critical security applications. In this 

paper we proposed 8-stage decoder-multiplexer based 

arbiter PUF, simulated  on cadence spectre using CMOS 

90nm technology and measured its security metrics such as 

reliability(92.56%), uniqueness(48%) and 
uniformity(47.36%) respectively.   

Keywords— Physical Unclonable Functions(PUFs),Arbiter 

PUF, Hardware security, machine learning attacks. 

I. INTRODUCTION 

    As a continuous growth of the complex digital devices, it 

is very much necessary to enhances the authenticity, 

confidentiality, and trustworthiness of each and electronic 

device. Over the past decade in the field of intrinsic security, 

several methods being developed to generate the secret keys 
such as True Random Number Generator(TRNG),pseudo 

random number generator(PRNG) etc and stored in Non-

Volatile Memories(NVMs). Storing the confidential keys in 

Non-volatile memories are vulnerable to side-channel 

attacks and also occupies the huge area. Hence to mitigate 

the above problem  Physical Unclonable Functions (PUFs) 

are emerged to be a one of the promising hardware 

cryptographic primitive.PUF is a small piece of an 

electronic circuit which generates an efficient and reliable 

volatile secret keys by utilizing the unavoidable 

semiconductor process variations during the manufacturing 

process[1]. Therefore, these random variations will make 
each IC will acts as an individual physical fingerprint. The 

response of a  PUF is always the function of the input 

challenge and random structure of the electronic circuit. 

Typically, the applied challenge and resulting response are 

termed to be a Challenge-Response pair(CRP), it can be 

expressed as Response=PUF(Challenge). Due to its inherent 

nature and intractably behavior, each challenge can trigger 

an unpredictable response.Fig.1,depicts an outline of the 

PUF[2][3]. The generated set of responses from an IC is 

mainly dependent on two statistical sources such as global 

mismatches and local mismatches[4](Fig.2,). Global 
mismatches  occur during the fabrication process and factors 

which are mainly due to oxide thickness, channel length, 

diffusion depth, impurity concentration, etc, are 

significantly responsible for on-chip secret keys. On the 

other hand  local mismatches such as supply voltage, 

temperature, aging can affect the performance of the PUF 

circuit. The outcome of any PUF circuit is a combination of 

these mismatches and it can be expressed by (1). 

M Total= M Global+ MLocal       (1) 

    The rest of the paper is organized as follows in section 2 

describes the background and preliminaries of strong 

PUFs(ring oscillator and arbiter PUF). Section 3 delivers the 

proposed decoder-mux based arbiter PUF and its results. 

Finally, section 4&5 describes the conclusion and future 

scope.     

 

 
 

Fig. 1,Challenge response behavior of PUF circuit. 

 
 

Fig. 2, Classification of  mismatches for CMOS PUFs. 

II. BACKGROUND AND PRELIMENRARIES 

    By taking advantage of the mismatches occurred in 

CMOS ICs, Many constructions have been performed. 

Depending upon the number of CRPs researchers can be 

broadly classified PUFs into two categories such as strong 

PUFs and weak PUFs[5][6]. Weak PUFs are the PUFs 

having a limited number of CRPs, Signatures obtained from 

PUF are stable and robust against the environmental 

variations. Responses are highly unpredictable and strongly 
depends on fabrication process variations. Weak PUFs such 

as SRAM PUF, butterfly PUF, etc. On the other hand, 

strong PUFs differ from weak PUFs, the properties acquired 

by strong PUFs such as a large set of CRPs, responses can 

be stable over a wide range of temperatures. Strong PUFs 

such as arbiter PUFs, ring oscillator PUFs, etc. Depending 

upon type of application different PUFs being used in each 

scenario. The main objective of this paper is to discuss the 

different types of strong PUFs (Multiplexer based PUFs) 
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corresponding advantages and relatively compare the 

performance metrics with the proposed PUF. Basically there 

two different types of strong PUFs are widely used in the 

device authentication and cryptography such as ring 

oscillator PUF and arbiter PUF respectively. 

A.  Ring oscillator PUF 

   The basic architecture of the ring oscillator PUF as shown 

in Fig.3, It consists of  N-identical delay loops (ring 

oscillators) are placed on the silicon-Chip[7][8][9]. The 

minute fabrication variations in the silicon layers of the 

semiconductor device can results, a slit frequency difference 
in each pair of delay loops. when a set of input challenge 

being applied to the PUF circuit depending upon a fixed set 

of frequency oscillations and process variations can produce 

the response either '1' or '0' respectively. Researchers have 

been proposed the several types of ring oscillators in order 

to improve the performance metrics of the PUF, out of those 

configurable ring oscillator is one type of the PUF, which 

enhances the reliability of the PUF.

 
 

Fig. 3, Ring oscillator PUF. 

B.  Arbiter PUFs  

 Arbiter PUF can be coined as one of the strong 

delay-based PUF. It consists of N stages and two 

multiplexers are connected at the top and bottom of each 
stage. A pulse signal is applied as an input of the first stage 

and selection lines in each stage of the multiplexer will act 

as a challenge. Depending upon a set of challenges and 

intra-die variations lead to generate a unique set of 

responses. The last stage of two multiplexers is connected to 

the arbiter (DFF) which determines the final response '0' or 

'1' based on analogy delay difference. For an N-stage arbiter 

PUF having 2N number of symmetrical paths and N-

challenges. Fig. 4, depicts the linear arbiter PUF architecture 

[10][11]. One of the biggest issue associated with classical 

arbiter PUF relatively suffers from reliability and linearity. 
In order to overcome the above-mentioned issues 

researchers[12] have proposed several Non-linear arbiter 

PUFs such as feed-forward arbiter PUF, feed-forward 

cascade PUF, feed-forward separate, buffer-based PUFs, 

etc. 

 

 

Fig. 4, Schematic of the linear N-stage arbiter PUF[13]. 

III. PROPOSED DECODER  BASED ARBITER PUF 

3.1 Operation of decoder PUF  

 Fig .5, depicts the basic block diagram of the 

decoder-mux based arbiter PUF. The architecture mainly 

consists of two stages such as delay network and arbiter 

network. Each individual stage of the delay network having 

two switching elements such as 2-4 decoder and 

transmission gate based multiplexer respectively. A pulse 

signal is applied as stimulus for the first stage of the delay 

network and selection lines of the top and bottom 

multiplexer will acts as the challenges for the first stage of 
the delay network. Depending upon the input challenges and 

minute process variations makes significant delay variations 

in each and individual stage. This process will be continuous 

until final stage of the delay network and Last stage of the 

delay network is fed to the arbiter(DFF),which decides the 

final response based on arrival of the signal. Fig.6 depicts 

the 8-stage decoder-mux based delay network and fig.7, 

represents Schematic of the arbiter.  

 

 
 

Fig. 5, Block diagram of decoder-Mux based PUF structure. 

 

 
Fig. 6, Schematic of the linear 8-stage decoder-Mux based 

delay network. 
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Fig. 7, Detection of final response by an arbiter with respect 

to delay difference   

3.2 Simulation setup and Results 

 The proposed 8 stage decoder-MUX based  PUF 

architecture being implemented and characterized using 

cadence spectre. The technology library used as CMOS 

90nm process nodes. To study the effect of the process 

variations and environmental variations performed the 

Monte-Carlo (MC) simulation to analyze the statistical 

variations over 200 iterations and 150 samples.  From the 
estimated results measured the security metrics and 

analyzed the final yield of the proposed PUF based on mean 

and standard deviation. The yield can be enhanced by each 

design by tweaking process variations. For any PUF 

architecture the performance can be estimated by using a set 

of metrics such as uniqueness, reliability, and uniformity. 

This can be discussed in a detailed manner in the below 

discussion. 

A. uniqueness: 

 It is one of the important metric, which can be used 

to assess the similarity of the PUF responses over different 

instances. This can be measured by using the Inter-

Hamming Distance(HDinter), for any PUF the uniqueness 

should be very high, otherwise, the response could be 

predictable and not used for security applications. The ideal 

value for HDinter is 50%.  There are several measurements 

are employed to estimate the PUF response and most 
commonly used metric can be expressed by  (2). 

 

uniquness =
2

k(k−1)
∑ ∑

HD(Ri ,Rj)

N

k
j=i+1

k−1
k × 100%    (2) 

 

'N' is the total number of PUF instances, 𝑅𝑖 ,𝑅𝑗 -is two 

dissimilar chips i and j. 

 In order to estimate the uniqueness of a PUF 

applied the MC analysis over 200 iterations and 25  random 

challenges. And measured Its mean and standard deviation 

from 3-sigma plot. The response could be taken at 250C and 

1v.To achieve  better uniqueness varied the threshold 

voltage(Vt) of the MOSFET  were varied and measured its 

final response ate different intravels. The uniqueness could 

be measure at different corners such as typical 

typical(TT),slow slow(SS),slow fast(SF),fast slow(FS) and 

fast fast(FF). From the obtained results we estimated the 
maximum uniqueness could be 48% at TT corner. Fig      

8(a),(b),(c),(d)and (e) depicts inter die HD variations at 

different corners. 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 
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(e) 

Fig. 8,Distribution of Hamming Distance at different 
corners(a)TT,(b)SF,(c)FS,(d)SS,(e)FF. 

B. Reliability 

 The ability of PUF which can recreates the same 

response under different environmental conditions  such as 

temperature, voltage and ageing etc. Due to these effects the 

response of the PUF should be flipped. The ideal value of 

the reliability is 100%.This metric can be measured using 

Intra Hamming Distance(HDintra).Mathematically it could be 
expressed by (3). 

reliability =
1

s
∑

HD(Ri,Ri,t)

N
s
t=1 × 100                      (3) 

 
    In order to estimate the reliability of the PUF, chosen 

as a reference response/golden response at 1v and 250c, then 
collected a set of 25 random challenges and measured its 
reliability by varying temperature from -200c to -550C and 
supply  voltage ranging  from 0.9V to 1.5V respectively. 
This process can be done for 200 iterations over 150 samples 
at each iteration. From the results we observed the maximum 
reliability 92.56% and minimum reliability is 89.36%. Fig 
9(a) and (b)  represents the reliability of  proposed PUF at 
different nodes of voltage and temperature at different 
instances.  

 

 

       (a)  

 

 

(b) 

Fig. 9,  % Reliability with respect to (a) Supply voltage 
and (b) temperature.  

C. uniformity 

      It is a measure of unpredictability of the PUF response, 

even with the prior knowledge of circuit the  generated 

response could be unpredictable for each and every 

challenge. The ideal value of the uniformity is 50%. This 
indicates that response having equal proportion of '1' and '0' 

respectively. Mathematically it could be expressed by 

equation (4). 

uniformity =
1

n
∑ Ri,l

n
i=1 × 100%    (4) 

    Fig.10, represents  the distribution of the response of the 

PUF response over 150 number of samples. The test results 

indicates that maximum mean could be 47.36% 

respectively.  

 
 

Fig. 10, Estimation of uniformity (% '0' and '1'). 

IV. CONCLUSION 

 In order to enhance the security of the PUF and 

avoided invasive, semi-invasive  and side channel attacks 

proposed a non-linear complex decoder-mux based arbiter 

PUF. This architecture can satisfy the security metrics and 

suitable for the device authentication, identification, and IoT 

environment. The proposed architecture can be tested over 

the wide range of voltage and temperatures to estimate its 

reliability, uniqueness, and uniformity. It was observed that 

these values are very close to the ideal values. And there is 
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an improvement of reliability with respect to the non-linear 

MUX based PUFs  

V. FUTURE SCOPE 

   Fabrication of proposed and thoroughly tested decoder-

mux based strong PUF architecture can be considered for 
future work since it can be used in many real-time IoT 

authentication applications.   
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Abstract—Data acquisition of electric drive is very much
relevant in the context of electric vehicles. Different data like
IGBT temperature, diode temperature, coolant temperature,
electric machine coolant temperature, motor torque, electric
machine speed data etc. have to be acquired and analyzed in
electronic control units. Data samples are processed in RAM
using various algorithms and relevent information is extracted
and transferred to ROM as various maps. These information
are useful in life time estimation, failure analysis and optimum
design of various electric drive components. Histograms and
rainflow counting are conventionally adopted methods in data
acquisition. Histograms may include irrelevant information and
also require large memory space. Normal offline rainflow count-
ing also demands large memory, which necessitates the need
for an optimum memory consuming data acquisition algorithm.
An online rainflow counting algorithm based on three point
method can minimize the RAM space consumption by significant
amount. The data counts remains same as in offline rainflow
algorithm. Instead of using histograms for data like electric
machine speed, data counts for only the relevant operating
range can be stored, which minimizes memory requirement.
Also level crossing counting is another algorithm which can be
adopted where we are interested only in threshold crossings of
the parameter acquired, for example the threshold crossing of
inverter phase currents, which can cause serious damage to the
system. Memory requirement minimization achieved by the above
mentioned algorithms are validated by simulation.

Index Terms—offline rainflow algorithm, online rainflow algo-
rithm, level crossing counting, histograms.

I. INTRODUCTION

Different data acquisition algorithms are used for processing
and storing electric drive data. Histograms are conventionally
used storage method, which consumes large memory space.
Other advanced counting methods are used for filtering and
storing input data without losing much granularity. Level
crossing counting, as per ASTM standards is implemented,
where preset threshold crossing information of acquired data is
required[2]. In peak counting the peaks and valleys are counted
based on a preset level. Peaks higher than the reference level
and valleys lower than the reference level are counted[2]. Sim-
ple range counting and maximum edge counting are other con-
ventionally used cycle counting methods[2].Rainflow counting

is another widely implemented algorithm in cycle counting and
fatigue analysis. Different variants of this algorithm is used.
Rainflow algorithm based on pagoda roof analogy proposed by
Endo and Matsuishi is the basis for all rainflow varients[3].
One of the most widely implemented rainflow algorithm was
proposed by Downing and Socie. This three point algorithm
was specified in ASTM E 1049-85[2]. Rainflow cycle counting
algorithms provide means for comparing obtained variable
amplitude load history with constant amplitude load pattern.
Rainflow algorithm identifies closed hysteresis loops in the
stress - strain plane and provides a method for treating
open loops[4]. Other modern methods like Moshrefifar and
Azamfar counting were later proposed, but rarely adopted
due to complexity in the procedure[5]. In the above method
rainflow counting is widely adopted and efficient method,
but consuming lot of memory. An online rainflow counting
based on the three point algorithm can considerably reduce
the RAM consumption[6]. The input data samples are filtered
and processed and relevant data is extracted at the instant when
the input samples are obtained and the samples are discarded,
reducing RAM memory consumption. The online three point
rainflow algorithm can be used in data acquisition of various
electric drive parameters like IGBT temperature, diode tem-
perature, coolant temperature, electric machine speed etc. in
the electric drive.

II. OFFLINE RAINFLOW ALGORITHM

A. Algorithm

For a sample load-time history as in Fig. 1, let ’X’ be the
current range, ’Y’ be previous range adjacent to ’X’ and S
be the Starting point in the history. The three-point offline
algorithm as per ASTM E 1049-85[2] is specified below,
A) Read next valley or peak. If end of data then go to step F.
B) If the number of turning points is less than three then go
to step A. Update X and Y with three most recent valleys &
peaks that are not eliminated.
C) Check the magnitude of ranges Y & X.

A) If X<Y, go to step A.
B) If X>=Y, go to step D.
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D) If Y includes S them go to step E, if not count Y as a full
cycle and remove the turning points in Y & go to step B.
E) Range Y is counted as a half cycle and remove the initial
point in Y and set next point in Y as starting point and go to
step B.
F) Count remaining ranges as half cycles.

Fig. 1. Sample load history showing ranges and starting point.

B. Challenges in implementing offline rainflow algorithm

The offline rainflow algorithm is not suitable for real time
applications. The load history for significant time should be
stored for proper cycle formation from the data. The algorithm
cam be applied only on a stored load history. It have a buffer
which accommodates the consequent turning points (minima
& maxima). The buffer size should be determined before the
algorithm is executed. For this the duration between successive
usage of the rainflow algorithm, should be predetermined
before the algorithm execution. The buffer should have the ca-
pacity of holding the entire loading range of the system under
consideration. This involves large quantities of data demanding
substantial computational resource to process the data during
algorithm execution. In real-time applications, coding should
be carefully done so that other real-time activities of the ECU
are not interrupted.

III. MEMORY OPTIMIZING ALGORITHMS

A. Online Rainflow Algorithm

The turning points are processed as it occurs. Two buffers
are used for this purpose. After processing, the turning points
are discarded thus minimizing memory consumption. The
load-time history need not be stored. Half and full cycles
are extracted in a recursive manner, depending on the buffer
contents. The procedure used for obtaining the full and half
cycles is similar to the one used in offline rainflow method,
and the cycle counts are therefore same for same loading
sequences. Pre-ordering of input data points in ascending
or decending order as in offline rainflow is not required.
The online three point algorithm is depicted in fig. 2 and
fig. 3, where, Tmax-Element of maxima stack, Tmin-Element
of minima stack, Ptrmin-Element of minima stack elements,
Ptrmax-Element of maxima stack elements. The MATLAB
simulation of both online and offline three point rainflow
on IGBT temperature input in the range, [20oC-120oC] and
coolant tempearture input in the range, [20oC-120oC] gives
similar maps, shown in fig. 4 and fig. 5 respectively, which
implies there is no loss of data in the online method.

Fig. 2. Online Rain-Flow counting algorithm working on maximal values.

Fig. 3. Online Rain-Flow counting algorithm working on minimal values.
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B. Histograms

Histograms are used to represent the distribution of normal
data accurately. It is the probability distribution estimate of
a continuous variable (quantitative variable). For constructing
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histograms, the initial step is to make bins of input parameter’s
value ranges. This means, dividing full operating range of val-
ues to series of intervals and then counting how many values is
lying in each interval. The bins should be consecutive and non
- overlapping. Considering the electric motor speed histogram,
the speed may be divided into ten sections as depicted in fig.
6, each section may require a four byte for the count. Thus a
total of 40 bytes will be required for the entire histogram in the
memory. For the normal driving speeds(40Kmph-160Kmph),
the EM speed will be a factor (gear ratio) times the driving
speed. This lies between a specific rpm range say, 4000rpm-
8000rpm. Histogram for entire EM speed range will be having
more sections than this one. Thereby the memory requirement
is minimized and also the granularity of the map is now
increased as depicted in fig. 6. Only four sections are present
in this map. So for each sections of 4 bytes, a total of 16 bytes
will only be required, saving 24 bytes of memory. Simulation
results for electric motor speed inputs for three minutes are
given in fig. 7 and fig. 8.

Fig. 6. EM speed histogram sectors for entire speed & normal speed
ranges(rpm).

C. Level crossing counting

In level crossing counting, counts are registered when the
input data exceeds preset levels. This method can be adopted
where we are interested only in threshold crossings of a
parameter, which may can have serious effect on the system
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Fig. 7. EM speed histogram for entire speed range(1D).
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under consideration. For example, Consider the scenario of
a vehicle moving down hill, the electric motor’s speed may
increase beyond its rated limit which can have adverse effect
on the machine. So recording such threshold crossings are of
much significance. For such an application the level crossing
counting can be used instead of recording a complete his-
togram. Simulation results of electric motor speed crossing of
the rated limit, 16,000rpm for speed inputs for three minutes
given in fig. 6 shows that it may require only a byte or
two for storing the level crossing counts. Thus the memory
requirement can be minimized by a considerable amount than
in the case of storing the entire motor speed histogram which
may be requring number of sections, having a larger memory
requirement say, 4 bytes each.

IV. CONCLUSION

Different memory optimizing methods were identified for
acquiring electric drive parameters. An online rainflow al-
gorithm which minimizes the RAM memory requirement by
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avoiding the requirement of load history storage can be used in
storing parameters like IGBT temperature, diode temperature,
coolant temperature etc. Instead of histograms for entire op-
erating ranges , storing only map for normal operating ranges
for parameters like electric motor speed memory requirement
can be considerably minimized. Level crossing counting can
be adopted where only threshold crossings of the acquired
parameters are of interest, saving memeory space.

Data acquisition is very much relevant not only in auto-
motive field but also in all areas where a stress cycle analysis
is required, as in life time estimation of wind turbine parts,
fatigue analysis of mettalic parts of different machines etc. In
hybrid electric vehicles the data acquisition functionality will
be handled by a particular electronic control unit (ECU) which
will be handling other real time electic drive functionalities
say, controlling the gate circuit of the electric motors inverter.
For such other important real time functions to be performed
un - disturbed and efficiently, sufficient memory should be
free. So for a functionality like data acquisition, which take up
large RAM and EEPROM space, the data acquiring algorithm
should be carefully selected. Algorithms should be selected
such that the acquired data should maintain maximum possible
granularity and consuming minimum memory possible. So
techniques with optimum memory usage in data acquisition
is of great future scope.
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Abstract: - The primary objectives of the project are “Node 

Congestion Management” and “Policy Settings”. The secondary 

objective is to assess the congestion nodes and construct a graph 

based output so as to analyze the trends in traffic flow of 

Ernakulam district during 2 peak hours that is first peak hour 

from 7.00 am to 8.30 am and second from 4.00 pm to 6.30 pm. 

The traffic management and public works department under 

state government of Kerala can get various insights related to 

congestion nodes. One important intelligence that this project 

provides is the change in congestion rate of various congestion 

points with respect to a single road infrastructure project. Even a 

road-hump or a speed breaker would affect the congestion rate at 

various congestion points far away.  This automated analysis 

based on machine learning would save public funds by 

preventing unnecessary allocation of funds.  Also this system 

justifies allocation of funds for various useful projects. The 

traffic monitoring helps in long term decision making especially 

while formulating transport policies and budgets. It also guides 

the law enforcement agencies to properly understand the 

variations of such traffic and properly take precautionary 

measures like installation of security cameras and other control 

measures. 

Keyword: Smart city, smart transportation, IoT sensors, Big Data 

processing, Traffic congestion;  

I INTRODUCTION 

One of the desired outcomes while designing a Smart 
City [4], [13] [14], [15], [16], [19], [20] is to develop cities 
that provide necessary infrastructure and quality of life to 
citizens. It also promotes a clean and sustainable environment 
and application of ‘smart’ solutions. But the Smart Cities 
Mission announced by government of India still has its own 
challenges to face. Some of the difficulties are discussed 
below.  

Smart Traffic management [9], [22] is very important 
for the success of smart city concept. With the low cost 
vehicle sensors and smart traffic management systems real-
time monitoring and alert systems can be deployed to provide 
travelers better service. With the proper integration of IoT 
services, real-time Big Data analysis of traffic details and 
mobile applications for alerts, city planners can provide the 
citizens with effortless traffic service in the near future.  

Internet of Things (IoT) has gained significant 
traction, leading to development of various types of sensors 
that are connected to the broad internet with the help of wired 
or increasingly wireless technologies. In the recent past, IoT 

devices have become extremely cheap even from developing 
world standards. This has enabled widespread deployment 
capabilities. The high levels of deployment have enabled 
collection of large amounts of data with the help of sensors 
connected to the internet. This data can be leveraged using 
latest data analytical techniques to extract useful information. 
Big Data from heterogeneous sources with high-volume with 
distributed and decentralized control, seeks to explore 
complex relationship among data. The infrastructure involving 
the combination of big data, cloud computing and internet of 
things (IoT) is utilized in the proposed paper. Currently there 
is increasing focus on using combination of these technologies 
to improve quality of life of common man [17], [23].  

It has been recognized that urban cities are the focus 
for expansion and are drawing a million people every minute 
from rural areas. Based on expert opinion, [4] global urban 
population would double by 2050 as more and more people 
are moving towards cities at a steady pace every single day. It 
means adding an equivalent 7 New Delhi cities every single 
year. 

 
Fig.1 Urbanization trend (Source: [13]) 

 Compared to China which has over 160 cities each 
with population above one million, India possess only 40 such 
cities. To meet these challenges drastic increase in the number 
of cities should be proposed. To support the development of 
newer cities challenges of urban transportation and mobility 
needs to be addressed immediately.  A comprehensive and 
support policy framework for urban transportation needs to be 
developed for establishing new smart cities with sustainable 
urban spaces. Based on the report from the High Power Expert 
Committee on Investment Estimates in Urban Infrastructure 
[39], around Rs 44 thousand crores is the predicted cost to be 
earn-marked by the government for a period of twenty years. 
In the following sessions we propose an intelligent 
transportation system for arrival time prediction. Section II 
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analyses various existing systems related to vehicular traffic 
management. The limitations of the existing systems and the 
important current players in the area of smart transportation 
are discussed in section III. Section IV deals with the problem 
faced and motivations for the proposed system. The proposed 
architecture working is evaluated in Section V and the 
corresponding cluster analysis of congestion nodes in Section 
VI.  

II RELATED WORKS 

In today’s world, In order to continued business 
success and growth automation and data are essential. Vehicle 
counters [2], [9] solve the issue of collecting both vehicle 
information and vehicle counting. Most companies and 
organizations have a general idea of the traffic in and out of 
their facilities, but they facing a big issue for make strategic 
decisions according the huge number. Sales and activity which 
help us to get a huge idea about what has happened throughout 
the day, week or month, but if we want to know about the 
traffic with the vehicle counters and analytics software, you 
must want to capture some knowledge on pattern, trends and 
opportunities. 

Manual counts 

One of the simplest methods is manual counting [10] 
of pedestrians and vehicles. It is a simple and accurate method 
of traffic counting, which comprises people manually counting 
vehicles. In this method the people who stand at the side of the 
road takes count using an electronic hand held counter or 
record data using tally sheet. Also most of them watch the 
recorded video and take the counting from that.  A small 
sample data is collected over less than a day. For getting data 
over a season or year it is extrapolated. It provides 99% 
accuracy. 

Video Vehicle Detection 

Manual intensive is a major drawback of manual 
count method. There are number of systems which are used to 
analyze the video and detecting cars with a similar accuracy to 
that of people watching the video. This process automates the 
counting of vehicles. This method is not only cost effective, 
but it can also count vehicles in any direction. One of the 
advantages of this process is that it requires only one camera 
for several lanes.  

Video is analyzed locally to get the count of vehicles 
and the count can be uploaded online. So, the bandwidth is 
minimized. The historical data is typically available online. It 
can be done throughout the year and hence we can get a 
precise count.  

Pneumatic Road tube counting 
Pneumatic road tube counting is a popular method 

used for vehicle sensing for many years. More than one rubber 
tubes are stretched across the road. One end of the rubber tube 
is connected to a data logger and other end is sealed. The air 
pressure in the tube is squashed when the vehicle hits the tube. 
The data logger records the time of the event. 

Direction can be determined by identifying the first 
tube that was hit. It two vehicles hit simultaneously then the 

direction cannot be determined accurately. This is the 
drawback of this method.  

Piezoelectric Sensor 
Piezoelectric Sensor converts mechanical energy to 

electrical energy. This concept is used to collect information 
about the traffic. A groove is cut on the surface of the road and 
piezoelectric sensor [2] is mounted. The sensor is squeezed 
when a car drives above it. This mechanical pressure is 
converted to electrical voltage. The change in voltage levels 
can be detected and count can be recorded. The counting can 
be performed in this way. These sensors can be connected to a 
device which uploads the count to a database locally or to a 
cloud. 

 
Inductive Loop 

Inductive loop will detect moving magnet or 
alternating current. The principle is that an electric current is 
induced when a magnetic field is detected near an electric 
conductor. Vehicle acts as a magnetic field.  The inductive 
loop placed on roads acts as conductor. When current is 
generated in the inductive loop, the count of the vehicle can be 
recorded. 

Magnetic Sensor 

Magnetic sensor detects the change in earth’s 
magnetic field. The vehicle acts as a magnetic field and when 
it passes over the sensor there is change in magnetic field. 
This change is detected and vehicle count is updated. The 
sensor may be inserted on the road or kept on the roadside. 
The only drawback is that the vehicle close by each other 
cannot be detected clearly. 

Acoustic detector 

As the vehicle passes, a sound is created and the 
acoustic detector detects this sound and counts the vehicle. 
Acoustic detector is placed in such a way on the roadside 
poles so that they point towards the traffic. The benefit is that 
it can be used for different lanes. These detectors can 
communicate their counts wirelessly. 

Passive Infrared 
Passive Infrared Sensor detects the radiation, 

radiating from an object that comes in its view. Vehicle can be 
detected using this sensor. There is change in the radiation 
when a vehicle passes by and hence the count is increased. 
The limitation is that only one or two lanes can be detected. 

Doppler and Radar Microwave Sensors 

Doppler and Radar Microwave Sensor will transmit 
low-energy microwave signal. There is change in frequency, if 
there is vehicle in motion in its detection area. Hence moving 
vehicles can be detected. 

Radar is capable of determining the position by 
detecting distant objects and speed of movement. The time 
delay of the return signal will be used to calculate the distance 
to the vehicle. 

In the arrival time prediction system, Big Data 
analysis plays crucial role in producing real-time data. Some 
of the research works carried out in the segment of smart 
transportation is as follow. Big data for social transportation 
[28] is one of the major contributors for smart transportation 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1479



solutions. A study conducted by University of California [18] 
for traffic monitoring shows that a 2-3% penetration of GPS 
enabled mobile phones is enough for finding the speed of 
vehicular traffic. Other studies on GPS data were conducted 
by taxi calling service providers (UBER, Didi Taxi etc) while 
developing their software.  The modeling employed for 
visualizing human mobility details is based on Origin 
destination (OD) matrix. Researchers can make use of existing 
traffic allocation patterns with OD matrix developed to reach 
out useful conclusions.  Another source of datasets used for 
creating OD matrix is mobile phone data [12].  

In China, to make sure maximum travelers reach the 
mega event- Shanghai World Expo 2010, a traffic prediction 
system based on mobile phone data was developed to 
broadcast to travelers the real-time traffic congestion 
information so that they can plan their trips accordingly. 
Crowdsourcing and data from public domains of social media 
websites are also good source for social transportation scheme.  

In another related research which focused on 
improving the accuracy of arrival time prediction of buses 
[26], bus scheduling dataset, time point dataset, real-time 
transit feeds and crowd sourced data feeds were utilized. The 
proposed system employed clustering analysis and kalman 
filtering techniques for developing the prediction model.  The 
arrival time prediction can be reduced by 25% if predicted an 
hour before and by 47% if predicted before 15 minutes.This is 
one of few research works where shared route segment is 
taken into account while calculating the arrival delay. 

Graph-oriented smart ITS solutions [25] finds 
popularity among researcher in the field of smart city 
solutions. The system employed Giraph and Spark tool above 
Hadoop architecture to generate and process graphs. The 
traffic dataset is modeled on a directed and weighted road 
graph with three types of weights- distance between two 
vertexes (intersections), average speed of all vehicles from one 
intersection to another intersection and number of vehicles 
going from one intersection to another intersection. Decisions 
are made by parallel processing of sub-graphs. By analyzing 
the real-time traffic conditions the quickest road is found out 
by the proposed system.     

A framework [24] for Smart Transportation using Big 
Data is proposed. The framework consists of 4 layers: Input 
layer, storage layer, analysis layer and communication layer. 
Input layer deals with all kinds of data read from sensors like 
RFID, GPS etc.  The data in Storage layer is collected from 
heterogeneous sources. Data will be fetched from storage layer 
to analysis layer for analysis using different tools. Big Data   
technology can be used in smart transportation systems. 
Another study was conducted on smart transportation using 
Bluetooth devices in bus rapid system, Colombia [23]. The 
analytics was focused on the planning of bus rapid transit  
systems by  using OD matrix using Bluetooth signals presents 
in the BRT systems. It is used by the administrative authorities 
for planning of BRT systems and utilized the NoSQL 
approach for storing the database in cloud. The system offers 
web based and mobile app based interaction with the clients. It 
also offers a reduced cost, high scalable, reliable and fast 

deployment platform for collecting reliable data for 
processing. 

III CURRENT PLAYERS 

 CISCO: report pointed out that the devices connected to  
Internet exceeds number of people on earth and it will 
reach 50 billion in 2020. 

 Redhat: Fleet telematics solution (Italy), Smart toll 
collection system (EU roadway system). 

 Sensys Networks developed a magnetic sensor based 
system and micro radar sensor systems for use in traffic 
intersections.  

 MIT and University of Sri Lanka: Wireless sensors 
used to monitor the state of road surfaces. 

 Moovit app: provides more accurate and live information 
regarding timing and routes. Other Apps: Offi, Bosch City 
App. 

 Japan’s broadband accessprovides the facility of    
communication between people, people and devices, 
and devices to devices. 

 South Korea’s smart home enables their people to 
access things remotely. 

 FASTag (ICICI, AXIS bank and NHAI): Itis part 
of National Electronic Toll Collection (NETC) 
enables automatic deduction of toll charges and 
hassle free trip on national highways.  

 Delhi Integrated Multi-Modal Transit System 

Ltd: Wireless Traffic Signal Controller (Wi-TraC) 
and Red Light-Stop Line Violation & Detection 
System. 

 Some examples of Vehicular counting tools: 

 The COUNT cam will record 360 hours of video 
without  charging. It counts car, bikes, and 
pedestrians (Starting price $1000). 

 Video Turnstile people and vehicle traffic counting 
system: Using this system we can count vehicles 
moving in different directions. 

 PureTech's Video-Based Vehicle Counting. 
 At present, traffic information is commonly 

shared between different traffic agencies by means of 
voice or data communications. For such data 
communication between management centers, a common 
language and a frame of reference is required. There are 
many possible ways to analyze traffic data like manually 
counting each vehicle or through image processing, video 
analytics and so on. Manual counting involves a team to 
count each vehicle travelling on the road and update the 
statistics and a separate team is required to analyze these 
results of statistics. 

Limitations of the Existing System 

• Requires very huge man power. 
• Time consuming and cumbersome. 
• Create unmanageable traffic jams. 
• If there is no traffic, the team personnel still need to 
wait at junctions. 
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• Lack of traffic details to users: Present traffic systems 
fail to provide traffic information including busy/idle time 
and number of accidents happening. 
• The expense involved in maintaining the field 
components used is also high. 
• Setting up the framework initially is also difficult. 

IV MOTIVATION 

There are so many hurdles going to be faced to make 
the public transportation smarter. Presently there is lack of 
public domain data related to transportation in India. 
Researchers often finds hard to get human mobility details to 
perform data analytics.  Few short comings in smart 
transportation in India are:  
1.) No real-time arrival time predictor: Smart management of 

the traffic system with the provision of real-time information 

to the citizen based on the current traffic situation has a major 

impact on the citizen life. 

2.) No major Intelligent Transportation System [ITS] in Kerala 

and other Tier-1 and tier-2 cities in India: The big data 

generated by the vehicular network and traffic system should 

be utilized to analyze different aspects of smart transportation 

to obtain smart city.   

3.) Relationship between various congestion nodes needs to be 

analyzed before planning an infrastructure or after it’s been 

installed. Consider a route segment which consists of n 

congestion nodes. Many research works been conducted for 

evaluating factors affecting congestion nodes. But due to lack 

of study on how different congestion nodes are related, either 

regression based or correlation, deteriorates the scope of 

enhancement of ITS.  

4.) Difficulty in making algorithm for smart phone based 

application.  

5.) Lack of research about last mile connectivity issues.  

V PROPOSED ARCHITECTURE: 

The proposed system uses big data analytics tools 
like Hadoop version 3 for studying stored historical data and 
Apache Spark for real-time data analytics. Apache spark and 
Apache Hadoop offers flexibility of using various 
programming languages like Java, Python and Scala etc. The 
proposed system emphasizes the importance of Big-data 
processing using Hadoop in IoT based applications. The 
combination of big data, cloud computing and internet of 
things (IoT) is utilized in the proposed design. Currently there 
is increasing focus on using combination of these technologies 
to improve quality of life of common man. Availability of 
cheap IoT devices has enabled collection of large amounts of 
data with the help of sensors connected to the internet. This 
data can be leveraged using latest data analytical techniques to 
extract useful information.  Big data with large-volume, 
heterogeneous, autonomous sources with distributed and 
decentralized control, seeks to explore complex and evolving 
relationship among data. We initially propose to collect our 

data using RFID mechanism and GPS. With the substantial 
growth of location data, data analytics plays a significant role 
in analysing the data and in solving emerging problems in 
traffic management. We are planning to implement RFID and 
GPS modules in our college bus fleet and store the data using 
IoT module. The digital location data obtained from IoT 
module or GPRS module can be collected in real-time using a 
publicly accessible server. For this we need to put a server OS 
instance in listening mode linked with a public IP. The 
collected data can be used for performing various machine 
learning techniques. The storage data structure preferred is 
either multi-dimensional matrix or graphical representation.   

The proposed system evaluated various congestion 
nodes in 4 bus routes (Table-1). The congestion nodes are then 
evaluated for 2 month period from March 1st 2019 to April 
30th 2019. The proposed system helps in proper scheduling of 
buses. The graphical analysis helps to take decisions for 
deciding whether or not speed breakers or road bumpers are 
required by correlating the accident information with the day 
to day traffic analysis. The processed and analysed data shows 
interesting patterns of traffic. During Haj season, the traffic 
towards airport has spiked but other lane traffic remains 
almost constant. During Sabarimala season, the traffic towards 
Kottayam district and Thodupuzha district increased 
exponentially. The data collected helped local traffic officers 
better understand the traffic during day time and during 
various months. The proposed system gives directed design 
plans for laying funds in future infrastructure projects. The 
government agencies like public works department can get the 
fund allocated with authentic data without delays. The policy 
makers make use of such automated data collection system to 
get better idea about developing predictable models. The 
system can be effective if it can be integrated with cloud 
platform like Ubidot. Ubidot or other cloud platforms act as 
one of the future extension to the predictive automated 
counting system. Such integration gives better analytical 
decision making data in time for policy makers. 

The data obtained from Ubidot is collected and 
analysed for getting a better idea about the daily as well as day 
to day traffic details. The sensor data collected are processed 
using Hadoop system to get further analytical information 
regarding future traffic prediction. R programming can also be 
employed for getting more futuristic analytical information 
regarding future traffic patterns. 

 
Fig.2 Proposed Smart Transportation System Architecture 
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Basically the proposed system consists of four modules: 
 GPS module 
 IoT module for GPS data collection. 
 Server module for receiving data. 
 Mobile App Development module 

 The system will consist of a GPS module installed on 
every vehicle and receiver module installed on every 
control section. 

 The data generated for a period of time is collected and 
analysed to discover the usual congested routes. 

 Transmitter module transmits this information to control 
section. Control section along with software section 
processes the data. 

 It assesses the congestion nodes and constructs a graph 
based output so as to analyse the trends in traffic flow. 

 The useful information is made available to the end user 
through a mobile application. 

VI. RESULTS: 

The real-time datasets are provided by VTS 

(Vehicular Tracking System) systems implemented at Adi 

Shankara Institute of Engineering and Technology. We have 

evaluated four bus routes for our study covered by bus 

numbers: 10, 11, 12 and 13. The details of the route are shown 

in the table-1.  The test dataset for neural network analysis is 

collected from the month of February and the training dataset 

is fetched from the month of March.  Figures 3, 4, 5 and 6 

reveals the congestion points (Heat maps) during peek traffic 

hours from 7:30 AM to 8:30 AM and from 4:00 PM to 6:30 

PM. Red region represents heavy traffic, yellow regions 

represents moderate traffic and green regions represent normal 

traffic. The figures identified heavy congestion points at 

“Mattoor junction”, “Aluva bridge”, “Maradu junction”, 
“Kochi”, “Vytilla junction” and “Fort Kochi”. Our study 

identified moderate congestion points are “Aluva Metro 

Station” and “Kochi International Airport road”. We also 

extended our study using 4 bus routes as shown in figure-9.    

The system we modelled using the VTS datasets can 

be automated bye connecting the VTS database with machine 

learning front-end application. The front-end can be easily 

programmed using Python machine learning libraries which 

gives real-time graphical output related to various congestion 

nodes and clusters so that decision makers in government level 

can make use of these evaluated results when making fund 

allocation as well as resource allocation. The proposed system 

when evaluated over a period of months starts producing real-

time outputs in the google map showcasing whether signal 

light timings placed in one location needs to be decreased or 

not.   

 

 

 

Table.1 Bus routes taken for neural network analysis 
Bus no. Route 

10 Old NH47,Kumbalam north, Thoppumpadi to 

ASIET 

11 Bypass road, Irinjalakuda, Thrissur to ASIET 

12 Mulanthuruthy, Ernakulam to ASIET 

13 Kochi - Madurai - Dhanushkodi Road to ASIET 

 

 
Fig.3 Ernakulam congestion analysis 

 
Fig.4 Ernakulam bus route congestion analysis 

 
Fig.5 Kochi Airport congestion analysis 
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Fig.6 Aluva congestion analysis 

 
Fig.7 Ernakulam bus route congestion analysis 

 
Fig.9 4 bus routes congestion analysis 

VII. CONCLUSION 

 The proposed Machine learning based congestion 
prediction algorithm that used Logistic Regression gives a 
simple, accurate and early prediction of the traffic congestion 
for a given static road network which can be considered as a 
graph. The complexity of the algorithm mentioned above 
would be constant. So, this is can be effectively used by any 
devices which has a less computation capability and with less 
resources. As a future direction the traffic congestion 
prediction can be predicted using various Hybrid techniques 
which can give high accurate results. 
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Abstract: In this paper a unique approach towards 

decision making process and better quality care 

through Machine Learning (ML) concepts as an 
alternative mode by identifying the characteristics and 

patient satisfaction (PS) in health care system is 

proposed. Extracting the information from raw data 

using some algorithmic approach is known as Data 

mining. In this a ML approach is used in determining 
the patient satisfaction in health care sector. Applied 

regression models  to determine the patient satisfaction 

and also  correlation methods is identified  as an 

important attribute to be considered in determining the 

better quality in health care sets. The data set is taken 
based on the opinion on three types of data such as a) 

patient opinion towards hospital care b) nurse opinion 

towards workplace and c) Administrative aspects of 

healthcare. Our findings revealed high accuracy in 

Regression (88%), that helps in concluding by 
considering the administrative and workplace attributes 

related to patient satisfaction. The results are validated 

using traditional statistical methods like binomial 

correlation and linear regression. 

Keywords: Patient Satisfaction (PS), Machine 

learning(ML), Healthcare, Regression, correlation 

1. INTRODUCTION 

The recent trend in service sector evaluation is to 

consider end user satisfaction as one of the key 

constraint, as it is associated with satisfaction level in 

performance of business. In case of healthcare sector 

patient satisfaction plays a key role in evaluating the 

quality of service they provide. So far there is no 

clear picture on pre-defined data sets that has to be 

considered in evaluating the patient satisfaction, 

however each healthcare sector follows their own 

metric in evaluating this. Patient satisfaction is  

considered to be one of the key metric in evaluating 

quality of healthcare services and their decision 

making process, In turn this helps them to improvise 

their services in health care based on their marketing 

strategy and eventually targeting the patient 

satisfaction [1]. 

Pati    

              Patient satisfaction is considered to be one of the 

excellence that is linked with excellence of health 

care [2], as it is considered that mollified patient will 

have faith in the recommended cure that improves 

their life amongst others. The opinion from the 

patient helps the health care sector administration to 

measure and relate various departments, in 

progressing their existing services that they offer. 

The opinion also helps the doctors to treat the 

patients in a better way [3]. 

In various works different metrics are considered that 

predicts patient satisfaction in an incorrect mode as it 

is not directly related with quality of healthcare. The 

metrics that are considered in evaluation are 

communication with physician and nurses, waiting 

time, [4] timely services, access to the services [5]. 

Patient nurse ratio, working nature of attenders all 

related with the good quality of healthcare services 

that is associated with patient satisfaction. Maximum 

research works studies patient satisfaction using 

traditional statistical methods [5, 6]. Where there is 

limited data mining techniques are used in 

discovering healthcare services relating with patient’s 

view. To understand patient healthcare choice it is 

better to compare the old methods with new data 

mining concepts. [7] 

Data mining concepts is used to extract the needed 

information from big data that helps in decision 

making process both at organizational and medical 

fields. The main task in using this data mining 

technique is its type and diversity nature of the data 

along with omitted data. As many data is not 

available in the format needed for processing, it has 
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to be preprocessed to make it in a usable form 

(electronic form).  

But this problem is reducing in recent days as many 

of the health care sector became digitalized with their 

data in both medical and organizational levels. In this 

paper we access three data sets like patient view 

towards health care, nurse view towards workplace 

and Managerial aspects of healthcare. Data mining 

techniques are applied to extract the information 

about patient satisfaction in different ways. We try to 

implement machine learning techniques as an 

alternative method in extracting managerial and 

operative features which affect the views of patients. 

The resulted information can be considered for 

decision making and deriving hypothesis [8, 9]. In 

healthcare sector it provides support in decision 

making for both administrative and clinical cure to 

improve the service that they offer. [10] 

2. PATIENT SATISFACTION AND DECISION 

MAKING 

 This section is going to discover the factors related 

to patient satisfaction and the analysis of their results 

to administrative tactics for a health care services .  

2.1 Patient Satisfaction: 

When we think about patient care in health care 

sector, data plays a major role in analyzing personal 

experience factors that relates with patient 

satisfaction. Hush et al [11] mentioned in his work 

that  the researchers used least squares regression 

models to evaluate the correlation between various 

parameters, like issues related to various facilities 

available and the way they communicate in obtaining 

patient satisfaction among different patients who had 

taken care during the past five years. Patient 

satisfaction is measured to be decidedly correlated to 

personal experiences as well as hopes. Further studies 

show that the relations of the therapist with the 

patient as well as his/her complete experience 

correspondingly contributing factor that is considered 

to be significant than the real consequence of the 

treatment [11].  

 2.2 Organization and Consumer Satisfaction 

healthcare sector is considered as a service oriented 

and the patients as consumer the organization tactics 

is tested to yield the satisfaction. By assuming this 

model, various administrations are inspiring the 

customers that it is based on the choice satisfaction. 

[12]. Many research has conveyed the message that 

more personalized communication between the 

consumer and the administration leads to more 

satisfying experience.  

Additionally there is a demand from consumer 

related to the services offered has increased research 

area. Satisfaction plays a vital role in health care 

sector in determining their objectives related to both 

administrative and clinical aspects. The data obtained 

is used to decide and update the changes required in 

quality of service. 

3. PROPOSED METHOD0LOGY 

To obtain patient satisfaction from the given data sets 

we applied the known machine learning techniques. 

It is used to analyze huge data sets and their 

relationship between the data in turn it provides the 

meaningful information [13]. In this study we use 

Machine learning concepts which is dived into two 

categories as supervised and unsupervised learning. 

In supervised learning includes classification, 

regression prediction and time series analysis that 

helps in forming models that is used to classify new 

and unknown information. In unsupervised learning 

we use clusters in determining the different patterns 

and similarity between the data [14]. For our studies 

we used Regression concepts for analyzing the data 

the results are validated by linear regression and 

binomial correlation using traditional statistical 

method. 

3.1 Regression:  

Regression is a task used to predict the number such 

as Age, height, Income distance etc., It predicts the 

data where the target data is unrevealed. It is done by 

the statistical team by measuring the difference 

between the predicted and expected values. [15] 

Most widely used statistical technique that estimates 

the relationship between the variables is Regression.  

This model provides easy structure for describing and 

testing the hypothesis between the explanatory 

variable and a response variable 

Normally, a regression analysis is applied for (1) 

modeling the relationship between variables. (2) 

Predicting the target variable (forecasting). (3) 

Testing the hypotheses. Linear model is the very 

basic in regression analysis. It can be obtained by 

having n sets of observations {X1i, X2i, ..., Xpi, Yi}, 

i = 1, ..., n, that represents random sample from large 

dataset. It is expected that these observations satisfy a 

linear relationship  
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Yi = β0 + β1X1i + β2X2i + ...βpXpi + ǫi, i = 1, . . . , 

n where the β coefficients of unknown parameters, 

and the ǫi are random error terms. 

3.2 Prediction is a method used in predicting the 

outcome based on available data by incorporating 
with unavailable data sets of future 

4. RESULT ANALYSIS 

 

The main objective of this study is to examine the 

parameters of patient satisfaction and to study the 

above objective, response from 80 respondents that 
collected through online source. 

The opinion attitude towards Patient satisfaction 

consists of 5 determinants. These constructs are 

determined using Likert scale of 1 to 5 where 1 

denotes strongly disagree and 5 denotes strongly 

agree. The descriptive statistics of predictive statistics 

are depicted from the table 1 and table 2.It is denoted 

by chart in Figure1 and figure 2. 

The parameters of patient satisfactions (PS) are  

1. PS1- Patient level of education 

2. PS2- Patient care from nurses 

3. PS3- Patient care from doctors  

4. PS4- Patient opinion on hospital 

environment  

5. PS5- Patient opinion during discharge. 

 

 

Table 1. Descriptive Statistics of Patient Satisfaction 

 

 
Predictor Beta S ig 

PS1 0.093 0.00 

PS2 0.193 0.00 

PS3 0.245 0.00 

PS4 .097 0.00 

PS5 .490 0.00 

 

Table 2. Predictive Statistics of Patient Satisfaction  
 

 

 

 
 

Figure 1. Descriptive Statistics of Patient 
Satisfaction 

 

 

 

Figure 2 Predictive Statistics of Patient Satisfaction  
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Descriptive Statistics of 
Patient Satisfaction  

Mean Median Mode Std. Deviation

0.093 
0.193 

0.245 

0.097 

0.49 

0 0 0 0 0 0

0.2

0.4

0.6

PS1 PS2 PS3 PS4 PS5

PREDICTIVE STATISTICS 
OF  

PATIENT SATISFACTION 

Beta Sig

Descriptive 

Statistics 

PS1 PS2 PS3 PS4. PS5 

Mean 3.8250 3.9750 3.5125 3.7875 4.0250 

Median 4.0000 4.0000 4.0000 4.0000 4.0000 

Mode 4.0000 4.0000 4.0000 4.0000 4.0000 

Std. 

Deviation 
0.7424 0.7951 1.1691 1.0150 0.8855 
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From the correlation matrix it is evident that patient 

satisfaction is positively correlated with patient care 

from nurses, patient care from doctors and patient 

opinion during discharge. The correlation is  

significant from the above table. Linear regression is 

applied with dependent variable patient satisfaction 

and patient level of education, patient care from 

nurses, patient care from doctors, and patient opinion 

on hospital environment and patient opinion during 
discharge as predictor variable. 

 

 

 

 

 

 

 

 

Table 3. Prediction of Output Variable 

 

 

 
 

Figure 3. Prediction of Output Variable 

 

From the Table 3  and Figure 3 it is evident that the r

egression model statistically predicts the outcome var

iable that is Patient satisfaction as p value is less than 

0.05.Therefore we can conclude that the relationship 

between Patient satisfaction and different predictor v

ariables is significant. Therefore we can conclude tha

t there is linear relationship between patient satisfacti

on and five predictor variables 

 

 

 

5. CONCLUS ION: 

In this paper we discussed various parameters that is 

related to patient satisfaction in a hospital 

environment, from the perception of a consumer 

service model. In this we used the data available from 

various consumers to provide a valid view point to 

the organization in setting the services related to 

patient satisfaction. Here regression technique is used 

to derive the correlation factor using correlation the 

results are predicted with predicted variable by 

obtaining the significant result. It is thus concluded 

that the linear relationship is obtained between 

patient satisfactions correlating with predicted 

variable. In this we try to give a model that will help 

in decision making process of the organization 

focusing on the parameters specified in turn which 

builds a safe and support healthcare environment  
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Abstract— Wireless Sensor Networks(WSN) are characterized by
highly application specific nature, stringent resource constraints,
self-organizing,  spatio-temporal  traffic,  and  large  dynamic
topology with several contradicting design goals. Of these design
goals, network life time and energy efficiency are considered as of
paramount  importance.  Many existing  research  works  have
stressed on developing techniques to extend the network life time
and achieve energy efficiency of WSN. Some of these techniques
include the application of Tree as a data structure.  The authors
of this paper has made an attempt to present a critical study of
research works which have applied different variants of Trees for
extending network life time and energy efficiency. Also, the paper
mainly tries to present the theoritical discussion on performance
implications of application of variants of trees,  advantages, and
disadvantages alogn with the causes.. The paper further tries to
articulate the possible feasibility of the application of Red Black
Trees (RBL) in WSN and explain the major constriants in WSN
which may bring issues in applying the concepts of RBLs in  their
original form.  

Keywords— Wireless Sensor Network (WSN), Tree Based 
Approaches, Red Black Tree, Network Life Time, Energy 
Efficiency

I. INTRODUCTION

Wireless  Senor  network(WSN)  is  composed  of

thousands  of  sensor  nodes  spread  across  large  geography,

possibly,  for  monitoing  phenomenon  of  the  interest.

Applications  of  WSN  range  from  home  automation  to

industrial and very specific uses like defence applications etc.

However, WSN are characterized by serveral unique features

like contradicting design goals, stringent resource constraints,

and  highly  application  specific  nature.  Due  to  these  wide

varying  applications WSN are evolving as a new paradigm

for information processing [1][2].

The contradicting constraints  on resources  lead to two very

important  design  goals:  improving  network  life  time  and

energy efficiency.

      The large number of sensor nodes and associated unique

features & constraints make these wireless sensor networks to

be  unable  to  adapt  to  any  kind  of  global  addressing

mechanisms and/or comon solutions [1].

     In this regard, a novel architecture & design of WSN, its

protocol stack, layer wise open issues have been discussed in

detail,  along with description of some of the existing WSN

specific protocols as solutions to some of the open issues, in

[1].  The need for self-organization and some solutions for the

same have been presented elaborately in [3]. 

Thus,  with  the  above  general  background  about

WSN,  the motivation of this paper is to attempt to present a

detailed survey of the various existing works which proposed

application  of  Tree  as  a  data  structures  and  Chain  concept

from discrete mathematics for achieving energy efficiency and

extended the network life time. For details on Chains one can

refer to [53] or [54].

Further, the organisation of this paper is as follows:

section II  presents  the detailed literature  survey  of  research
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works,  the  theoritical  discussion  on  the  implications  of

application of tree data structures  is presented in section III,

section IV presents discussion on feasibility & limitations in

case of applying  Red Black Trees in WSN, and the paper will

be  concluded  in  section  V mentioning  the  scope  for  future

research using red black trees.

II. LITERATURE SURVEY

Wendi  et  al  have  proposed  a  work  involving

clustering  for  energy  efficient  communication  resulting  in

severn times efficiency in energy [4]. Huang et al proposed an

energy efficient routing scheme for WSN based on clustering

with  the  use  of  minimum  spanning  trees  degree

constrained(CMST-DC)[6]. 

 Z.  Han  et  al  proposed  an  efficient  routing  by

constructing  routing  tree  (GSTEB)[5].  Weighted  Spanning

Tree variant of LEACH (WST-LEACH) was proposed in [7] .

Geographic  and  Energy  Aware  Routing  (GEAR)  algorithm,

claimed  to  perform  noticebaly  better  than  any  non-energy

aware routing algorithms[8]. 

B.  Krishnamachari  et al[9] have discussed in detail

about  the  infulence  of  source-destination  placement,

communication network density, and the energy costs on each

other. 

A.  Boulis  [12]  proposed  distributed  estimation

algorithm to explore energy-accuracy subspace for subclass of

periodical data collection problems.

     Y. Yu et al [13] explores energy-latency trade off to a great

deal.  

H. O. Tan and I. Korpeoglu[14] proposed a new work

consisting of two new algorithms, with power efficiency as

their  major  design  goals,  called  as  “Power  Efficient  Data

gathering and Aggregation Protocol(PEDAP)”.  

A  near-optimal  chain-based  protocol  with  energy

efficeint  as  its  primary  design  goal,  called  Power-Efficient

GAthering  in  Sensor Information Systems (PEGASIS),  was

proposed by [15].   Joanna Kulik et al [16] proposed Sensor

Protocols  for  Information  via  Negotiation(SPIN)  family  of

protocols  ,  claiming  75%  energy  efficiency  but  incurr  lot

meta-data usage. T. He et al [17] proposed a research work by

using feedback between sensor nodes.

 Nahdia Tabassum et al[18] proposed a work which is

energy aware version of periodical data collection. Further the

same authors present two more improved works in [19] [20]

which are based on ‘chain’ concept and claim to achieve 15-

30% extended network life time and 90-95% energy efficiency

K. Du et al [21] also present a similar chain-based improved

algorithm for data gathering, called 'Chain Oriented SEnsor

Network' (COSEN).

Heuristics  based  aggregation  tree  construction  for

data gathering had been discussed in detail in [22]. 

K. Kalpakis et al [23] attempted to propose a novel

solution for extending life time of network for data gathering

purposes.  Another work intending to extend the life time of

network  for  data  aggregation  is  presented  by  B.  Hong and

V.K. Prasanna [24]. 

N. Sadagopan et al [25] focused on maximizing the

data collected than so far considered parameters. However, F.

Ordonez  et  al  [26]  presented  a  more  interesting  work

concerning  the  same  maximization  of  data  collection  but

amidst  of  energy  constraints  while  providing  flexibility  to

choose trade off depending upon the design requirements. 

Another  research  work intending to  extend the life

time of the network for data aggregation was presented by Y.

Xue et al [27].

Kyung  tae  kim  et  al  [28]  proposed  an  idea  of

construction of trees for the purpose of data collection, which

was  termed  by  authors  as  Tree-Based  Clustering  (TBC).

Further,  authors  claim  that  the  proposed  work  outperforms

when compared to PEGASIS and LEACH.

P. Parthasarathy and R.Karthickeyan [29] presented a

research work to improve the life time of the network for data

aggregation purposes. 

Mohammad Abdus Salam and Tanjima Ferdous [30]

present  a  detailed  survey  of  Tree-based  data  aggregation

works  for  WSN in  detail.  Dreef  et  al  [31]  focused  on  the
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application of Tree  as  a  data  structure to achieve  improved

security. 

Hussain, S et al [32] proposed a work for hierarchical

clusters  operating  in  distributed  fashion.  It  was  a  modified

version of Kruskal’s minimum spanning tree (MST). 

Gupta, S et al [33] analysed the issues with broadcast

and  convergecast  trees  and  attempted  to  provide  improved

solution. Application of Spanning trees for energy-aware data

aggregation was considered in the work by M. Lee et al [34]. 

Genetic  Algorithms  were  also  considered  for  the

benefit  of  data  aggregation  with  trees  being  used  data

structures in the works like [35] and [36]. 

The network life time maximization was attempted as

an Linear Programming problem in[37] and was interested in

studying the impact of multiple sinks. 

Another application of tree data structure was found

in  the  research  work  by  OmPrakash  Gnawali  et  al  [38].

Further,  two  more  improvements  were  suggested  to  the

original  CTP as  presented in  [41] and [42].  Research  work

presented in [43] attempts to evaluate the performance of CTP

and other variants of it using Castalia simulator. Further, some

improved versions of CTP were published in the works [44] &

[45] .

III. ADVANTAGES, DISADVANTAGES, & PERFORMANCE

IMPLICATIONS OF APPLICATION OF TREE DATA

STRUCTURES IN WSN

Main advantage of MST and BST variants of trees is

that they are easy and simple to implement. But, at the same

time they  have  several  disadvantages.  In  case  of  minimum

spanning  trees,  they  have  varying  path  lengths  along  with

many  instances  being  applicable.  Most  frequently  followed

algorithms for constructing minimum spanning tree have been

shown to run with complexity of O(m log n) where 'm' is the

number of edges in the resultant spanning tree and 'n' is the

number of nodes. Any other variants of binary trees are also

having varying depths and operational costs (time complexity)

depending  upon  the  circumstances.  For  example,  simple

binary search tree may often show the performances for best

case as O(log n) and for worst case can degrade to O(n) when

it becomes unbalanced, where 'n' is the number of nodes in the

tree. Thus, the time taken to perform operations is less if the

height of the search tree is small; but if its height is large, their

performance may be no better than with a linked list.

* highlight the issues of this delay in wsn.

Further, AVL trees impose rigid balance on the tree

structure leading to slow and costly operations. 

But,  all  the  above  discussed  variants  of  tree  data

structure are not well suited for application in WSN. Major

reasons  for  such  infeasibility  come from two aspects.  First

aspect  of  such  infeasibility  is  that  most  often  applied  tree

variants  in the existing works are  going to demonstrate  the

worst  performance  in  case  of  frequent  insert,  delete  and

lookups in trees with arbitrarliy longer depths. 

Second aspect of such infeasibility stems from some

important  unique  features  of  WSNl  ike  highly  dynamic

topologies, frequent need for self-reconfiguration etc. 

Further, normal  datastructure  algorithm for  trees  is

different than trees in WSN. Because, in normal datastructure

single system handles insertion, deletion of node along with

building  the  tree.  But  in  WSN,  many  things  happens  in

parallel.  For example, all nodes in one hop distance to sink

node, may join sink node, sequentially, one after the other. For

example, if 4 nodes are there in one hop distance to sink then

it may take 4 x time required to join one node to sink, as the

total time. However, the nodes in 2 hop distance to sink, will

join the one hop nodes and it can happen parallelly.  So the

time  calculation  or  algorithm  complexity,  in  fact,  varies

depending on these parallel activities happening. It also varies

based  on  sink  position.  Most  often,  many of  these  parallel

activities  will  be  affecting  a  particular  parent  in  localized

fashion. And, most influencing factor in WSN, while applying

Tree data structures, is  the number of hops or reachability to

sink than hieght/length of tree/path. 
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IV. Red Black Trees(RBL): Feasibility, Potentials, and

limitations for Application in WSN

Red Black Trees are a variant of self-balancing trees.

The nodes in RBL are differentiated as red and black nodes.

Further, every path in RBL from root to leaf has same number

of black links.  In  RBL at most one red link in-a-row or path

from root to leaf is permissible.  Height of tree in case of RBL

is less than 2 log (n + 1).  

These RBL trees have been proven to show best and

constant  performance where  insertion,  deletion and lookups

are frequently performed. Because of this reason it may seem

that  the  RBL are  well  suited  for  WSN  where  topological

changes bring in frequent node insertion, deletion, and lookup.

The only disadvantage is that they are comparatively difficult

to be implemented.  More details on these Red Black Trees

can be found in references like [47][48][53].

However,  RBL trees put a restriction that all parent

nodes must have same number of leaf nodes. This restriction

puts  a  difficulty  in  WSN,  as  the  nodes  can  be  deployed

randomly which makes meeting this restriction infeasible most

often.  Additionally,  in  WSN  topology  creation  depends  on

communication range too.   Thus,  several  unqiue  aspects  of

WSN may expect some variant of RBL, but not exactly the

original RBL concept, to be applicable for improving network

life  time  & energy  efficiency.  More  research  need  to  take

place  with focus on exploting the benefits  of RBL towards

improving the performance of WSN while circumventing the

limitations imposed by RBL on WSN.

V.  CONCLUSIONS

WSN  have  found  wide  spread  application  in  different

domains. The WSN are also characterised by peculiar features

and conflicting design goals making them different from other

types of networks. Various techniques like application of data

structures  etc  have  been  considered  in  the  earlier  research

works  to  improve  the  overall  performance  and  specifically

energy efficiency and network life  time. In this regard,  this

article made an attempt to present, as far as possible, a critical

study  of  existing  research  works  which  applied  tree  data

structures for improving the energy efficiency and extending

the  network  life  time  of  WSN.  Further,  the  theoritical

discssion on the implications of  applying different  types of

tree  data  structures  on  the  overall  performance  and

specifically towards the energy efficiency & network life time

was  also  presented.  Also,  this  artcile  presented  a  brief

discussion on the possible potentials for  application of Red

Black Tree as data structures for improving energy efficiency

and network life time along with mentioning the design issues

likely to be manifesting on the way in such attempt. The paper

is concluded with stress  on need  for  elaborated  research  in

future in this regard. Authors of the paper are making research

on the different novel approaches of using Red Black Trees in

WSN and hopeful  of presenting the research reseults to the

research community soon.

REFERENCES

[1] F. Akyildiz, W.Su, Y. Sankarasubramaniam and E. Cayirci, “Wireless
sensor networks: A Survey”,  Computer Networks,  Vol 38, Issue 4 ,
393-422, 2002.

[2] Feng Zhao and Leonidas J.  Guibas, “Wireless Sensor Networks:  An
Information Processing Approach”, Elsevier Publications, 2007

[3] K. Sohrabi,  J.  Gao, V.  Ailawadhi  & G.J.  Pottie,  “Protocols  for  Self
Organization of a Wireless             Sensor Network”, IEEE Personal
Communication, Vol. 7, Issue 5, pp. 16-27 (October 2000)

[4] Wendi  Rabiner  Heinzelman,  Anantha  Chandrakasan  and  Hari
Balakrishnan, “Energy-Efficient Communication Protocol for Wireless
Micro Sensor Networks”, Proc. International Conf. System Sciences,
2000.

[5] Z.  Han,  J.  Wu,  J.  Zhang,  L.  Liu,  and  K.Tian,  "A General  Self-
Organized Tree-Based Energy-Balance Routing Protocol for Wireless
Sensor Network ", 2014

[6] Huang, Y., Lin, J., and Liang, C. "An energy efficient routing scheme
in  wireless  sensor  networks",  22nd International  Conference  on
Advanced  Information  Networking  and  Applications  Workshops,
IEEE, pp.916-921, 2008.

[7] Chen,  P.,  Gong,  S.,  Zhang,  H.  "Weighted  spanning  tree  clustering
routing algorithm based on LEACH ", 2nd International Conference on
Future Computer and Communication (ICFCC'10), IEEE, pp. V2-223 –
V2-227, 2010.

[8] Yan  Yu,  Ramesh   Govindan,  Deborah  Estrin,  “Geographical  and
Energy Aware Routing: A Recursive Data Dissemination Protocol for
Wireless Sensor Networks”, 2001

[9] B.  Krishnamachari,  D.  Estrin,  and  S.  Wicker,  “The  impact  of  data
aggregation  in  wireless  sensor  networks”,  Proc.  22nd  International
Conference on Distributed Computing Systems Workshops, July 2002,
pp. 575-78.

[10] E.J.  Duarte,   Melo,  and  M.  Liu,  “Data-gathering  wireless  sensor
networks:  organization and      capacity”, Computer networks:  The
International  Journal  of  Computer  and  Telecommunications
Networking , vol. 43, no. 4, Nov. 2003. 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1493



[11] K. Vaidhyanathan, S. Sur,  S. Narravula,  P. Sinha, “Data aggregation
techniques  sensor  networks”,  Technical  Report,  OSU-CISRC-11/04-
TR60, Ohio State University, 2004.

[12] A. Boulis, S. Ganeriwal and M. B. Srivastava,  “Aggregation in sensor
networks:  An  energy-accuracy  tradeoff”,  1st  IEEE  International
Workshop on Sensor Network Protocols and Applications , USA, May
2003.

[13] Y.  Yu,  B.  Krishnamachari,  and  V.  K.  Prasanna,  “Energy-latency
tradeoffs  for  data  gathering  in  wireless  sensor  Networks”,   IEEE
INFOCOM, March 2004.

[14] H.  O.  Tan  and  I.  Korpeoglu,  “  Power  efficient  data  gathering  and
aggregation in wireless sensor networks”, SIGMOD Record , vol. 32,
No. 4, December 2003, pp 66-71.

[15] S.  Lindsey,  C.  Raghavendra,  and K.M. Sivalingam,  “Data  gathering
algorithms in sensor  networks using energy metrics”,  IEEE Trans.
Parallel and Distributed Systems , vol. 13, no. 9,  September 2002, pp.
924-935.

[16] Joanna Kulik, Wendi Rabiner, Hari Balakrishnan, “Adaptive Protocols
for  Information  Dissemination  in  Wireless  Sensor  Networks”,
Proceedings  of  5th  ACM/IEEE  Mobicom  Conference,  Seattle,  WA,
August 1999 

[17] T.  He,  B.M.  Blum,  J.A.  Stankovic,  and  T.   Abdelzaher,  “AIDA:
Adaptive application- independent data aggregation in wireless sensor
networks,” ACM Transactions on Embedded Computing Systems , vol.
3, no .2, May 2004, pp.  426-457.

[18] Nahdia Tabassum, Quazi Ehsanul Kabir Mamun and Yoshiyori Urano,
“An Energy aware Protocol for periodical data collection in wireless
sensor networks”, 2007

[19] Nahdia  Tabassum,  Quazi  Ehsanul  Kabir  Mamun,  A K  M  Ahsanul
Haque, Yoshiyori Urano, “ A Chain Oriented Data Collection Protocol
for Energy-Aware and Delay Constrained WSN”, African Journal of
Information and Communication Technology.  Vol 2 No. 3,  Sept '06,
126-136 (2006).

[20] Nahdia  Tabassum,  Quazi  Ehsanul  Kabir  Mamun,  Yoshiyori  Urano,
“COSEN:  A  Chain  Oriented  Sensor  Network  for  Efficient  Data
Collection”,  Third  International  Conference  on  Information
Technology: New Generations (ITNG'06) , 2006

[21] K.  Du,  J.  Wu  and  D.  Zhou,  “  Chain-based  protocols  for  data
broadcasting and gathering in  sensor networks,” International Parallel
and Distributed Processing Symposium , April 2003

[22] M. Ding,  X.  Cheng  and  G.  Xue,  “Aggregation  tree  construction  in
sensor  networks,”  2003          IEEE  58th  Vehicular  Technology
Conference, vol.4, No.4, October 2003, pp 2168-2172.

[23] K. Kalpakis, K. Dasgupta and P. Namjoshi,  “Efficient algorithms for
maximum lifetime data gathering and aggregation in wireless sensor
networks,” Computer Networks , vol. 42, no. 6, August 2003, pp.697-
716.

[24] B.  Hong,  V.K.  Prasanna,  “Optimizing  system  lifetime  for  data
gathering in networked sensor systems,” Workshop on Algorithms for
Wireless and Ad-hoc Networks ( A-SWAN ), August 2004, Boston.

[25] N. Sadagopan, and B. Krishnamachari, “Maximizing data extraction in
energy-limited   sensor  networks,”  INFOCOM  2004  ,  vol.3,  March
2004, pp. 1717-1727

[26] F. Ordonez, and B. Krishnamachari, “Optimal information extraction in
energy-limited  wireless  sensor  networks,”  IEEE Journal  on Selected
Areas in Communications ,  vol.  22, no. 6,  August   2004, pp. 1121-
1129.

[27] Y.  Xue,  Y.  Cui  and  K.  Nahrstedt,  “Maximizing  lifetime  for  data
aggregation  in  wireless  sensor  networks”,   ACM/Kluwer  Mobile
Networks  and  Applications  (MONET)  Special  Issue  on  Energy

Constraints and Lifetime Performance in Wireless Sensor Networks ,
Dec. 2005, pp. 853-864.

[28] Kyung tae  kim,  chang hoon lyu,  sung soo moon,”  TBC for  energy
efficient  WSN”,  Proc.  Int’l  Con.  Advanced Information  Networking
and Application Workshop,2010.

[29] P.  Parthasarathy,  R.Karthickeyan  ,  “Tree  Based  Data  Aggregation
Algorithm  to  Increase  the  Lifetime  of  Wireless  Sensor  Network”,
International Journal of Innovative Research in Science, Engineering
and Technology(IJIRSET), Volume 3, Special Issue 1, February 2014, 

[30] Mohammad  Abdus  Salam,  Tanjima  Ferdous,  “Tree-based  Data
Aggregation  Algorithms  in  Wireless  Sensor  Networks:  A Survey”,
Proceedings  of  the  2012  International  Conference  on  Industrial
Engineering and Operations Management Istanbul, Turkey, July 3–6,
2012

[31] Dreef,  D.,  Sun,  B.,  Xiao,  Y.,  and  Wu,  K.  "Secure  data  aggregation
without  persistent  cryptographic  operations  in  wireless  sensor
networks",  25th  IEEE  International  Performance,  Computing,  and
Communications Conference (IPCCC'06), IEEE,pp. 635-640, 2006

[32] Hussain, S., Yang, L., and Gagarin, A., "Distributed search for balanced
energy  consumption  spanning  trees  in  wireless  sensor  networks",
International  Conference  on  Advanced  Information  Networking  and
Applications Workshops, IEEE, pp. 1037-1042, 2009.

[33] Gupta,  S.,  Schwiebert,  L.,  and  Annamalai,  V.  "On  tree-based
convergecasting  in  wireless  sensor  networks",  IEEE  Wireless
Communications and Networking (WCNC), pp. 1942-1947, 2003

[34] M. Lee and V.W.S. Wong, “An Energy-aware Spanning Tree Algorithm
for Data Aggregation in  Wireless  Sensor  Networks,”  IEEE PacRrim
2005, Victoria, BC, Canada, Aug. 2005. 

[35] O. Islam and S.  Hussain,  “Genetic  Algorithm for  Data  Aggregation
Trees in Wireless Sensor Networks”, 3rd International Conference on
Intelligent Environments,  Ulm, 24-25 September 2007, pp. 312-316,
doi:10.1049/cp:20070386

[36] Ali  Norouzi,  Faezeh Sadat Babamir,  Zeynep Orman, “A Tree Based
Data Aggregation Scheme for Wireless Sensor Networks Using GA”,
Wireless  Sensor  Network  Journal  (Scientific  Research  Publication),
2012, 4, 191-196  

[37] Y.  Xue,  Y.  Cui,  K.  Nahrstedt,  “Maximizing  lifetime  for  data
aggregation  in  wireless  sensor  networks,”  ACM/Kluwer  Mobile
Networks  and  Applications  (MONET)  Special  Issue  on  Energy
Constraints and Lifetime Performance in Wireless Sensor Networks ,
Dec. 2005, pp.853- 864.

[38] OmPrakash Gnawali, Rodrigo Fonseca, Kyle Jamieson, David Moss,
and Philip Levi, “ Collection Tree Protocol”, In Proceedings of the 7 th

ACM  Conference  on  Embedded  Networked  Sensor  Systems
(SenSys2009), Berkeley, CA, USA, November 2009.

[39] Ugo Colesanti and Silvia Santini, “The Collection Tree Protocol for the
Castalia Wireless Sensor Networks Simulator”, Technical Report 729,
Department of Computer Science, ETH Zurich, Zurich, Switzerland,
June 2011

[40] Ugo Colesanti and Silvia Santini, “ A performance evaluation of the
collection tree protocol based on its implementation for the Castalia
wireless  sensor  networks  simulator”,  Technical  Report  681,
Department of Computer Science, ETH Zurich, Zurich, Switzerland,
August 2010.

[41] Jingjing Zhang, Zhenqi Yang, Baowei Wang,Huiyu Sun and Xingming,
“E-CTP:  An  Energy-balanced  Collection  Tree  Protocol  for  Power
Constrained Wireless Sensor Networks, International Journal of Grid
and Distributed Computing.Vol.7, No.2 (2014), pp.115-126

[42] Fariborz Entezami, Martin Tunicliffe, and Christos Politis, “RCTP: An
Enhanced  Routing  Protocol  Based  on  Collection  Tree  Protocol”,
International  Journal  of  Distributed Sensor  Networks,  Volume 2015,
Article ID 363107

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1494



[43] Pranesh V Kallapur, Vibha Prabhu, “Performance Analysis of LEACH,
CTP,  E-CTP  Using  Castalia  Simulator”,  International  Journal  of
Computer  Networks  and  Wireless Communications(IJCNWC),  Vol.
No. 5, Issue No. 3, June 2015  

[44] Pranesh  V Kallapur,  Vibha  Prabhu,  “Improved  Variant  of  CTP for
Enhanced Data Delivery Ratio and Reduced Computation Overhead”,
IEEE International Conference On Applied and Theoretical Computing
& Communication Technology(ICATCCT-2015), 29-31 October, 2015,
India, DOI : 10.1109/ICATCCT.2015.7456984

[45] Pranesh  V Kallapur,  Vibha  Prabhu,  “Enhanced  Variants  of  CTP for
Improved  Data  Delivery  Ratio  and  Energy  Consumption”,  IEEE
International  Conference  On Applied  and  Theoretical  Computing  &
Communication  Technology(ICATCCT-2015),  29-31  October,  2015,
India DOI:10.1109/ICATCCT.2015.7456976

[46] Liehuang, Z., Yuanda, C., Dazhen, W., and Hong, T., "A novel tree-
based  authenticated  dynamic  group  key  agreement  protocol  for
wireless  sensor  network  ",  International  Symposium  on  Electronic
Commerce and Security , IEEE, pp. 540-544, 2008

[47] https://www.cs.cmu.edu/~fp/courses/15122-f10/lectures/17-rbtrees.pdf,
Lecture Notes on Red/Black Trees, Frank Pfenning, CS Department,
CMU

[48] https://dspace.mit.edu/bitstream/handle/1721.1/37150/6-046JFall-
2004/NR/rdonlyres/Electrical-Engineering-and-Computer-Science/6-
046JFall-2004/B3727FC3-625D-4FE3-A422-
56F7F07E9787/0/lecture_01.pdf,  Erik  D.  Demaine  and  Charles  E.
Leiserson, 2015, MIT

[49] Athanassios Boulis et al., “Castalia: A Simulator for Wireless Sensor
Network”, http://castalia.npc.nicta.com.au/

[50] Castalia  User's  Manual  -
http://castalia.npc.nicta.com.au/documentation.php

[51] Pediaditakis D, Tselishchev Y, Boulis A, “Performance and Scalability
Evaluation  of  the Castalia  Wireless  Sensor  Network  Simulator”,
Proceedings of the 3rd International ICST Conference on Simulation
Tools.

[52] Fei  Yu,  “A Survey  of  Wireless  Sensor  Network  Simulation  Tools”,
http://www1.cse.wustl.edu/~jain/cse567-11/ftp/sensor/index.html  

[53] https://www.cs.princeton.edu/courses/archive/fall06/cos226/lectures/ba
lanced.pdf

[54] Discrete Mathematical Structures, Bernard Kolman, Robert C Busby,
Sharon Cutler Ross

[55] http://textofvideo.nptel.iitm.ac.in/106106094/lec40.pdf         

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1495

https://www.cs.princeton.edu/courses/archive/fall06/cos226/lectures/balanced.pdf
https://www.cs.princeton.edu/courses/archive/fall06/cos226/lectures/balanced.pdf
http://castalia.npc.nicta.com.au/documentation.php
https://dspace.mit.edu/bitstream/handle/1721.1/37150/6-046JFall-2004/NR/rdonlyres/Electrical-Engineering-and-Computer-Science/6-046JFall-2004/B3727FC3-625D-4FE3-A422-56F7F07E9787/0/lecture_01.pdf
https://dspace.mit.edu/bitstream/handle/1721.1/37150/6-046JFall-2004/NR/rdonlyres/Electrical-Engineering-and-Computer-Science/6-046JFall-2004/B3727FC3-625D-4FE3-A422-56F7F07E9787/0/lecture_01.pdf
https://dspace.mit.edu/bitstream/handle/1721.1/37150/6-046JFall-2004/NR/rdonlyres/Electrical-Engineering-and-Computer-Science/6-046JFall-2004/B3727FC3-625D-4FE3-A422-56F7F07E9787/0/lecture_01.pdf
https://www.cs.cmu.edu/~fp/courses/15122-f10/lectures/17-rbtrees.pdf


A Survey of Privacy Leakage and Security Vulnerabilities in the 

Internet of Things 
Amit Kumar Tyagi [0000-0003-2657-8700] 

School of Computing Science and Engineering 

Vellore Institute of Technology, Chennai Campus, 

Chennai, 600127, Tamilnadu, India. 

amitkrtyagi025@gmail.com 

 

Deepti Goyal 

Department of Computer Science and Engineering, 

Lingaya’s Vidyapeeth, Faridabad - 121002, 

Haryana, India 

deeptigoyal1994@gmail.com

Abstract. Due to recent development in technology, today’s we are 

insisted to connect every object (device) with updated technology 

(i.e., which can run through connected via internet). Some examples 

like smart agriculture, smart homes, smart city, etc., are some 

applications of advancement in integration of Internet of Things 

together. Today’s Internet of Things (IoT) or Internet Connected 

Things (ICT) are connected everywhere, with every-applications 

which is used to build a smart environment (with physical world). In 

general, these internet-connected devices (in integration) provide 

efficient services to users/ human. In other words, people life 

becomes easier to live with such devices in different applications (like 

smart transportation, smart cities, smart homes, smart grid, etc.). 

But, using these devices in their daily life, people are very much 

concern about “their personal information” or “their co-ordination/ 

location”. So a question raised here: “Is it (personal information) 

safe with these (such) devices”? Do we know what is coming to our 

life/ in near future via leaking of privacy (or tracking our footprints) 

by these smart devices? When these devices are connected together, 

they build an ecosystem together for human being/ for many 

applications. A lot of data is being captured and transformed into 

valuable forms, which is used in future for increase productivity by 

firms/ organisation (in many application areas), ranging from 

automated home appliances, smart grids and high-resolution assets, 

to product management. This captured and collected data creates 

several issues, so it requires new/ useful strategies of enhancing the 

present status of IoT by incorporating (or overcoming) security and 

privacy into its current design, structure and implementation. Hence, 

this article explains such issues (in IoT) like privacy breaches, 

security vulnerability etc., in clear manner. 
 
Keywords – Internet of Things (IoTs), Internet Connected Things, 

Privacy, Security, Cyber- Attacks, and Internet of Thing’s 

Applications. 

  

I. Introduction  

  

In the past decade, several security vulnerabilities are being found 

in Internet of Things/ Cyber-Physical Systems like robotics/ 

electronic power grid, intelligent transportation systems, and 

medical devices, and so on. The term ‘Internet of Things (IoTs)’ 

was first coined by the cofounder and Executive Director of MIT’s 

Auto-ID lab, Kevin Ashton in the mid-1990s [1]. There are salient 

attributes across array of definitions, such as sensors, things, 

people, process, automation, data, network, connectivity, 

convergence, and intelligence. Hence, Internet of Things (or 

Internet Connected Things or Smart Things) can be defined as 

“Intelligent interactivity between human and things to exchange 

information and knowledge for new value creation”. Billions and 

billions of devices are getting connected to the internet everyday 

as hardware is getting cheaper and smaller to fit into even the 

tiniest object. Manufacturers are connecting even the mundane 

kitchen gadgets to the internet to do some little work. Over a period 

of time, it is possible to turn the dumbest thing into a smart device. 

For example, a washing machine manufacturer collecting data to 

understand the product’s wear and tear to build a better version in 

future (i.e., for future customers). However, a customer is always 

unaware from this kind of strategy of manufactures. So, in future 

we may expect a device to be unexpectedly smart. This scenario is 

the outcome of industries who are just thinking ways to make a 

device IoT enabled rather than thinking whether they should make 

a device IoT enabled or not. Interestingly it is not the consumer but 

the manufacturer who is benefitting by collecting data. Every 

manufacturer’s primarily intention is to digitalize things to collect 

data. Manufacturer first aim is to attract many customers (with 

putting security risks at side), to make maximum profits and to 

stand in competitive market. Also, the customers wanted 

themselves to be updated with the latest technological innovations 

and are ignoring the associated security risks. A lot of data (called 

Big Data) is being generated by internet of Things (internet) and 

its integration. Also, this generated data is being collected on a 

cloud. On another side, cloud is the backbone for the Internet of 

Things, through which we can share resources anywhere, anytime. 

As IoT devices or this technology evolves, human being become 

more familiar with smart things/ these devices. So, we use these 

internet connected/ IoT devices for solving some real world’s 

problems/ tasks related to real-time scenarios like self-driving cars 

or health care, etc. But as the data becomes more critical, we need 

more useful, sufficient analytics tool (approaches) to manage, 

store, secure and process information. Note that as data changes 

from critical to hyper-critical, we require more advanced security 

protocol systems. But a serious question arises here, who will fix 

these security issues in devices and at which level/ layer of 

communication/ implementation?  

  Internet of Things provides several benefits to users, and has the 

potential to change the ways that user’s interact with technology. 

In near future, the Internet of Things is being integrating with 

virtual world with physical world (together), which is difficult to 

protect. From a security and privacy perspective, the predicted 

pervasive introduction of sensors and devices into currently 

intimate spaces like home, car, and with wearables and ingestible, 

even the body, it poses particular challenges. As physical objects 

are increasing in our daily life (according to our needs), then in 

future, detection and sharing of observations about us (by devices) 

will be increased automatically, i.e., we will require to protect our 

privacy. The IoT has the potential to connect 10X as many (28 

billion) “things” to the Internet by 2020, ranging from bracelets to 

cars (in near future). Note that the Internet of Things (IoT) is 

emerging as the third wave in the development of the Internet, in 

1990s’ Internet wave was the first one, whereas in 2000s’, mobile 

wave was the second one [2]. With decreasing prices/ cost of 

sensors, processing power and bandwidth to connect devices are 

enabling ubiquitous connections right now. Pervasive computing 

follows 6A’s, authorized access to anytime‐anywhere‐any device‐
any network‐any-data. Internet of Things (IoTs) makes a smart 

environment in integration of together [3], in this smart 

environment several smart things works together smartly, security, 

and efficiently. In the development of the Internet of Things (IoT) 

devices/ smart things, several issues like security, privacy, 

scalability, lack of standards, etc., (already) has been raised. 

Loopholes in security (badly configured devices) may provide a 

backdoor to unknown/ malicious users/hackers. Internet of Things 

devices are becoming more attractive to human beings (now days) 

than any other technologies (e.g., mobile phones), which access 

user’s most sensitive information/ personal data, i.e., social 

security numbers and banking information. This is an essential 

issue overcome/ to received attention from research community. 

 

A. Component of Internet of Things 

  

With knowing total number of connected devices with Internet of 

Things (IoTs), we can derive the phenomenon of a network/ 

understand a network clearly (for which application IoTs are 

working). Here, IoT is “a complex eco-system encompassing all 

aspects of the Internet, including analytics, the cloud, application, 

security and much more” [1, 3]. In technical words, connecting 
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devices/ things with internet used three main technology 

components, i.e., physical devices with sensors/ connected things, 

connection and infrastructure, and analytics and applications). The 

following enabling technologies with Internet of Things are 

included as: 

• Radio-Frequency IDentification (RFID): They help in 

automatic identification of anything they are attached to 

acting as an electronic barcode. 

• Wireless Sensor Networks (WSN): A sensor network 

consisting of a large number of intelligent sensors, 

enabling the collection, processing, analysis and 

dissemination of valuable information, gathered in a 

variety of environments. The components that make up 

the WSN monitoring network include: WSN hardware, 

WSN communication stack, Middleware and Secure 

Data aggregation. 

• Addressing Schemes: Internet Protocol version 6 (IPv6) 

is used for identifying the IoT devices uniquely as it is a 

key aspect for controlling and monitoring the devices. 

• Data Storage and analytics: Billions and Billions of IoT 

devices are producing continuous streams of data. In 

order to process the data collected and gain knowledge 

we require AI based machine learning algorithms. These 

algorithms need to be interoperable and adaptive. 

• Visualization: Visualization is the key to the success of 

any IoT application. Visualization techniques help the 

end users in making quick decisions. 

An IoT device can be classified further into two categories, i.e., 

Physical objects (i.e., smartphone, camera, sensor, vehicle, drone, 

and so on), and Virtual objects (i.e., electronic ticket, agenda, book, 

wallet, and so on). In simple terms, IoT is a combination of 

embedded technologies including wired and wireless 

communication sensors and actuator device and physical objects 

connected to the internet. An IoT system has four major 

constituents: a). Sensors that collect data from smart devices b). 

Input which activates the sensors c). Data analysis that is 

performed to extract useful information. d). A monitoring system 

for ensuring security and privacy of the information.  

  Hence, this section discusses about several things likes 

introduction and essential components of IoTs. Further, the 

organization of this paper is discussed as: Section 2 discusses a 

vision for future, i.e., how near future can be changed/ will be with 

Internet of Things and Machine Learning or intelligence together. 

Further, section 3 discusses about some current trends in IoTs 

technologies. Then several Threats to Internet of Things 

Ecosystem like human and cyber-attacks (also some vision of IoTs 

in future) are being discussed in section 4. Further, we will secure 

an IoT ecosystem using some preventive and cryptographic 

mechanisms in section 5. Then, security and Privacy Goals with 

internet of Thing’s Devices (via a 3600 view) have been discussed 

in section 6. Before conclusion, some challenges in IoTs devices/ 

with internet connected things have been discussed in section 7. In 

last, this work is concluded with some future work (scope) in 

section 8. Note that in this work, we have used terms ‘Internet of 

Things’ with ‘Internet Connected Things’ or ‘Smart Things’ 

interchangeably. 

 
II. How Internet of Things is affecting User’s Privacy? 

 

Generally, Internet of Things enabled devices are physical gadgets 

with built-in Internet connectivity that allow data transmission 

[10]. But, a user is unaware what is happening in the background, 

i.e., a user have no indication that anything is happening in back-

send. Are these devices are supporting users in a positive ways or 

in negative ways? For example, a movie named “Spy in the sky” 

was released in 2015.In this movie, user’s location or movement 

was getting traced by drones (in form of/ like a bird). Such 

incidents are possible in real-world also. As another example, a 

hacker or antivirus companies have added some patches with their 

antivirus update, to get end-user activities. Even hackers can send 

malicious files to an end user which may control end user’s 

systems/devices entirely. As discussed above, increases in 

connected devices/ IoTs are the main causes in generating a lot of 

data. Also, using devices by several people without knowing such 

technology/ device or having low security in respective devices are 

the main reason of losing their footprints to other users/ attacker/ 

hacker. IoTs are much helpful in building Cyber Physical Systems 

(CPSs), but providing automation to machines or every work may 

harm to society/ people via tracing their movements (or footprints). 

These are is no guarantee that these devices will not track user’s 

movements or reveal this collected information to other user/ 

outside world. Internet of Things device are being used in several 

applications like industries/ industrial intent, personal medical 

devices, smart home, wearable, smart city, smart grid, connected 

car, smart retail, smart supply chain, smart farming, etc. [2]. Apart 

that, today’s IoT devices are resilience to several attacks like 

TREsPASS attack, Distributed-Denial-of-Service, Falsification 

attack, Man-in-Middle attack. Hence, with such attacks, hacker/ 

attacker breach or track or interfere into user’s personal life/ daily 

life. In summary, a user may be traced in public places by several 

devices or by his own devices (like smart phone, laptops, or nay 

internet connected devise, etc.). Also, he/ she can be traced by 

hackers/ machines/ robots (i.e., a cyber-physical system) in his/ her 

home. A robot can look to his owner, i.e., at what time which work 

he/ she is doing and so on. According to that, machine/ robot may 

use this information/ traces/ patterns against his owner (in future) 

only. For example, in a movie named “Edward Snowden” which 

was made on true incident. In respective movie, Central 

Intelligence Agency (CIA) looks into its citizen’s life and traces 

every movement of its citizens. Together this, CIA read all 

messages through mails, phones, etc., of its citizens (also put 

surveillance on its citizens). Hence, there was no privacy 

protection mechanism, even companies made to bind to share their 

user’s data with the respective government. As another example, 

in China (now a day) mobile companies have to share its user’s 

data with respective governments (as a mandatory rule). Such 

examples are complete violation of personal privacy. Basically, a 

user’s privacy need to be protected and kept preserved, because 

privacy a fundamental right for citizens of a country (e.g., India, 

USA, etc.). 

  Hence, major security issues in IoTs/ Internet Connected Devices 

are: handling data encryption, data authentication, IoT hardware 

issues, hardware testing (as inevitable), and managing updates (in 

devices). Also, major trust issues in IoT are: lack of security, 

leaking of privacy/ tracking footprints of users, safety (smart locks, 

etc.). To overcome such raised issues in IoTs, we need to fulfil 

some goals with respect to privacy and trust. Primary security goals 

in IoT are confidentiality, integrity, authentication and 

authorization, availability, accountability, auditing, non-

repudiation. On the other hand, privacy goals in IoTs are: privacy 

in devices, privacy during communication, privacy in storage, 

privacy in processing, identity privacy and location privacy and 

building trust with respect to respective service provider (who own 

IoTs devices). Hence, this section discusses about how internet 

connected devices may affect user’s privacy in a crowd places and 

non-crowded places. Now how IoTs can be useful to a human 

being can be discussed via two scenarios (see figure 1). Here, we 

need to discuss one day of a user with two different scenarios [4, 

5], in that we are finding that intelligence or machine learning are 

much helpful/ in helping them to get ready for next day (for job/ 

work). Hence, what we noticed from the discussed scenarios 

(discussed in [4]]). We learned here, differences among life living 

with and without intelligence, and importance of Machine 

Learning or intelligence/ artificial intelligence in near future. For 

new users, no matter when a user gets up, shower and coffee are 

being ready without ever-getting the chance to waste water or 

warm or cold using intelligence with (in) IoTs devices. Smart 

things keep/ perform event in flow/ in manner (see figure 1). Above 

all tasks which were done by user only (in scenario 1), can be done 

in sequential or in parallelized way with Intelligence. But, 

depending more on technology also creates several problems like 

leaking of privacy/ personal information, storing information 

without user’s permission, trust, safety, etc. 
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Figure 1: Flow of Events with Internet of Things and new 

Technology like Machine Learning, or Deep Learning [4] 

 

Hence, this section discusses about internet connected things, i.e., 

how they (IoTs) are changing human’s being life or making their 

life better. Later, this section also discusses uses of IoTs (with 

intelligence or machine learning) in human’s being life with an 

example (i.e., with two scenario). Now next section will discuss 

about the technologies which are trending now and in near future.  

 

III. Technologies Trending Now and in Near Future  

  

As discussed above, most of the benefits (from cloud based IoTs) 

are coming with huge risks, like losing of privacy loss and security 

breaches. To secure the IoT devices (also to preserve privacy of 

user in IoTs), several novel ideas/ proposed work have been 

proposed by many researchers [6]. The Internet is the main 

backbone for making a communication among devices/ machines, 

also a platform to reveal people’s information to malicious users/ 

hackers. In 1990, internet/ worldwide web (a method of publishing 

information on the Internet) created by Tim Berners-Lee [7, 8]. 

Today’s Internet users are in billions, it is being in maximum 

devices (i.e., interlinked human and creates new generations of 

interactive experiences). In near future, Internet will be used with 

billions of IoTs/ IoT ecosystems (a world of networked smart 

devices equipped with sensors, connected to the Internet, all 

sharing information with each other without human intervention). 

It is because today Internet has a lot of information (due to having 

a large network of information). In simple terms, Internet became 

a bigger platform/ source of information (also it is due to large 

number of websites available on it). 

Value Propositions: With the rise of internet connected devices 

and connected individuals, technology experts forecast four 

components like Big data, cloud, social media, and mobile devices/ 

things [4]. Interaction of these components (together) will fuel and 

shape the IoT to a new level. The ‘Internet of Things’ generate a 

lot of data (called as ‘Big Data’), which is used by data scientists, 

researchers or organisations (or manufacturer) to do prediction/ 

make some decision for future. The volume of data attributable to 

the ‘Internet of Things’ is substantial. As sensors (embedded in 

IoTs) interact with the other things (or devices), ‘Things’ such as 

RFID tags generates huge and huge of data. In result, traditional 

tools fail to handle this large amount of data. Today’s digital 

processing becomes a requirement of feasibility. The velocity of 

data associated with the ‘Internet of Things’, is compared with 

traditional transaction processing, explodes as sensors can 

continuously capture data. The variety of data is generated by 

‘Internet of Things’ is also increasing/ changing frequently (due to 

using different types of sensors in different applications). The 

veracity of data in the ‘Internet of Things’ may also be improving 

as the quality of sensor and other data improves over time. For 

example, use of Radio Frequency Identification (RFID) tags 

generates much more reliable information than a decade ago. Such 

high volumes of data, coupled with an increasing velocity of data, 

along with an increased variety of data, illustrate the push by the 

‘Internet of Things’ to generate ‘Big Data’. Hence, a 3600 view of 

IoTs Things/devices can be discussed in following applications: 

• IoTs for manufacturing 

• IoTs for retail 

• IoTs for electronics 

• IoTs for automotive 

• IoTs for energy and utilities 

• IoTs for insurance 

• IoTs for industrial 

• IoTs for aviation 

Above discussed point and uses of IoTs in several applications has 

been discussed in [3]. Hence, this section discusses trending 

technology of Internet of Things (IoTs) in several applications. 

Now, next section will discuss several raised threat in an IoT 

ecosystem.  

 

IV. Potential Threat to Internet of Things Ecosystem 

  

As discussed in [1, 4], ‘Internet of Things’ Generates ‘Big Data’, 

above discussed points are four pillars (of technology), which are 

interconnected with each other and work efficiently (with respect 

to cost and accessing to find/ search records over records or a 

database). But, IoTs have different views/ aspects for these pillars, 

i.e., tracking or leaking information of user to malicious users (by 

malicious systems/ devices, for example, in a Hollywood movie 

“Eagle Eye”, released in 2008, in that computer systems or army 

personal track a user or its location everywhere with the help of 

small drone) [4]. As many as devices are being with other smart 

devices (IoT), researchers require to test several security, 

scalability, critical concerns etc. Through this, researcher tells to 

world about possible security vulnerabilities (or key threat) in IoTs, 

i.e., not having proper security measures for large network of IoTs. 

The key threat vectors explained in [11], also discussed here in 

brief:  

a) Threat Posed by Compromised Devices: As we all know 

IoT devices contain information and the attacker have the 

potential target to exploit that information, for example, 

User installs a security camera, it could expose personal 

information of user. This information can be hacked 

easily and the attacker can control and manage it [4, 11]. 

Can we put trust on these devices? If yes, then how 

much? This question is really a tricky one.  

b) Threat over Communication Link: A network of 

connected IoT devices transmits a lot of data, during this 

transmission lots of attacks are possible which is too 

dangerous. Note that this communication can be 

intercepted, captured, or manipulated (or shared with 

others/ unknown users) during transmission. For 

example, an attacker may trace the footprints of a user via 

his/ her communication, on the other side, attacker may 

track energy usage to plan an attack on the entire smart 

system. Here, successful attacks may affect trust among 

user, devices, firms and manufactures (of such devices) 

with respect to data transmitted in IoT infrastructure.    

c) Threat on the Master: This threat is against manufacturer 

and Cloud Service Provider (CSP) raises issues like 

safety, trust and privacy. Manufacturers and IoT cloud 

both contain trillions amount of data which is highly 

sensitive and a strategic asset because it is determined by 

analytics process. Note that this has higher competitive 

information in view of underground APT (Asia-Pacific 

Tele-community) group, if leaked/ intercepted. If the 

Master is compromised, it gives opportunity to an 

attacker to manipulate many devices at once, some of 

which may have already been deployed in the field.   

Besides all the IoT application benefits, several security threats in 

IoTs are observed and discussed in [4, 11]. Note that the internet 

connected devices (or internet of things) or machines are extremely 

valuable to cyber-attackers for several reasons: 

i. Most Internet Connecting (IoT) devices are operating by the 

users who have less knowledge of cybercrimes. Then, it is 

easy to gain physically access to smart device by an intruder 

(attacker). 

ii. Most IoT components communicate over wireless networks 

where an attacker could obtain confidential information by 

eavesdropping. 

iii. Most IoT components cannot support complex security 

schemes due to low power and computing resource 

capabilities. 

 

a. Human Threats 
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Malicious human activity always a dangerous threat to our 

systems/ computing device, for example, an employee (of an 

organisation) may try to tamper with or destroy or leak data [12]. 

Human is constantly trying to find new ways to annoy, steal, and 

harm. Human threats are categorized into the following: 

• Unstructured threats consist of users which are less 

experienced and hack the data by using available hacking 

tools. 

• Structured threats consist of users who can understand, 

develop and can exploit codes and scripts for example, 

structured threat, i.e., Advanced Persistent Threats (APT) 

[13]. Here, APT is defined as “a sophisticated network 

attack targeted at high-value information in business and 

government organizations, such as manufacturing, 

financial industries and national defense, to steal data” 

[14]. 

Hence due to weaknesses in security vulnerabilities or Rogue 

security software, malicious users can enter in another user’s 

system and can steal their data. 

 

b. Common Cyber-Attacks 

 

Using malicious code, i.e., in form of worms, virus, etc., Cyber-

attacks are being done to harm users or their data (which is a 

cybercrime due to stealing of information and identity theft of 

users). In general terms, Cyber-attack is an attack is “any attempt 

to expose, alter, disable, destroy, steal or gain unauthorized access 

to or make unauthorized use of an asset” [15]. Generally, cyber-

attacks are socially or politically motivated on internet-connected 

systems/ things, i.e., stealing, altering, or damaging someone 

information on an internet connected system/ things. Today’s 

several attacks have been performed or formed one thing/ 

computer (system) to another things/ computer (systems). Many 

attacks on these things (internet connected devices) have been 

detected in the past decade. Some of these Cyber-Attacks on IoTs 

are listed here as: 

1. Physical attacks: It is the subset of physical threats. Attack 

means that there is some attacker and his intention to do 

attack and tempers with hardware components. Most of 

the devices typically operate in outdoor environments, 

which are highly vulnerable to physical attacks. 

2. Reconnaissance attacks: It is unauthorized discovery and 

mapping of systems, services, or vulnerabilities, for 

example, scanning network ports [16], packet sniffers 

[17], traffic analysis, and sending queries about IP address 

information. 

3. Denial-of-Service (DoS): A Denial of Service (DoS) 

attack happens when a service that would usually make a 

machine or network resource unavailable to its intended 

users. In this attack , the attacker (hacker) sends excessive 

messages asking the server to authenticate requests that 

have invalid return addresses 

4. Access attacks: The attacker wants to gain to a system 

network, where the intruder has to find out the 

vulnerabilities or weaknesses in the network 

authentication, i.e., FTP and web services. This attack is 

of two types: Physical access and Remote access. 

5. Attacks on Privacy: Privacy protection in Internet 

connecting things (like autonomous vehicles, intelligent/ 

smart vehicles, etc.) is always a challenging task in IoT 

because of the huge information is easily available (being 

collected by smart devices) through remote access. The 

most common attacks on user privacy are:  

• Data mining: The attacker can extract useful 

information and patterns from data in large 

databases. 

• Cyber espionage: The attacker use malicious 

software and cracking techniques to steal the 

secret information of the individuals, 

organizations or the government. 

• Eavesdropping: listening to a conversation 

between two parties [20]. 

• Tracking: The attacker can track the movements of 

the user with the help of devices Unique 

Identification Number (UID), for example, mobile 

number. 

• Password-based attacks: Such attacks attempts by 

malicious users to duplicate a valid user password 

into two different ways via dictionary attack 

(making possible combinations of letters and 

numbers, i.e., guessing user passwords) and brute 

force attacks (using some hacking/ cracking tools 

to try all possible combinations of passwords to 

break user passwords). 

6. Cyber-crimes: Now days, these smart devices are being 

used (using internet) for other uses rather on their actual 

uses, i.e., used to exploit users and data for materialistic 

gain, such as intellectual property theft, identity theft, 

brand theft, and fraud [18, 19, and 21]. 

7. Destructive attacks: Space is used to create large-scale 

disruption and destruction of life and property. Examples 

of destructive attacks are terrorism and revenge attacks. 

8. Supervisory Control and Data Acquisition (SCADA) 

Attacks: As any other TCP/IP systems, the SCADA [22] 

system is vulnerable to many Cyber-attacks [23, 24]. The 

system can be attacked in any of the following ways: i) 

Using denial-of-service to shut down the system. ii) Using 

Trojans or viruses to take control of the system. For 

example, in 2008 an attack launched on an Iranian 

nuclear facility in Natanz using a virus named Stuxnet 

[25]. 

Some other cyber-attacks are: Phishing. Man-in-the-middle attack, 

Denial-of-service attack, SQL injection, Zero-day exploit, etc. We 

need to remember here that as the number of IoT devices are 

integrating together and becoming a reality to user’s life, and then 

obviously several security threats also will be occurred. Everyday 

unfortunately, IoT devices are getting new attacks (with new 

mechanisms, code). 

 

c. Vision of the Internet of Things 

 

As discussed IoTs are being used everywhere now days. Also we 

find that several threats have been mitigated on IoTs devices. So, 

a manufacturer (of these devices) needs to build these devices in 

future with considering issues like privacy, safety, and quality of 

life (for other user/ firm, which will use it in a distributed multi-

user system with internet). Internet of Things is being look at outer 

world in the following way 

a) Large Scale Ubiquitous and Pervasive Connectivity: 

Today’s in vision of the IoT, these devices are using in 

creating smart environments, i.e., to makes energy, 

transport, cities, etc., more intelligent [29]. Integration of 

IoTs makes an environment which provides efficient 

services to users anytime, anyplace (using optimal path). 

IoTs in near future will be used in several areas like 

businesses and industrial Internet (with creating an open, 

global network of people, data, and things).  

b) Context-Aware Computing: It requires most in Internet 

of Things, i.e., users require awareness of the computing 

elements (to optimize their performance and to enable 

services customization). Also, creation of smarter 

environments, entertainment and business applications 

(which are beneficial to users) would require acquiring, 

analysing and interpreting important context information 

about users. 

c) Seamless Connectivity and Interoperability: Internet 

Connected Things or IoT requires seamless connectivity 

and Interoperability, so that context information can be 

shared among heterogeneous devices. 

d) Network Neutrality: Network neutrality (a part of vision 

of IoTs) states that “no bit of information should be 

prioritized over another”. So the principle of connecting 

any device to other devices from anywhere at any-time 
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make most optimal physical path between the sender and 

the recipient in a network/ communication. 

Hence, this section discusses about several threats notified in the 

IoT ecosystem. Also, this section discusses about human and 

cyber-attacks (including vision of IoTs things) in detail. Now, next 

section will discuss some mechanism to secure an IoTs ecosystem 

in detail.  

 

V. Securing Internet Connecting Things Ecosystem  

  

As we all know, IoT will be a game changer for the applications 

and business but it will raise issues like security and privacy on a 

large scale and requires attention from manufacturer. In general, 

IoT security depends on the ability to identify devices, protecting 

IoT hosting platform, and protecting data (collected by smart/ IoT 

devices) and share this data with Trusted IoT Device (a trusted 

device is required to be reliably identifiable and associated with a 

manufacturer/ provider. Sharing information with trusted entities 

only increase trust among users and on technology. Now, here we 

are discussing all necessary tasks/ components to require/ secure 

an IoT ecosystem. 

 

a. Maintaining Data Integrity with Internet of 

Things/ Internet Connected Things 

 

Internet of Things promises to open up new opportunities for 

businesses to offer exciting services. These days insurance 

companies are installing IoT devices in the vehicles to collect the 

data about health and driving details of user to take decisions about 

the insurance claims. To prevent the data from the malicious user, 

the data should be encrypted at network layer. Blockchain 

Technology (first time used in Bit coin: A Crypto- currency [30], 

in 2009) can be used to fulfil this wish, i.e., can provide higher 

security to a distributed, decentralized and centralized system.

  

 

b. Establishing Trusted Identity Internet of Things  

  

As discussed above, Internet of Things is built on a network of 

uniquely identifiable devices, whereas, public key cryptography 

plays a biggest role in establishing trusted identities (in IoTs). 

Public key cryptography used a concept of using two different keys 

to share any information among systems/ users. Where one of the 

key is made public (i.e., public key) and the other is kept private 

(i.e., private key). Information can be read if both of the keys apply 

correctly on encrypted information. This process is done by a 

Certification Authority (CA). Also, trust can be built via creating 

blocks and storing encrypted information in blocks with consisting 

information with respect to previous and next block’s records (i.e., 

a Blockchain concept) in an IoT environment. 

 

c. Establishing a Public Key Infrastructure for 

Internet of Things  

 

 As discussed above, identity infrastructure is built on both/ 

combination of public and private keys. If a private key is not kept 

secure/ private, then credibility of respective key may get 

compromised. The secure generation and storage of these keys is 

paramount. Public Key need to be secured by a novel propped 

solution (which is properly implemented with some real world 

attacks) against tamper-resistant hardware / to protected stored 

data. Using this mechanism, we can easily mitigate an attacker/ 

attack in a network.  

 

d. Protecting Aggregated Big Data with Encryption  

 

The data collected, transmitted, and stored in clouds/ IoT can be 

protected using encryption mechanisms. We can use Blockchain 

technology to secure this data, i.e., storing this data in blocks (after 

encrypt) then make a connection with next blocks (according to 

data/ information). A data is situated in two forms (in a cloud/ IoTs 

communication) like data at rest (static) and data in mode 

(dynamic). 

• Protection of Data at Rest: When IoTs devices are 

communicating, then they generating a lot of data, which 

is stored at several locations with secure mechanisms. 

Encrypting this data and keeping it at server side provides 

scalable, cost effective storage, and fast processing in 

near future. These encryption mechanisms provide 

availability, integrity and usage of respective collected 

data (i.e., accessible all time to users). Storing this data 

with protected manner and avoiding any possible entry 

point to any malicious users/insider is an essential issue 

to overlook/ focus in near future. To overcome this issue 

of protecting stored data, firms/ organizations need to use 

sufficient encryption mechanism (after compression of 

data)/ lock down sensitive data at rest in big data clusters 

(without affecting systems/ devices performance). For 

that, it requires transparent and automated file-system 

level encryption that is capable of protecting sensitive 

data at rest on these distributed nodes.  

• Protection of Data in Motion: Encrypting communicated 

data presents a unique challenge because it has a high 

variety and increasing at a higher rate. As data moves 

from one location to another, it is highly vulnerable to 

attacks like fibre tapping attack, man in middle attack, 

etc. Note that an attacker can listen a communication 

(which is being with two parties/ devices) with 

tempering/ attaching a cable (with fibre coupling device) 

and no device (or mechanism) can detect it. In this, 

attacker can record all activity that runs across a network, 

and data is captured and stolen without the owner’s 

knowledge (even sender and receiver’s knowledge). In 

worst case, this type of attack can also be used to change 

data, and has potential to override the controls on the 

entire system. Note that encryption is also required at the 

back-end infrastructure level of manufacturers, cloud 

service providers, and IoT solution providers.  

A data can also be protected using Blockchain concept. Security 

can be provided to any types of data via creating blocks and storing 

encrypted data/ information in blocks with consisting information 

with respect to previous and next block’s records. This process is 

clearly impossible to compromise (except in case of covering 

majority of blocks) by any attacks. Note that Physical security is 

probably more of an issue, since these devices are usually out in 

the open or in remote locations and anyone can get physical access 

to it. Once someone has physical access to the device, the security 

concerns rise dramatically. Hence this work presents several 

suggestions or techniques to (provide security) securing an IoT or 

Cloud based IoT ecosystem. Now, next section will discuss several 

security and privacy required in IoTs (via 3600 view). 

 

VI. Security and Privacy Goals with internet of Thing’s 

Devices (via a 3600 view) 

 

In above discussion (in section 5), storing or learning patterns of 

user’s daily activities is ok, but it is critical when it is shared with 

unknown device/ users. It is a major and essential challenge (issue) 

to overcome. Privacy is a fundamental right, which needs to be 

protected. It can be protected with complete isolation from outside 

world/ Internet-world. A user starts to interact with other devices/ 

people; he/she starts sharing/ is willing to share information about 

itself with others. Hence, some privacy goals in IoT based Cloud 

are included as: 

• Privacy in devices: When a user sends information from 

one device to another, then this personal/ sensitive 

information of users may be leaked to other devices (or 

users). It (privacy breaching) is also possible in case of 

device’s theft or loss. In summary, it depends on physical 

and commutation privacy. 

• Privacy during communication: When a device is 

connected to another device, it depends on availability, 

integrity and reliability of a device to reveal its service to 

another device. Here to reduce the breaching of 
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information/ privacy, we need to make communication 

with devices only when there is a need. 

• Privacy in storage: In this, a device which is not in use or 

in its ends of life, then storage information in such 

devices (or IoTs) needs to be protected from reaching in 

hands of illegal users. Such information may use by 

attacker to blackmail the respective users (in future). It 

means data should be protected which is stored in such 

devices. Hence, a proper deletion and wipe off (of 

storage) of devices is required for avoiding any kind of 

attack. 

• Privacy in processing: It depends on device and 

communication integrity [26]. Data (or information) 

should be disclosed to or retained from third parties 

without the knowledge of the data owner. 

• Identity privacy: Every device has some unique identity 

which should be identified by the authorized person/ 

device only (to avoid any attacks like privacy breaching, 

etc.). 

• Location Privacy: It is the geographical position of 

relevant device should only discovered by authorized 

entity (human/device) [27, 28]. 

• A user consists data, information, identity, location and 

genomic types of privacy in communication of/ with 

internet of things. Such types of privacy contain valuable 

and sensitive information, which require protection 

against malicious users. Similarly, some security 

protection required with IoTs as: 

• Security of IoT devices: Security of IoT ecosystem need 

to be provided physically. When an IoT ecosystem is 

being like smart grid, then from we require some 

manpower/ human being to take care that site, i.e., 

protection site against any kind of damages. For example, 

organisations are hiring persons for taking care of their 

infrastructure (i.e., in telecom industry).  

• Security in IoT devices: Proper encryption mechanism, 

efficient algorithms to collect data in a database, access 

control to known users, etc., are some essential 

components need to include when IoTs devices is being 

used. 

Hence, this section discusses several security and privacy goals 

with respect to internet connected things via 3600 view. In this, we 

find that privacy of information stored/ communicated in devices 

should be persevered and protected, also security of devices and 

enough level of security need to be provided in IoTs. Now, next 

section will discuss about some challenge in IoTs. 

 

VII. Issues and Challenges in Internet Connected Things 

 

In the past decade, several challenges have been investigated in 

IoTs. We need to focus on these challenges to encourage higher 

growth rate of IoT (in near future), and to provide opportunities to 

future researchers to do their research work. Industry also can 

consider these challenges to capture new competencies and 

capacities. These challenges (investigated in an IoT ecosystem) 

can be discussed as: 

• Infrastructure: An Infrastructure is an environment which 

is interoperable, trustable, mobile, distributed, valuable, 

and powerful for provide services to human beings. An 

IoT ecosystem consist several emerging applications in 

it, i.e., like Smarter Cities, Smart Grid, Smart Building, 

Smart Home, Intelligent Transport Systems, and 

ubiquitous healthcare, etc. Due to that, large numbers of 

address schemes are required to provide address to each 

and every connected IoTs (to offer offers scalability, 

flexibility, tested, extended, ubiquitous, open, and end-

to-end connectivity). Note that Addressing schemes are 

used to identify with respect to identify sender’s 

identification/ location, to provide security to devices. 

• Data and Information: Lots of data is being generated 

with these devices (in integration), which is a major 

challenges to handle, and analysis. Modern analytic tools/ 

new big data solutions are required (by service providers) 

to analyse data, and discover relevant trends and patterns 

for future purpose. 

• Security and Privacy: The smart devices connected to the 

internet connected devices (ICD) helps consumers, or 

industries or service providers (in many ways) to increase 

business (or solve queries of users). Smart devices 

transmit data, with compiling it (in shorter form) to end 

users. Third parties users like researchers, health care 

providers, etc., can use this information for their research 

purpose. But again, leaking of privacy or breaching of 

privacy, trust issues will be arises in an IoT ecosystem. 

• Ecosystem: The IoT revolution is on peak. Each city or 

machine is being embedded with smart devices or 

internet of things. ‘Things’ already have a lot of 

information of users. This information is being used to 

produce new facts/ information, communicate, and to 

become an integral, essential part of the Internet. In near 

future, the market for IoT will reach approximately 

£200bn a year (worldwide) with new and innovative 

business models, applications and services developing 

across different sectors of the economy. Such smart 

innovation in several areas will improve growth of 

respective areas (using efficient, better wireless 

connectivity, system integration and decision-support 

tools). 

 

A. Challenges in Internet of Things 

 

A key challenge in machine learning is “How to represent the Input 

Data and what are possible Security Attacks and System 

Vulnerabilities”? There has been a lot of work done in the scenario 

of IoT security up till now. The related work can be divided into 

system security, application security, and network security. Some 

few problems in this regard can be included as: 

a) Design of Service oriented Architecture (SoA) for IoT: 

SoA needs to handle a large number of devices connected 

to the system which phrases scalability issues. Here in 

this challenges like: data transfer, processing, and 

management become a matter of burden. 

b) Heterogeneity: IoTs is having a complicated 

heterogeneous network platform. This, in turn enhances 

the complexity among various types devices through 

various communication technologies showing the rude 

behaviour of network to be fraudulent, delayed, and non-

standardized. The management of connected objects by 

facilitating through integration between devices, for 

example, hardware components and/or software services, 

and administering them after providing addressing, 

identification, and optimization at the architectural and 

protocol levels is a serious research challenge. 

c) Lack of Service Description Language (SDL): In network 

services, a lack of a Service Description Language makes 

the service development, deployment, and resource 

integration difficult by extending the product 

dissemination time (due to/ causing loss in market). A 

Novel SDL may and change or solve several problems 

like product dissemination. We must identify a 

commonly accepted SDL, so powerful service discovery 

methods and object naming services need to be 

implemented.  

d) Lack of a Unified infrastructure: IoT is designed with a 

traditional network/ IoT makes CT environment. This 

environment is affected by its connection. So, we require 

a unified information infrastructure to connect large 

number of IoTs devices (to produce real-time data). 

e) Handling Large Data base: Today’s existing/ Traditional 

Data Base Management System (DBMS) cannot handle 

the originated data, because of the huge data (generated 

or collected). The current fault tolerance system is in 

capable of managing the high speed generated data. A 

new IoT based data centric architecture need to be 

proposed to tackle this issue. 
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f) Format of Data generated by IoTs: The data generated 

from IoTs devices (connected through internet) will be in 

present in different volume, variety and formation. So big 

data/ IoTs generated data specific design should be 

invented to handle these types of data. 

 

B. Issues in Internet of Things 

 

IoT system includes large number of nodes which should be 

identified uniquely in the network configuration. Since the IPv4 

numbered addresses are about to exhaust, so we have to find a new 

addressing scheme like IPv6 to configure all IoTs devices. Further, 

different devices use different protocols to handle hardware/ 

software compatibility, this is also a major issue with IoTs. Hence, 

the lack of standardised tools for security, communication and 

identification need to be developed to make the IoT ecosystem 

efficient, accurate and safe (privacy preserved). In summary, 

information security and data privacy protection are two major 

concerns in IoT. Having highly complex, deployment, mobility 

and heterogeneous in nature, IoT always faces severe security and 

privacy threats. From [4] and above discussion, we conclude that 

“privacy protection in IoT environment is more vulnerable than in 

traditional Information and Communications Technology (ICT) 

network due to the large number of presences of attack vectors on 

IoT entities”. A popular example can be discussed as: “IoT based 

health care monitoring system will collect patient’s data (e.g., heart 

rate, pulse, body temperature, respiration, etc.) and later on send 

this information directly to the doctor’s office or hospital via 

network (Internet)”. As the time of data transfer over the network, 

if patient’s data is stolen or misplaced serious risk may arise which 

can cause even death to the user. In such situation, it is noticed that 

most of the architectures do not include privacy, and security 

aspects into the respective concept which is drawback that needs 

to be clarified. Hence, as we have discussed in above sections that 

Data is collected or produced in raw form, i.e., consist non-relevant 

handouts. And this generated data is too helpful in decision making 

in several applications. The value of this collected/ generated data 

is only possible after analysis/ filtering process. So efficient and 

modern tools to analysis this collected data needs to developed. 

Also a commonly accepted service description language (which is 

compactable with different communication and implementation) 

must be identified to make the development process easier. 

  Hence, this section discusses several challenges in internet of 

things like heterogeneity, lack of unified infrastructure, lack of 

unified standards, huge data base, huge consumption of energy, 

etc. Some more work towards IoTs devices has been discussed in 

Table 1 (in appendix A). Hence, these issues, challenges can be 

considered as future work in near future from/ by respective 

interested researchers/ research community. Now, next section will 

conclude this work in brief (with some future scope of this work 

for future). 

 

VIII. Conclusion and Future Scope 

  

Today’s internet of things are being used everywhere, i.e., in many 

applications (like smart home, smart transportation, smart farming, 

etc.) to make human life easier. Even some countries are insisting 

their citizens to use these devices, for example, in India, Amravati 

(new capital of Andhra Pradesh state) will be first smart city. 

Similarly, Dubai will work completely on smart things, i.e., as a 

smart city before 2022. So, as uses of these devices are increasing, 

attacks will also be increased in near future. This work provides a 

detail description of internet connected things. It also discusses 

some serious concerns and challenges in IoTs in near future. These 

investigated issues, challenges need to be overcome or require 

attention from research community. Also, major limitations of 

IoTs like Battery life extension and Lightweight Computation are 

also needed to be improved (for providing efficient, smart, and 

secure services for a longer-time). Hence, security at the device 

level, protecting the master-device, encrypting information/ 

communication links are critical to perform secure operations 

(among IoTs). In summary, we should improve existing methods 

to secure IoTs/ IoT ecosystem instead of searching for a new 

method. As future work, we should focus on delivering the current 

state-of-the-art security controls, and optimise the new and 

complex embedded applications to drive the further adoption of 

IoT (because integration of IoTs in several applications and in 

many counties is growing exponentially).  
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                                                                                                     Appendix - A 

Table 1: Challenges, Issues and Cyber-Attacks including Solutions in Internet of Things 

S.No Challenges Issues Cyber Attacks Overcoming Solutions 

1. Security As the IoT connected devices 
increases it will also increases the 

opportunity to exploit security 

vulnerabilities for an attacker 

- A collaborative approach to security will 
be needed to resolve this issue 

2. Privacy The collection of this information 

exposes legal and regulatory 

challenges facing data protection 
and privacy law. 

- Strategies will need to be developed to 

respect individual privacy choices across 

a broad spectrum of expectations, while 
still fostering innovation in new 

technologies and services. 

3. Standards 

 

Absence of the standards can 
enable stupid behaviour by IoT 

devices. 

 

- It requires a thoughtful design and 
standardization of configuration tools, 

methods, and interfaces, coupled with the 

adoption of IPv6, will be essential in the 
future. 

4. Home Invasions 

 

IP address can be easily exposed 

easily, later location of residential 

address also can be leaked.  

Hackers sold this information to the 

underground websites, to use this 

information for their business 

- 

5. Remote Vehicle  

access 

 

Car Hijack can be done easily - - 

6. Easy exposure IoT devices are not resilient to 
third-party exposure — they either 

lay open or easily accessible to 

anyone. 

This means that an intruder can either 
easily steal the device, connect the 

device to another device containing 

harmful data, or try to extract 
cryptographic secrets, modifying the 

programming or even replacing those 

devices with malicious ones in which 
the intruder has complete control. 

- 

7 Infrastructure It requires large number of address 

schemes. Addressing schemes are 
used to identify with respect to 

identify sender’s identification/ 

location, to provide security to 
devices. 

- - 

8. Data and 

Information 

To handle and anlayze the data 

generated by the devices 

- Analytic tools is required 

9. Security and 

Privacy 

Privacy related to personal data, 

and data sharing 

- - 

10. Ecosystem It stimulate innovation and growth 

in areas such as components, 
devices, wireless connectivity, 

system integration and decision-

support tools 

- - 
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A Performance analysis of Medical 
Image Transmission Based on 
Compression and Parallelism 

Abstract: 

In the period of creating advanced 
imaging system, it for the most part 
centres to improve demonstrative 
translation and computerized picture the 
executives. The advanced picture the 
executives include different handling 
steps: picture obtaining, picture preparing, 
and image storage and picture 
transmission. In the human services 
condition, computerized picture securing 
modalities particularly processed 
tomography and attractive reverberation 
imaging system produces complex 
experiences as far as picture stockpiling 
and picture transmission. This examination 
paper tends to these issues by proposing a 
picture pressure procedure alongside 
parallel transmission control convention 
which sets up relationship between two 
application elements. 

An objective single compression 
ratio may not be suitable for CT and MRI 
datasets because of their different mode of 
image generation and bit depth and 
contrast resolution. From the results, it can 
observed that experiments over Local Area 
Network (LAN) and Wide Area Network 
(WAN) using parallel connection, 
transmission time is improved linearly to 
the maximum value and decreases to some 
extend and it reaches flat. The 
transmission time is highly influenced by 
use of type of networks. In this research, it 
can be concluded that for 10 parallel WAN 
connections achieves maximum speedup 
compared to LAN for the four datasets.  

Keywords: Image storage, image 
transmission, transmission time, 
Compression ratio and parallelism 

 

 

Research Background 

Telemedicine is an interactive 
communication tool which is widely used 
by doctors to remotely monitor the health 
status of the patients. Today, almost all 
healthcare providers depend on high-
quality digital images from digital image 
acquisition modalities for diagnostic 
interpretation. The image acquired from 
the computed tomography (CT) and 
magnetic resonance imaging (MRI) 
frameworks are digitized and transmitted 
to advanced  PCs for picture preparing. 
The consequences of the prepared pictures 
are exhibited to the radiologists for 
screening and indicative translation [1, 2]. 

In a multispecialty emergency clinic,a standard 
Brain CT and Chest CT may create around 250 
to 350 pictures and a normal Brain   MRI   and 
Spine MRI may likewise deliver  300  to    400 
pictures.   To store a  CT or  MRI   picture,   it 
requires   a high extra room    as far as    Mega 
Bytes (MB). So as to store and spare every one 
of these pictures,  it requires  monstrous   extra 
room which isn't monetarily plausible.    In this 
manner, it is  important to  pack the picture so 
as  to  lessen      the limit  of capacity         and 
diminishing   the transmission time.     Further, 
Computer systems   have been broadly used to 
convey the  computerized   pictures   to remote 
spots [3]. In a multispecialty emergency clinic, 
a normal  brain CT and Chest CT   may create 
roughly   250 to 350 pictures   and   a standard 
Brain   MRI and   Spine MRI   may    likewise 
deliver 300 to 400 pictures.  To store a   CT or 
MRI picture,    it requires a high extra room as 
far as Mega Bytes (MB).   So as to store    and 
spare every   one of these pictures,   it requires 
tremendous extra room which isn't monetarily 
attainable. Thusly, it is important to   pack the 
picture so as to  diminish the limit of capacity 
and diminishing the transmission time.Further, 
Computer systems have been broadly used   to 
convey the computerized pictures to remote 
spots [3]. In Image processing, there are two 
types of image data compression: a) Lossless 
or reversible, b) lossy or irreversible 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1504



compression. In lossless compression 
method, to provide the compressed image 
involves image transformation and 
encoding. In lossy compression method, to 
provide compressed image involves image 
transformation, quantization and encoding 
[4, 5].  Ramakrishan et al. [6] presented an 
approach to improve the speed of data 
transmission between DICOM application 
entities using progressive transmission.  In 
this paper, a wavelet based set partitioning 
in hierarchical trees coder has been     used 
which consumes minimum bandwidth than 
variants of JPEG.   Standard   compression 
techniques  that were  used for  clinical  is 
Joint Photographic Experts Group   which 
was  developed   based  on      irreversible 
compression technique. Each compression 
techniques performance depends on mode 
of image   generation    and           contrast 
resolution [7].     Kalyanpur          et al. [8] 
determined  that    for a      lossy         10:1 
compression     was   most suitable for CT 
image transmission.  The    author has not 
estimated   compression ratio  for      MRI 
images.  

Maani et al. [9] proposed parallel 
connection between two DICOM 
application entities. Two interfaces were 
used for parallel data transmission. The 
results indicate that transmission time is 
accelerated to 14 times for WAN.  The 
author has not concentrated to decide the 
ideal number of parallel associations and 
picture pressure systems. Maani et al. [10] 

This research paper addresses these 
issues by proposing an image compression 
technique along with parallel transmission 
control protocol which establishes 
association between two application 
entities. Further to determine the optimum 
number of parallel connections over the 
LAN and WAN for the BREBIX and 
CARCINOMIX datasets.  

This paper has been classified into 
four segments, first introduction, second 
discusses about the proposed method in 
this paper, third about experimental setup 
and results, and finally the work is 
concluded with future work. 

DICOM PROTOCOL 

The Digital Imaging and 
Communications in Medicine (DICOM) 
Standard specifies a non-proprietary data 
interchange protocol, digital image 
management format, and file structure for 
biomedical images. It defines the form and 
flow of the electronic messages that 
convey biomedical images and related 
information between two computers [11] 
Fig. 1 DICOM as an application layer 
protocol 

 

Fig 1 

DICOM is an application layer 
convention and it's been related with 
TCP/IP convention suite that can be 
effectively utilized over the web is 
appeared in the figure 1.AE (application 
substance) is the application utilizing with 
the help of DICOM, AE can ask for or 
give administration rely upon the situation, 
SCU(serviceclassuser) means AE 
requesting services ,SCP(service class 
Provider) implies AE giving 
administrations to other applications. For 
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occurrences if DICOM application needs 
to discover picture in DICOM server. 
DICOM Application become 
SCU,DICOM server become SCP and 
DICOM FIND administration is the 
administration class. 

The item occurrence by and large 
alluded data object definition(IOD) (e.g., a 
CT picture). The capacity or 
administration for the article (e.g., 
capacity) is called DICOM message 
administration component (DIMSE). Since 
each administration class called as an 
administration combined with an item, that 
is alluded as a Service–Object 
Pair(SOP).Sometimes two AE willing to 
begin imparting, that must be built up 
session. By and large session alluded as 
affiliation. After setup of affiliation the 
SCU sends solicitation to SOPs from the 
SCP. Once the SOP solicitation finished 
the affiliation is ended consequently. 

PACS (Picture Archiving and 
Communication Systems) are restorative 
systems comprising of essential equipment 
and programming structured and used to 
run computerized therapeutic imaging. 
They contain computerized picture 
obtaining gadgets (modalities –, for 
example, figured tomography (CT) 
scanners, or ultrasound), advanced picture 
documents (where the gained pictures are 
put away), and workstations (where 
radiologists see the pictures). When you 
play with your advanced camera 
(methodology), store the pictures on your 
PC (document), and send them to your 
companions (analysts), you utilize 
precisely the same model. Obviously, 
PACS take the model to a significantly 
more mind boggling level as appeared in 
the figure. 2Fig 2 PACS Architecture 

 

 

Fig 2 

Data Image Compression 

 Because of their large volume of 
CT and MRI images, efficient compression 
techniques are necessary to reduce storage 
and bandwidth costs of medical systems. 
In this research, we modified the work of 
Zixiang Xiong et al. [2003]. In their 
exploration, proposed 3-D whole number 
wavelet change structure pursued by legitimate 
movements which accomplishes best 
execution as far as lossy and lossless pressure. 
In our examination we utilized blend of 
Integer wavelet change and 3-D set parceling 
in various leveled trees. To expand the coding 
effectiveness of 3-D SPIHT, every hub in the 
spatial-fleeting direction tree speaks to a 
gathering of wavelet coefficients. For a fixed 
picture measure, expanding the deterioration 
levels improves the pressure execution with 
wavelet change and 3-D SPIHT coding. The 
proposed pressure calculation of half breed 
blend of 3-D whole number wavelet change 
and 3 D SPIHT coding has connected to four 
diverse datasets; two distinctive CT pictures 
and two diverse MRI images[13-15] 

Dataset Description: 

In this research, we used four 
standard datasets for the evaluation of the 
proposed compression algorithm and 
image transmission. The description of the 
dataset is shown in the Table 1. In the 
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Table 1, it consists of four datasets 
namely, BREBIX,CARCINOMIX, MR 
BODY and MR BRAIN. The datasets 
BREBIX and CARCINOMIX consists of 
1075 CT images and 539 MB 
uncompressed image data.  

Table 1 Description of the experimental 

dataset 

S. 
N
o 

Name of the 
dataset 

Type of 
Modality  

Total 
number 
of 
images  

Total volume 
of 
uncompressed 
data  (MB) 

1 BREBIX CT 638 320 

2 CARCINOMIX CT 437 219 

3 MR BODY  MRI 218 34 

4 MR BRAIN MRI 140 61 

Table 1 

Similarly, the datasets MR BODY and MR 
BRAIN consists of 358 MRI images and 
95 MB volume uncompressed data images. 
The total dataset consist of 1433 images 
and 634 MB volume of uncompressed data 
images.  

Data transmission using 
parallelism: 

System Description  

In this exploratory setup, LAN and 
WAN has been utilized to investigate the 
presentation of the system. So as to decide 
the ideal number of parallel associations, 
aggregate of 50 associations were 
consolidated in the examination. To find 
the mean speedup time, the experiments 
were repeated for 50 times on LAN and 
WAN.  A sender system arranged with 
Pentium Quad center CPU and 8 GB of 
RAM running Linux Ubuntu. The 
recipient framework designed with a 4 
Quad center CPU and 8 GB of smash 
running on Ubuntu OS. 

Two interfaces are using for parallelize 
data transmission; each interface is located 
exactly where AE is located. Storage 
device carried out by interfaces; moreover 
only single connection existing between 

the AE and the interface. This method 
allows maintaining single association 
between the interface and AE that gives 
freedom to parallelize connection without 
increasing associations. The computer has 
both AE and interface and two interfaces 
are working using parallelism method, this 
can make use of available network 
bandwidth effectively, so we can easily 
increase the data transmission speed. 

In many cases two interfaces using 
only one DICOM connection until 
otherwise AE sends storage SOP request. 
Here AEs plays either SCU or SCP at a 
time, but interface plays SCP or SCU 
based on sending or receiving data. For 
example AE1 request a MR image from 
interface1.AE1 is a SCU and Interface 1 is 
a SCP consequently interface 1 transfer the 
request to interface 2.Now interface 1 is 
SCU and interface2 is a SCP.Finally 
particular request is transferred to AE2 
from interface 2.Here interface 2 is a SCU 
and AE2 is SCP. 

In this paper Interfaces are implementing 
by using java language. Dcm4che is an 
open-source, which is used to implement 
DICOM protocol. The thread pool which 
is used to make TCP connections, but user 
must identify the size of the 
pool,(i.e.,)whenever an interface receives a 
message from the sender,type of sender 
must be checked. Generally interface has 
five main components receiver, sender to 
AE, and sender to interface, message 
interpreter, and thread pool. 

Experiments on LAN and WAN 

For the BREBIX dataset, this 
consists of only CT images, by adding six 
parallel connections to LAN, the 
transmission time has been improved for 
about 2.5 times. For the CARCINOMIX 
dataset, this consists of only CT images, 
by adding eight parallel connections to 
LAN, the transmission time has been 
improved for about 3 times. For the MR 
BRAIN dataset, this consists of only MRI 
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images, by adding four parallel 
connections to LAN, the transmission time 
has been improved for about 3.5 times. For 
the MR-BODY dataset, this consists of 
only MRI images, by adding ten parallel 
connections to LAN, the transmission time 
has been improved for about 4.5 times. By 
varying the parallel connections using trial 
and error method, it can be fixed optimum 
level of 6 parallel connections for LAN 
which reports mean transmission time 
about 2.5 times.  
 

For the BREBIX dataset, this 
consists of only CT images, by adding 
fifteen parallel connections to WAN, the 
transmission time has been improved for 
about 19 times. For the CARCINOMIX 
dataset, this consists of only CT images, 
by adding 13 parallel connections to 
WAN, the transmission time has been 
improved for about 16 times. For the MR 
BRAIN dataset, this consists of only MRI 
images, by adding twelve parallel 
connections to WAN, the transmission 
time has been improved for about 8 times. 
For the MR-BODY dataset, this consists of 
only MRI images, by adding eighteen 
parallel connections to WAN, the 
transmission time has been improved for 
about 9.5 times. By varying the parallel 
connections using trial and error method, it 
can be fixed optimum level of twelve 
parallel connections for WAN which 
reports mean transmission time about 10 
times.  
Draw graph here 

 

 

 

Results and Discussion 

From the test results, it tends to be 
exhibited that straightly expanding the 
quantity of parallel associations, the 
speedup factor does not directly 
increments. In the wake of achieving an 
immersion level, speedup achieves 
level.When the number of parallel 
connections reaches almost constant and 
does not support to increase the speedup 
time, optimum use of parallel connections 
can be determined. Further, by increasing 
the number of parallel connections, both 
LAN and WAN adds overhead and reaches 
saturation and tends to decreases the 
speedup. From the results, it can be 
observed that compare with LAN, WAN 
uses relatively large number of parallel 
connections. It can also be observed that 
WAN performs better in terms of speedup. 
Maani et al [9] revealed the exhibition of 
the strategy for the long separation 
association on WAN was amazing and 
quickened the transmission time to around 
multiple times for the given dataset. 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1508



Further, Maani et al [10], reported the 
higher speed up for about LAN using 
parallel connection.  

In this research work, we proposed 
an image compression technique along 
with parallel transmission control protocol 
which establishes association between two 
application entities. By using the 
combination of parallelism and 
compression, there is a relatively large 
improvement in the transmission speed up. 
By employing hybrid compression 
algorithm, it reduces storage space and 
network transmission time in both LAN 
and WAN.   
Conclusion 

In this exploration work, proposed a half 
and half pressure calculation alongside 
parallelism to improve transmission time 
of CT and MRI information picture. 
Structure the outcomes, it was shown that 
mix of half and half pressure calculation 
alongside parallelism improves moderately 
transmission time over both LAN and 
WAN. The speedup was about 2.5 for CT 
picture datasets and was around 10 for the 
two MRI picture datasets. From results, it 
demonstrates that there is a deviation of 
speedup in view of the CT pictures and 
MRI pictures. It can likewise be confirm 
that the methodology type assumes basic 
job in by and large speedup. 
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Abstract- Advanced driver-assisting systems (ADAS) 

performs a crucial role for the safety and ease of 

transportation. Finding of lane markings is an essential step of 

ADAS. For the protection of automated vehicles, the precise 

results of lane detection are compulsory. In this study, we 

present an innovative approach based on structural analysis of 

lane and Computer Vision Technique such as Hough 

Transform (HT) for the detection of lane markers. Firstly, a 

stage of preprocessing is applied to remove the pavement area 

that develops the lane markings background. Next, an edge 

detection technique is applied to generate the map of the edge 

and masking is performed to obtain edges in our region of 

interest (ROI). Then, using HT to find lanes, important lines 

are analyzed in the area of interest. In end, the concept of 

vanishing point used to predict lane has been explained. 

Experimental result states that the proposed system can find 

boundaries of the lane and exact lane departure alert in the 

existence of several image artefacts, such as light change, bad 

lane mark. The proposed technique displays more efficiency. 

Keywords- Advanced driver-assisting system, lane-finding, image 

preprocessing, ROI making, Hough transform. 

I.  INTRODUCTION  

As per the report of World Health Organization [1], 

approximately 1.32 millions people die in traffic accident 

each year i.e., on average 3,288 deaths in a day [2]. 

Additionally 21-50 millions are disabled or injured. In India, 

at least 201,050 peoples dies every year as an outcome of 

vehicle accidents on the road acc. to the WHO [1]. Valued 

efforts should be build-up to promote the adoption of deed 

for road safety enhancement. The advanced driver-assisting 

system (ADAS) has caught the attention of several 

security/safety divisions and related researches nowadays. 

Using different variety of detectors install on vehicles to 

gain relevant facts from the inner and outer of vehicle. 

These facts are used to perform tracking, identification of 

dynamic object and various processing jobs. These systems 

permits driver to find out the probable danger so quickly, 

thereby increasing the safe driving. The precise detection of 

road lanes is a critical problem. Lane boundaries empower 

vehicles to remain into the right lane and to avert crashes or 

collisions. 

A. Lane Detection 

Lane detection, one of the most important areas of 

Computer Vision, finds its applications in driver support 

systems and autonomous vehicles. The lane marker is a 

traffic signal that looks for the car's primary driving 

specifications. A lane has well-defined geometry and when 

the road becomes clear, then detection of the lane can be 

trivial. However, lane marks in the natural environment are 

not always obvious. The factors that affect the clarity in lane 

detection include environmental and human factors like 

shadow of trees, poor weather conditions, bad road 

conditions or even poorly painted lane markings. Identifying 

road routes is a daunting action, especially in the existence 

of poor light situation. The lane finding plays a crucial role 

in both current unmanned driving and traditional assistant 

driving. To reduce the issue of detecting poor lane mark, 

robust lane finding and lane departure techniques should be 

used. The system of lane finding must be able to detect all 

type of markings from disorganized roadways and these 

markers should be filtered to produce reliable estimation of 

vehicle trajectory and position with respect to the lane. 

B. Advanced Driver-Assisting Systems (ADAS) 

Advanced driver-assisting systems (ADAS) are system that 

assist the driver in avoiding collisions and unwanted 

accidents by providing alerts and/or warnings whenever 

required, which enhance the well-being of vehicles. The 

development of autonomous or self-driving vehicles 

depends on the development of ADAS. ADAS has caught 

the attention of several security/safety divisions and related 

researches nowadays. Using different variety of detectors 

install on vehicles to gain relevant facts from the inner and 

outer of vehicle. These facts are used to perform tracking, 

identification of dynamic object and various processing 

jobs. These systems permits driver to find out the probable 

danger so quickly, thereby increasing the safe driving. 

In this study, we present an innovative approach based on 

structural analysis of lane and Computer Vision Technique 

such as HT for the detection of lane markers. Firstly, a stage 

of preprocessing is applied to remove the pavement area that 

develops the lane markings background. Next, an edge 
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detection technique is applied to generate map of an edge 

and ROI masking is performed to obtain edges only in our 

region of interest. Then, using HT to find lanes, important 

lines are analyzed in the area of interest. In the end, the 

concept of vanishing pt. used to predict lane has been 

explained. 

This paper is organized as follows. In Section II, we 

presents the related work. In Section III, we describe the 

proposed work. In Section IV, we present the simulation of 

proposed system and its results. Finally, in Section IV we 

presents the conclusion and future scope of the paper. 

II. RELATED WORK  

Identifying road routes is a daunting task, the lane marker is 

a traffic signal that looks for the car's primary driving 

specifications. In the existence of diverse environmental and 

light conditions, strong lane finding and the lane departure 

technics should be applied to diminish the issue of detecting 

bad lane marks. Lane markers are shiny from the surface of 

the road, using this feature [5] propose the technique of 

finding lanes on the basis of horizontal {black, white and 

black} arrangement. Chiu and Lin [6] used colour-based 

partition to find out the edges that offer strong performance 

in the existence of noise, which disrupts the lane notation by 

the preceding vehicle. Depending on the angle information 

of the lane, the Lane Departure Identification (LDI) does not 

give less false warning ratio. In such a situation, different 

noise aspects [9] can affect its performance. Lane markings 

visibility is influenced by endangered. Lee et al. [10] 

introduced a lane boundary pixel extractor approach that 

maximize the durability of lane identification, that finding 

pixels to increases the LDI which are potentially component 

of the lane limitation. However, the optical center of the 

installed camera on a vehicle coincide with the centre of 

lane, which is an important condition. The main drawback 

of this approach occurs when the vehicles are presents 

infront of the camera that results more false output signals. 

Many researchers suggest different image preprocessing 

techniques that are used to improve the accuracy of 

identifying lanes. These techniques are the examples of 

morphological processing to reduce noise; and to modify an 

image for the hue-saturation-value [12]. Canny edge 

detection technique [3] is used for histogram equalization 

[14], to produce single pixel wide edges [13], grayscale 

conversion and the application of a Gaussian low-pass filter 

to remove noise [16], filtering [8], clustering and polyline 

extraction [15], splitting, and smoothing of an image [17]. 

Parajuli et al. [21] using good local shield features and 

obtained good results. But, in the shadow this approach 

attains poor performance and generate less correct warnings. 

To recognize any arbitrary shape, HT is used which results 

strong performance in the various situation [18]. In this 

paper, HT is applied to find the lane lines derived from 

binary images [11]. The computation complexity of HT is 

optimal. Chi-Feng et al. [20] suggest the lane departure 

technology based on the angular relationship of lane 

boundaries, but it suffer from failure of proper identification 

and therefore, results less accurate. C. Mu et al. [22] 

propose lane identification technique on the basis of 

piecewise fitting and object segmentation. There is a 

problem of detecting false lanes in their study. In our 

methodology, HT technics is used for finding lane marker of 

road. While Euclidean’s distance is applied to evaluate the 

parameters respective to the lane. On basis of those 

parameters lane departure recognition is gone through it. 

III. PROPOSED WORK  

Most of lane markers are basically straight on the road, and 

there are some sharp tilt in the turn of the road. Therefore, in 

locating and tracking the lane, HT technique is employed 

for detecting the line and depict the lane's estimated 

position. Basically, there are 5 parts in our proposed 

method: Image Preprocessing, Edge Detection, ROI 

masking, Lane Detection, and Lane Departure Recognizer. 

A. Block Layout 

The block layout of our proposed methodology is described 

below in Fig.3.1. 
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Fig. 3.1: Block Layout of Proposed method 
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B. Image Preprocessing 

Pre-processing of the image is primarily to suppress the 

interference and to gain the meaningful information of 

image. In order to preprocess the image taken by the camera 

in actual time, primarily to remove the different noise of the 

image, color transformation technique like RGB to Gray, 

etc. includes. 

1) Noise Removal using the Gaussian Filter 

Firstly, the smoothing of input image is to be performed to 

diminish noise in the image. Image de-noising ensures that 

that in the image, noise does not interfere in any image 

processing in the future. To convert the input video frame to 

a filtered RGB image, use of the standard Gaussian filter in 

MATLAB having function imgaussfilt3() has done with the 

default sigma value of 0.5. 

Here, comparison of before and after filtering shown below. 
 

 

Fig. 3.2: Image before filtering 

 

Fig. 3.3: Image after filtering 

2) Color Transformation 

Since the lane markers are tinted with yellow or white 

colour on the black road surface, it can easily be 

distinguished by the contrast between the border and the 

surface of the road. Therefore, while locating the lane 

marker, only Gray level components is to be considered. To 

transform the filtered RGB image into grayscale image, 

RGB to GRAY colour transformation function is employed. 

It alters the values of RGB image into grayscale by 

performing the weighted sum of R, G and B components is 

given by: 

Y = (0.299 * R) + (0.588 * G) + (0.114 * B)          (1) 

In addition, it must be taken into account that a mapping 

function has been configured essentially for grayscale 

images from RGB. Color component is more sensitive as 

compared to the Human vision system and the impaired 

critical information of visually is expressed by the 

luminance component(Y). The gray balance step on filtered 

RGB image as shown below: 

 
Fig. 3.4: Grayscale Image 

3) Thresholding 

Once the grayscale image has been acquired, we do 

thresholding to create a binary image that improves the 

accuracy and speed of the lane finding system. This is done 

because the edge detector needs to have an input intensity 

image or binary image. We set any value higher than the 

pixel intensity of 180 (value obtained from test and error) to 

0 (white). Thresholding helps in sections of the road made 

especially with concrete. 

 
Fig. 3.5: Image after Thresholding 

C. Edge Detection 

The boundaries of the lane are marked with the edge. So, the 

edge detection is a fundamental step of lane finding system. 

In this step, output of the initial image processing is taken as 

an input in the edge detection technique. Now, we are ready 

to discover the edges in our image. There are many strong 

edge detectors namely sobel edge detector, canny edge 

detector, etc. available for detecting the edge. In this paper, 

use of Sobel Edge Detector to obtain map of the edges. The 

advantage of using the Sobel Operator, apart from the fact 

that it is computationally expensive, is that it can seek edges 

in the particular direction. This is more helpful for us 

because our lanes are vertically oriented in the image. Fig. 

3.6 demonstrate the image obtain from the Sobel Edge 

Detector appears as an outline of the threshold image. 
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Fig. 3.6: Sobel Edge Detector Output 

D. ROI masking 

Applying edge detection on the entire image results in 

several extraneous edges which may hamper the lane 

detection when we later apply the Hough Transform. To 

deal with this we select a polygonal region right in front of 

the car as that’s the region which we are interested in. We 

create a mask such that all the values within this are set to 0 

and all values outside it are set to 1. 

 

Fig. 3.7: Selected ROI mask 

Now we apply this mask on our edge detection output to 

obtain edges only in our region of interest. Following, this 

we obtain edges only in our region of interest. 

 

Fig. 3.8: Image after ROI masking 

E. Lane Detection 

Once we have our edges in the region of interest we can go 

ahead and find lines in that area using the Hough Transform. 

We used the Hough transform (HT) to find the lane because 

this technique is tolerant towards the interval in the feature 

boundary (such as partial blockage) and image noise. HT 

technique is applied to find the parameters of lane marking, 

which best fits to a set of pixels obtains from the detection 

of an edge [7]. Implementation of HT is given by [19]: 

            d = xi cosθ + yi sinθ                                (2) 

Where, θ = Angle between the normal line and the x-axis. 

And the range of theta is between 0° and 90°. 

(xi, yi) = coordinate position of the ith pixel. 

d = Distance of the fitted line from the x-axis. 

Hough transform is applied to a set of edge points (xi, yi) 

results in a 2-D function P(d, θ) which represents the 

number of edge points satisfying the (2) [19]. Whenever, 

equation (2) is computed for e, the value associated with the 

cell of the accumulator array determined by θ and resulting 

d are added by 1. The local maxima of P(d, θ) can be used 

to detect straight line segments passing through edge pixels. 

The below Figure 3.9 shows that detection of lane line and 

highlighting lane on the road using Hough Transform 

technique. 

 
Fig. 3.9: Detection of Line and highlighting lane on the road 

F. Lane Departure Identification Recognizer 

1) Calculate Vanishing Point 

We utilize the concept of vanishing point to predict if the 

lane is curving towards right or left, or going straight as 

shown in figure 3.10. We calculate the vanishing pt. by 

finding the point of intersection of our two lanes. Note that 

we only need the x coordinate of the vanishing point. This is 

done again by using simple geometry. By finding the 

equations of lines in point-slope form and equating them to 

obtain x. Our strategy will be to analyse the location of 

vanishingPoint of the image. If the vanishingPoint is close 

to centre of the image then the road ahead is straight, if it is 

on the left half on the image, then the road is curving right 

and if it is in the right-half of an image, then the road is 

curved on the left side. There’s of course some thresholding 

to be applied as the car might not always be traveling at the 

centre of the road. 
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After trial and error, the following scheme was developed: 

if vanishingPoint > 530 

lanePrediction = "Right Curve Ahead" 

else if vanishingPoint < 515 

lanePrediction = "Left Curve Ahead" 

else 

lanePrediction = "Straight Ahead" 

end. 

 

Fig. 3.10: Lane Departure Identification Image of Input frame 

2) Buffer of Vanishing Points 

Simply using the vanishing point calculated at each frame to 

do lane prediction may not always give desirable results as 

there may be some frames where the lane prediction is a 

little tilted which hampers the calculation of vanishing 

point. To do this, a circular buffer was implemented which 

stores the vanishing points of the last 25 frames and 

calculates their average. This average value of vanishing 

points is then used to predict the direction of the lane. 

However, lane prediction on the patch where the road is not 

dark takes a hit. 

IV. SIMULATION AND RESULTS 

The simulation of our proposed methodology has been done 

using MATLAB R2017a environment. MATLAB stands for 

Matrix Laboratory and it is a very effective tool used by 

several researchers for simulation purposes. We simulated 

the basic lane finding system can find/detect boundaries of 

lane in the presence of various image artefacts, such as bad 

lane mark, light change and shadow of trees, and it 

demonstrate the exact departure alert for lane in small 

intervals. The comparison will be done based on higher 

detection and lower false alarm rates. The proposed system 

of working demonstrate higher efficiency percentage with 

almost all original input videos and produces higher 

detection and lower false alarm rates. 

A. Simulation Parameters 

The proposed methodology is implemented on the Intel 

based Core-i5 processor with CPU M3230 and 2.60GHz 

processing rate. Acquisition of data is being taken out using 

an input video sample and stable images in the real time 

scenario to examine the proposed system. Simulator 

platform specification details are given in the Table 4.1. 

Table 4.1 Platform Information 

Processor Intel(R) Core(TM)-i5 CPU 3230M @ 

2.60GHz 

Processor cores 2 

Memory 4 GB DDR III RAM 

Compiler Borland C++ Builder 6.0 

Software tool MATLAB 

Resolution 1280 pixels × 720 pixels 

Operating System Windows 8 

System Type 64 bit operating system 

Frame Rate 30 

There were a total of 1250 frames in the input video, whose 

resolution was 1280px × 720px and the speed of frame was 

30frames / second. The size of the video input sample was 

24.0 MB with the data rate of 4037kbps. This video contains 

several type of straight and curved lane regions. 

B. Simulation Results 

We simulated lane finding using lane structural analysis and 

Hough transformation technique in MATLAB simulation 

environment according to the parameters listed above in the 

table 4.1. The results are shown with the help of snapshots 

taken after simulation.  

1) Input Frame Images 

Figure 4.1 shows a set of original frame of video passed as 

input images of different types. 

 
Fig. 4.1: A set of original frame of video passed as input images of 

different types. 

2) Colour Transformation Result 

Figure 4.2 shows the colour transformation result of filtered 

RGB images into grayscale images. 
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Fig.4.2: Colour change result of filtered RGB images in grayscale images 

3) Thresholding Output 
Figure 4.3 shows a set of images after applying thresholding 
operation on grayscale images. 

 

Fig. 4.3: Set of images after applying thresholding operation on grayscale 

images. 

4) Deployment of Sobel Edge Detector 

Images obtained from the Sobel Edge Detector are shown in 

Figure 4.4 which appear as the outlines of threshold images. 

 
Fig. 4.4: Output images obtained from the Sobel Edge Detector 

5) Masking with Selected ROI mask 

Figure 4.5 shows a set of images after applying ROI 

masking on the output images of our Sobel Edge detector. 

 

Fig. 4.5: A set of images after applying ROI masking 

6) Lane Detection Output 

Figure 4.6 shows a set of final outputs with lane finding and 

departure identification of original video frames passed as 

input images of different types. 

 

Fig. 4.6: A set of final outputs with lane finding and departure 
identification of original frame 

It has been shown that the proposed system identifies the 

lane signs correctly and in various cases issuing lane 

departure alert to the driver. Table 4.2 illustrates the false-

alarm rate and lane detection rate by the proposed system 

for various input video. 

Table 4.2 Experimental result of proposed system 

Parameters Case 1 Case 2 Case 3 

Input Frame Resolution 1280 x 760 1280 x 760 1280 x 760 

No. of Output  frames 212 526 1250 

No Departure 0 131 353 

Left Departure 212 405 501 

Right Departure 0 0 396 

Lane 

detection 

True 212 524 1024 

False 0 2 26 

False Warning 0 35 103 

True Warning 100% 93.35% 91.76% 
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The given system is compared to the lane departure 

identification (LDI) technique presented by Gaikwad and 

Lokhande [11]. According to the Euclidean distance based 

departure, LDI is introduced. Table 4.3 shows the 

comparison of these two techniques on the basis of average 

lane detection rate and false warning rate for day-time, 

night-time. 

Table 4.3 Comparison of LDW technique presented by [11] with the 
proposed system. 

 Proposed System LDW by [11] 

Day-time Night-time Day-time Night-time 

True Lane 

Detection 

97.92% 99.97% 87.9% 94.1% 

False Lane 

Detection 

2.08% 0.03% 12.1% 5.9% 

True Warning 94.9% 97.8% 90.4% 96.4% 

False Warning 5.1% 2.2% 9.6% 3.6% 

From the above Table 4.3, it is concluded that we can attains 

false-warning ratio is low and true lane detection is high 

with the proposed system. 

V. CONCLUSION AND FUTURE SCOPE 

This paper describes an innovative lane departure alert 

model based on the Sobel Edge Detector and Computer 

Vision Technique such as Hough Transform. Hough line 

recognition technique is simple as well as accurate; with this 

after adding the tracking algorithm the curve can be 

detected. To enlarge the contrast of input frame, Histogram 

equalizer method is applied in this proposed method. In 

Hough transform (HT) technics, there is an independent 

extraction of lane marking on the left and right side of the 

ROI subdivision. This will minimizes the time of 

computation needed to recognize the lane. 

Practical outcomes show that the submitted lane-finding 

system provides the lane identification rate is high, 97.92 

percent and the rate of false warning is low, approximately 

5.1 percent. The whole system performs superb under 

various environmental situations such as night time, bad 

weather, and shade from trees or vehicles, however its 

functioning is mostly depends upon the road-lane markers 

visibility. When the vehicle direction gets distracted from its 

disappearing pt., then the driver is reminisce to take 

appropriate actions to receive the lane departure alert that 

can effectively prevent the happening of the accident. The 

biggest disadvantage is that the demonstration of lane 

identification is affected by the vehicle or other objects 

obstructing the lane markers in front of the vehicle and may 

be suffer from several interference. That's why, the 

identification of lane lines should be adaptable to different 

conditions. 

In the future, more research is requisite to select the region 

of interest’s (ROI). To detect the turns, we can also try to 

enhance the identification capability of the different curves 

by adding fitting technique. So, further research work on 

this should be done to build a more accurate lane finding 

system. 
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Abstract— The minimum spanning tree is a fundamental 

problem in distributed networks. We wish to extend this problem 

into cognitive radio networks. In general, a tree spanner is 

minimum spanning tree T which has a real-weight with n vertex (or 

secondary user (SU)) and m edges. It approximately preserves 

distances to multiple stretch factor ϭ in graph G. A tree spanner 

with good stretch factor may be useful to find the applications in 

distributed system, communication network, and network design. 

However, to find valuable tree spanner in CRN is very tough 

computational task. If we face an edge failure due to randomly 

appearance of primary user (PU) in cognitive radio network (may 

be minimum spanning tree), the effort must be afforded to 

reconstruct a new minimum spanning tree can be excessive. To 

avoid this drawback, we propose an efficient algorithm in CRN. 

The method aims to lists all finest feasible edge and applies 

swapping of edges in order to find MST in CRN. Moreover, the 

article acquainted and resolved issues related to all finest swap 

edges of MST in a cognitive radio network. 

Keywords— MST, SU, PU, Cognitive Radio Network (CRN). 

I.  INTRODUCTION  

Cognitive radio network (CRN) is a rising area of research 
in the wireless network. A cognitive radio is a creative 
communication system that senses it around and accommodate 
its internal seats for the statistical change within incoming 
radio frequencies signals by building comparable changes in a 
conversed operating parameter in a real time. The nodes 
present in a cognitive radio network are classified into two 
components: licensed user or primary user or PU and 
unlicensed users (secondary users or SU). The primary user 
node holds a license of a spectrum. The secondary users always 
cooperate the environment while came in influence on other 
using a white hole or free spectrum of primary user(s). The 
networks formed by SU nodes are temporarily available. The 
minimum spanning tree (MST) is a classic problem for 
efficient data communication in all the networks types. In 
CRN, the minimum spanning tree is maintained by SU nodes. 
In this, if some link fails then it may destroy tree, so we have to 
find the alternate link(s) to update or maintain the MST. A 
problem for evaluating the best swap edge for minimum 
spanning tree in cognitive radio network had a rich algorithm 
culture. Let suppose, G = (V, E, w) represent a MST having n 
vertices and m edges (links between SU nodes) and a 2-way 
edge connected graph which is undirected and having a 
positive real number as edge weight. The problem is about 
computing a swap edge for every edge belongs to minimum 

spanning tree in a cognitive radio network. The edge e belongs 
to MST and f belongs to CRN (not belongs to MST). We 
intend to accomplish the edge swap between edge e with edge f 
in T throughout all the possible swap trees. In this context, the 
basic principles of all the best solutions based on switching 
edge are as follows. The edge swap operation is usually 
performed (possibly optimal) when a spanning tree for each 
time an edge failure occurs and hence a corresponding optimal 
switching edge is inserted. The approach may help us to 
reestablish the connection in minimum spanning tree in faster 
way.  

The article is focuses on the elusive spanning tree structure 
that have all the best swap edge problem with the tree spanner. 
The purpose of building a tree spanner is to maintain the 
distance from each node to all other nodes in CRN. In fact, the 
stretch factor of a MST T in a cognitive radio network is define 
as dT (u, v)/dG(u, v), where, u and v are SU nodes  and dT and 
dG denoting the distance in T and G, respectively. Thus, a tree 
spanner which is optimal will show the smallest stretch factor 
for every spanning tree in CRN. However, finding best tree 
spanner is a typical task. Thus, if a given solution experience a 
temporary edge failure, recalculating from best solution is not 
easy. 

Therefore, swapping edges in minimum spanning tree is 
more interesting and appealing, in general, and absolutely the 
all best swap edges-TS problem. The author derived two 
solution for the weighted and unweighted graph that are 
executing in O(m2 logn) and O(n3) time, O(m) and O(n2) space 
complexity, respectively. We presents to explore a latest 
algorithm that solves ABSE-TS (all best swap edges - tree 
spanner) problem in O(n2 log4 n),O(n2 + mlog2 n) time and 
space respectively. The solution given by the authors improves 
time complexity of both the algorithm given [3] for weighted 
and unweighted graph whenever as m = (n log3 n). The most 
important for the dense graph which is weighted, improvement 
is about quadratic in n. Moreover, the extensive analysis of cost 
has been focused in the literature [10]. For example, in CRN, if 
a given edge e fails, a single switching edge f results O (m) 
evaluation time cost in each pairs of CRN. The collection of 
tree edge can be used for the swapping purposes. In addition, 
one of the important advantages of edges f is that it elongates 
the availability of vertices and increases stretch width. Hence, 
both the previous approaches take (m2) time. 

To avoid cost related bottlenecks, the total number of 
vertices’ optimal replacement edge may be greatly reduced by 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1518



the number of critical edge, if used. More specifically, for 
every n-1 edges in T, O(nlogn) is successfully reduce to the 
number of optimal swap edges candidate, and for each of them 
O (log2n) check the possible critical. The main factors to 
achieve this goal are: 

The centroid decomposition of spanning tree T consist of a 
logarithmic decomposition of all vertex of T. Using the 
decomposition, carefully, we combined with the series of 
preprocessing steps to accomplish all information with the all 
the nodes of tree. It helps to reduce the corresponding best 
swap critical edge candidate. 

From the literature view, we noticed that the best use of 
decomposition to solve best swap link (edges) problem for a 
MST in CRN useful like in other environments. The stretch 
factor function is associated with an edge which are not 
belongs to MST. If an edge fails, the stretch factor activates the 
any other one from non-tree edges. The resultant edge is 
optimal that is used for edge swapping. A simple illustration of 
the centroid decomposition of a tree T corresponding to the 
first vertex of T are shown in figure 1. Thus, when we find the 
critical edges, candidate optimally rectified edge f, we must 
evaluate the maximum value of all functions in f.  The given 
below figure 1 explains geometric view. We maintain the upper 
bound envelope of the series of function. Furthermore, for 
consistency, the series of functions need to be correctly 
grouped give to basic centroid decomposition. All these groups 
are dynamic, and they are completely interdependent. At the 
end of the tree decomposition, the networks find MST in CRN. 

 
                                                              

          Fig 1. Centroid Decomposition of tree T 
 

 

II. RELATED WORK 

The explorations on these tree spanners are appropriately 
operative and strongly linked to extensive literature on spanner, 
where the distance of CRNs is largely conserved by some 
sparse spanning trees. As indicated earlier, finding the best tree 
spanner is very difficult problem. More accurately, if CRN 
does not tolerate tree 1-spanners on the weighting graph (i.e., if 
spanning tree having stretch factor = 1 must be built in 
polynomial time [9]). It is not approximated good than ϭ = 2 
unless P = NP [16]. We propose a new algorithm for solving 
the Best_Swap_edges-TS problem in O (n2 log4 n), O (n2 + m 
log 2 n) time and space respectively. 

Thus, when m = Ω (n log3 n), our algorithm improves the 
execution of the two algorithms on time complexity explained 
in [3] applicable for both weighted and unweighted graphs. In 
order to focus on our results, observed in [10], evaluation of the 
expansion of exchange tree caused by a single exchange edge f 
is G in principle will need to be evaluated. An extension of the 
node pair associated with O(m), that is, all non-tree edge 
endpoints that can be used as replacement edges of e except f. 
Data structures that show effective solutions to all optimal 
exchange edge problems include Power Heap [6], Top Tree 
[3], Mergeable Heap [18], and many other issues. In fact, the 
Best_Swap_Edge-TS problem is analyzed in [10], and the 
authors used O (m2 log n) and O to design two solutions, 
weighted and unweighted uses the space of O(m) and O(n2) 
respectively. For approximations there is no significant upper 
bound other than the O (n) coefficients returned by the G. 

If CRN is not weighted, stuffs will get better. High 
accurately, in this area the problem approximately an O(log n) 
and problem is inaccessible with the addition of O(n) unless P 
= NP [11].  Furthermore, the determination of whether CRN 
tolerates the corresponding tree spanner and stretch factor tree 
decision problems is NP complete for each fixed stretch factor 
greater than 4 or equal to 2 may be resolve in polynomial time 
[9], and for stretch factor 3, problem is open till now. 
Decisively it is well known observe about constant stretch tree 
spanner that is found for some different categories of graphs 
(unweighted), such as strong strings, spacings, displacement 
maps, etc. ([7] and See the references in). With regard to the 
exchange problem in the exchange tree, this is drawing great 
attention from the algorithm community. In fact, there are 
series of papers that solve the swap edge problem from various 
types of spanning trees in CRN. In addition to MST we 
remember MDST (minimum diameter spanning tree), MCSRT 
(minimum routing costs spanning tree), and a single source 
SPT (shortest path tree)  to name a few for MDST the best 
exchange is to minimize the end of the diameter of replacement 
tree [13] and [17], and the bests solution is to perform in 
O(mlog α (m,n)) time [6]. For MRCST, the good exchange is 
absolutely an advantage to minimize the cost of switch tree 
[23] and a good solution to solve this type of problem in [5]. 

The authors propose two new standards to replace the SPT 
associated with this paper which minimize, maximum and 
average the stretch factors from roots for which they are valid 
in O(mn + n2log n) and O(mn log α(m),n)) time solutions. In 
last, for well-being of completeness, reference is made to the 
notion of mean tree sigma spanner focusing on mean tree 
stretch. It is shown that each graph allows the mean tree O (1) 
spanner [1]. 

III. SYSTEM MODEL 

We are assuming a cognitive radio network (considered 
graph G) having V nodes, E edges and weight w, which is 2 
edges connected, weighted and undirected with a given cost 
belongs to real positive numbers. If edge e belongs to E, then 
we may stand for by G − e achieved from G by eliminating the 
same edge. Alike, if vertex v belongs to V (G) then we may 
denote by G − v achieved from G by eliminating the same 
vertex and its incident edges. With edge e belongs to E(T) we 
are assuming S(e) is the set of all the swap edge for e having 
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endpoint substitute in two distinct components (connected) of T 
−e. Let Te/f stand for swap tree obtained from T by exchanging 
edge e to edge f. Let node i, j belongs to V so distance between 
node i and j in CRN is represented by dG(i, j). We are defining 
the stretch factor of pair (i, j) with respect to graph G and 
minimum spanning tree T as ϭG(T, i, j) = dT (i,j)/dG(i,j). Where 
ϭ represent stretch factor and dG(i,j) represent distance 
between node a and b. 

           Notation            Detail 

       V and E Set of vertices and edges 

respectively 

           S(e) Swap edges of e 

           Te/f Tree after exchanging edge e 

by f 

            ϭ Stretch Factor 

            ϕ Objective function 

            T  Subtree of graph G 

            Ue  Containing all vertices of T-

e including root of T 

             De Containing all vertices of T-

e excluding root of T 

             ¬       NULL 

  

IV. ALGORITHM DESCRIPTION 

We consider minimum spanning tree T a rooted at any 
vertex which is useful and assuming that tree T is binary. 
Absolutely, if spanning tree T is not a binary it may be  
possible by using standard techniques to convert G and 
spanning tree T into its equal graph Q’ and corresponding  
spanning tree S’ (binary tree) with vertices and edges in Q’ are 
n and m respectively such that a best swap edges for some edge 
of given spanning tree T is associated with best swap edge for a 
corresponding edge of corresponding T’. According to 
preprocessing steps we are computing a centroid of spanning 
tree T. A centroid of tree (n vertices tree) is a vertex by deletion 
of this vertex tree divided into subtrees of a size maximum n/2. 
In O(nlogn) time centroid decomposition of T may be 
computed and it should be defined by tree T with height O(log 
n) whose vertices are indeed subtree. The root of T is T. 

Algorithm: Best_Swap_Edges-TS(G,T) 

1.T Centroid of T; 

2. foreach edge e belongs to E(T) do 

3.        Ue  all vertices of T – e; 

4.        f* 
 random edge; 

5.        foreach v belongs to Ue do  

6.               compute v-Best_Swap_edges f for e; 

7.               if ϭG-e(Te/f) < ϭG-e(Te/f*) then f*  f; 

8.        return f* as the best swap edge for e and continue. 

Let ͳ is a simple node of minimum spanning tree T (subtree 
of T) so that ͳ contain higher in compare to single vertex and 
we are assuming c be the centroid of subtree ͳ. After-all T is 
binary and forest ͳ −c contains not more than 3 tree that we 

may call ͳ1
c, ͳ2

c, and ͳ3
c (if ͳ − c generate not more than 3 

subtrees then we may allow some ͳi
c empty tree). Furthermore, 

assuming ͳ0
c is the subtree of T that contains a vertex c. Then, 

ͳ will be in tree T a child for every subtree ͳ2
c, i = 0 to 3. In 

linear we can found the centroid of n vertex tree then the 
complete procedure desire O(nlogn) complexity and looks 
simple to analyze tree height is O(log n). In this paper, solution 
(observe algorithm all best swap edges-TS) work in n − 1 
phase for every tree edges considered in preorder with respect 
to T and at last of each phase return a best swap edge for the 
same edge. Let edge e belongs to E(T) is recently considered 
edge. Our authors crack down each and every of the phase into 
O(n) extra sub phase: where edge e is in the condition of 
failing, we favor all vertices that belongs to T-e tree, and for 
every vertex v. Edge f belongs to  set of vertices form T-e and 
having the minimum stretch where stretch factor is ϭG−e(Te/f 

).To resolve this approach of special cases any time we 
conclude that f is a random edge and stretch factor is 
infinite(+ve). As in the remaining part of this paper, basis of 
our algorithm is applicable for the evaluation of v-
Best_Swap_Edges and for the stretch factor also. That is 
completely through an adept selection of the set of candidates 
v-Best_Swap_Edges as we should discuss in brief description 
in the next. Formerly all v-Best_Swap_Edges for edge e are 
computing some best swap edges that can observed as one that 
minimize a associated stretch factor. A best swap edge for e (v- 
best cut edge) is an edge f minimizing maxg∈s(e)ϕ(f,g). 

Procedure: Find_v-Best_Swap_edges(x) // x is a subtree of 
T 

1. If |V(x)| = 0 then return (¬,¬); 

2. C the Centroid of x; 

3. if C belongs to Ue then; 

4.     ͳ distinct child of x in T that consists all   vertex 

common in x and De; 

5.     return Find_v-Best_Swap_edges(ͳ); 

6. else 

7.      f = minimize w(f)+ dT(u,c);  //c  belongs to De; 

8.     g1 = evaluate a critical edge function for f; 

9.     ͳ NULL or it is a child x in T; 

10.     (f’,g2) Find_v-Best_Swap_edges(subtree x); 

    if ϕ(f,g1) <= ϕ(f’,g2)  return  ϕ(f,g1) ; else return ϕ(f’,g2) ; 

Now, we will resolve critical edge function in O(log2n) 
which find the critical edge for a given edge. If vertices in a 
subtree is only one, then the only vertex invokes critical 
candidate function which return a critical edge. If vertex is 
greater than one, then we differentiate two instances depending 
upon the centroid position of subtree x. if centroid of subtree x 
is belonging to De then it is noticed that critical edge for f 
should be incident to any of these tree (ͳ1

c, ͳ2
c, and ͳ3

c). Let j 
be a index selected from 0 to 3 and not belongs to i in (ͳi

c) then 
critical candidate function return a critical edge g1 otherwise 
invoke the algorithm recursively and return critical edge for f. 
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V. CONCLUSION 

The all best swap edges approach has been used to develop 
MST in CRN. The proposed algorithm allows minimum 
spanning tree to find all the replacement of links that may fails 
and maintain minimum-cost spanning trees in cognitive radio 
network. An effective solution for link failure issue runs in 
O(n2 log4n) time which impacts definitely while swapping the 
failure edges in a minimum spanning tree. Moreover, the 
complete transmission structure of algorithm is relatively 
straight-forward. An attractive problem is open to find out 
whether it is possible to improve the space complexity of this 
algorithm. 
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Abstract—Memory is a component, playing a significant role
in electronic systems. The use of static random access memo-
ries (SRAMs) is increasing in multimedia and system on chip
applications. The key challenge faced by SRAMs is soft errors
induced by the radiation that cause the change of values in
memory cells. Error correction codes (ECCs) are used to face
this challenge. As the technology is scaling down the chances of
multiple bit upsets(MBUs) is increasing. So ECCs with higher
correction ability are needed. Many ECCs have been proposed
to face the challenge of MBUs. Some of them are SEC-DED
codes, QAEC codes, FUEC-QUAEC codes. In this paper, we are
presenting ECCs that has same redundancy as recently proposed
FUEC-QUAEC codes [1] and can correct all the errors till 5-
bit adjacent error. The procedure for encoding and decoding
of proposed codes is presented. The encoder and decoder have
been implemented using 45nm library and compared with QAEC
codes, showing that proposed codes have better error correction
capability with moderate delay over head and low power con-
sumption than QAEC codes.

Keywords—Static random access memory (SRAM), Error cor-
rection codes (ECCs), Multiple bit upsets (MBUs), 5-bit adjacent
error

I. INTRODUCTION

In reliability of memories, Soft errors plays the most promi-
nent role. Soft error don’t cause any harm to hardware, but
instead they will corrupt the data which is being streamed. Soft
errors are detected and corrected by using ECCs. Computer
memories are very delicate to the soft errors, which reduces
system reliability. Cells in memory may be corrupted by alpha
particles projected from IC package material or high-energy
neutron from terrestrial atmosphere [2].

When memories are continuously concatenated with elec-
tronic systems or even when CMOS technology scales down,
the occurrence rate of soft errors in memory cells is abruptly
increasing, mainly with the memories that operate in space
applications [3] [4] and are caused from ionizing effects of at-
mospheric neutron [5], cosmic rays [6] and alpha-particle [7].
More importantly, SRAM memory failures are significantly
increasing, which is leading to exposure of major reliability
concern for most of the applications. Single bit upset(SBU)
and multiple bit upsets (MBUs) both have became major
reliability concern in memory based applications [8]. There-
fore, error correction codes (ECCs) are used in improving the
memory protection to make memory fault free.

Many methods are available to secure memory from soft
errors. To keep away soft errors of single bit, Single Error Cor-

rection (SEC) codes are usually used. Moreover, as technology
scales down, a single particle hit have the chance of changing
multiple memory cells that are adjacent more commonly. This
phenomenon leads to Multiple Bit Upset.

Based on this, we can say that adjacent bit corruption are
most common error patterns in the set of multiple bit errors.
So, the adjacent bit correction has become more popular in the
memory based designs. Different codes have been presented,
that have calibre of correcting adjacent bits errors like double
bit adjacent error correction (DAEC), triple bit adjacent error
correction (TAEC), 3-bit random error-correction, Quadruple
adjacent error correction (QAEC) codes.

For example, codes designed for SEC-DAEC and 3-bit BEC
are presented in [9] [10] and codes designed for QAEC are
presented in [11]. Codes that are more advanced in terms of
correction ability are required. So, extension of the ECCs to
correct all errors till 5-bit adjacent errors is of interest. It can
be done by adding two parity bits to the codes presented in
[11] and with same redundancy to the codes presented in [1].
As we concentrate on increasing error correction capability,
there will be trade-off between performance parameters [12].

In this paper, we present codes that can correct all errors till
5 bit burst error by making changes in the QAEC codes [11].
The conditions used for the construction of the parity check
matrix and the algorithm used for the construction of the parity
check matrix are specified. The codes are presented for data
size of 16, 32 and 64. Encoding and decoding simulations are
done in Verilog HDL and the synthesis is done in Cadence
45nm library. The proposed codes are compared with respect
to area overhead, delay overhead and power overhead with
QAEC codes [11] to show that the proposed codes have error
correction ability for more number of bits with less power
consumption and slightly high delay .
This paper is split into the VII sections. In sections II, linear
binary block code is introduced. In section III, design rules for
the proposed error correction codes are discussed. Algorithm
used to construct the H-matrix is shown in section IV. In
section V, proposed codes are presented for 16, 32, 64 bit data,
encoding and decoding procedure is also discussed. In section
VI, the proposed codes are compared with QAEC codes [11]
with respect to area ,power ,delay overheads. In section VII,
the conclusion and scope are presented.
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II. DESCRIPTION OF LINEAR BINARY BLOCK
CODES

In linear binary block codes there are two types- systematic
and non systematic. The only thing differentiating them is that
there will be an unit matrix at the beginning or the ending of
the generator matrix in systematic linear binary block codes
but there is no identity matrix in non systematic codes.

In a linear binary block code of size (n,k) there will be r
redundant bits (r=n-k). Here n and k represents number of bits
in the codeword and number of bits in the data respectively.

To convert data to codeword we use the generator matrix

G = [P, Ik×k]k×n (1)

Where I is unit matrix and P is some binary matrix of size
kx(n-k). If D represents data and C represents codeword then

C = D1×k.Gk×n (2)

To convert the received codeword(R) to data we find syndrome
using a parity check matrix H.

H = [In−k×n−k, P
T ]n−k×n (3)

ST = H.RT (4)

Where S represents syndrome and er is error vector.

R = C + er (5)

ST = H.(C + er)T

ST = H.erT (H.CT = 0) (6)

So by finding syndrome we will be able to find the error
positions and correct the received codeword.

III. BASE FOR THE PROPOSED CODES

In this section we are going to discuss about syndromes.To
correct errors, how many syndromes are required and what
should be the characteristics to correct required errors.

A. Syndromes required:

Let us assume a codeword of size n in which data size is k
and r is no of redundant bits-

n = k + r (7)

In a code word of length n there will be n possible SBUs(—
1—), (n-1) adjacent double bit errors(—11—), (n-2) adjacent
triple bit errors(—111—), (n-2) 3 bit almost adjacent errors(—
101—) and so on. similarly for a error of window size q there
will be (n-q+1) possibilities of that type of errors in that code
word.

In the proposed codes we are correcting all the errors till
window size four and five bit burst errors. One type of error of
window size 1, one type of errors of window size 2, two types
of errors of window size 3, four types of errors of window
size 4 and a five bit burst error fall into the above mentioned
categories. To find each error we need one syndrome. So total
no of syndromes required is

n+(n-1)+2.(n-2)+4.(n-3)+(n-4)

total syndromes required = 9(n)− 21 (8)

TABLE I: CHECK BITS AND SYNDROMES NEEDED FOR
PROPOSED CODES

Data Bits Check Bits Total Bits
Syndrome

needed

16 9 25 204

32 10 42 357

64 11 75 654

B. Characteristics of syndromes:

In order to differentiate one error from another all the
syndromes should be unique. Another important thing about
syndromes is that, no syndrome representing an error that
need to be corrected, should not be equal to zero. Because
no error condition will give a syndrome equal to zero. This
can be understood by getting the idea on how syndromes in
the syndrome set are generated.

The syndromes are generated by XOR operation of the
columns corresponding to the error positions. Let S(a) rep-
resents syndrome for an error at position a in the codeword,
S(a,a+1) represent errors at position a and a+1, S(a,a+1,a+2)
represent errors at position a, a+1 and a+2. The syndrome
equations that are used in this paper are

S(a) = H(a) (9)

S(a, a+ 1) = H(a)⊕H(a+ 1) (10)

S(a, a+ 1, a+ 2) = H(a)⊕H(a+ 1)⊕H(a+ 2) (11)

S(a, a+ 2) = H(a)⊕H(a+ 2) (12)

S(a, a+ 1, a+ 2, a+ 3) = H(a)⊕H(a+ 1)

⊕H(a+ 2)⊕H(a+ 3) (13)

S(a, a+ 3) = H(a)⊕H(a+ 3) (14)

S(a, a+ 1, a+ 3) = H(a)⊕H(a+ 1)⊕H(a+ 3) (15)

S(a, a+ 2, a+ 3) = H(a)⊕H(a+ 2)⊕H(a+ 3) (16)

S(a, a+ 1, a+ 2, a+ 3, a+ 4) = H(a)⊕H(a+ 1)

⊕H(a+ 2)⊕H(a+ 3)⊕H(a+ 4) (17)

The conditions for the syndromes are-

S(a) 6= S(a, a+ 1) 6= S(a, a+ 1, a+ 2)

6= S(a, a+ 2).... 6= S(a, a+ 1, a+ 2, a+ 3, a+ 4) (18)

S(a) 6= S(b) (19)

S(a, a+ 1) 6= S(b, b+ 1) (20)

S(a, a+ 1, a+ 2) 6= S(b, b+ 1, b+ 2) (21)
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........

S(a, a+ 1, a+ 2, a+ 3, a+ 4) 6=
S(b, b+ 1, b+ 2, b+ 3, b+ 4) (22)

where a 6= b∀a, b ∈ [1, n]

IV. CONSTRUCTION OF PARITY CHECK MATRIX
FOR THE PROPOSED CODES

Parity check matrix, H matrix is a matrix which describes
the linear relations to find the elements of a codeword. In order
to construct H matrix for (n,k) systematic linear binary block
code, initially we need to consider an unit matrix of size (n-k)
as the H-matrix. So, there will be ((2)n−k) possible column
vectors. Since we have already used (n-k) column vectors of
weight one in construction of the initial columns of the H-
matrix and cannot use zero column vector in the construction
of the H-matrix. So, finally there will be ((2)n−k-(n-k)-1)
column vectors remaining to choose other k column of the
matrix. In order to reduce the complexity of the code, we need
to reduce the number of ones in H matrix. So to do that, while
selecting a column, we start checking whether that column
vector is suitable or not from lower weight column vectors. We

start checking vectors with weight two and once all the column
vectors with weight two are checked, we move to weight three
and once all them are checked and then we increment weight
by one. This process happens at the selection of each column
for the H-matrix. In order to verify whether a column vector is
suitable for that position or not, we need to find the syndromes
that will be generated for the corresponding column vector at
that position and compare the resultant syndromes with the
syndrome set. If none of the resultant syndromes generated by
adding column to H-matrix are not present in the syndrome set,
then that resultant syndromes will be added to the syndrome
set and fix the position of the corresponding column in the
H-matrix and move to find the next column of the H-matrix.
While search for ath column of H-matrix, if all the column
vectors are failing to satisfy the satisfiability condition then
we remove the (a− 1)th column of the H-matrix and all the
syndromes corresponding to (a−1)th column will be removed
from the syndrome set and Again searching for the (a− 1)th

column starting from column weight two.

The search process here will be similar to other column
vector search except that it doesn’t consider the previously
used column vector at that position. once it finds a column

Fig. 1: Flow chart for generation of H-matrix
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TABLE II: PERFORMANCE OF PROPOSED CODES W.R.T
TOTAL NO OF ONES AND HEAVIEST ROW

Code (n,k)
Total no of Heaviest

ones row

Proposed codes (25,16) 51 8

QAEC Codes [11] (23,16) 54 9

Proposed Codes (42,32) 91 12

QAEC Codes [11] (40,32) 96 14

Proposed Codes (75,64) 178 25

QAEC Codes [11] (73,64) 186 22

vector and adds its syndromes to the set then it moves to the
ath column and continue this process until H-matrix has n
columns. The flow chart of this process is shown in Fig.1

The total ones in a parity check matix gives how complex
the circuit used for encoding and decoding are, the heaviest
row indicates the highest time taken to find a checkbit.

From the above TABLE II, We notice that the proposed
codes have less no of total ones than the QAEC codes and
the size of the heaviest row of proposed codes are also less
compared to the QAEC codes except for the 64 bit data. So the
circuit of the proposed codes is less complex when compared
with QAEC codes.

V. ENCODING AND DECODING FOR THE
PROPOSED CODES

By using the procedure mentioned in section IV, we have
found codes that can correct single bit (..,1,..), double adjacent
(...,11,...), triple adjacent (...,111,...), 3-bit almost adjacent
(...,101,...), four bit adjacent (...,1111,...) and other 3 patterns
with window size 4 [ (...,1001,...), (...,1011,...), (...,1101,...) ]
and 5-bit adjacent (...,11111,...) error patterns for 16, 32, 64

bit data.These patterns represent a stream of data, where 1
represents the error of the data at that position. The H matrix
for (25,16), (42,32) and (75,64) codes are given in Fig.2, Fig.3,
Fig.4 respectively.

Fig. 2: Best parity check matrix for (25,16)

Fig. 3: Best parity check matrix for (42,32)

To explain how encoding and decoding works, Let us
consider a data D(D1 D2...D15 D16) of size 16. First we
need to find check bits for the given data D.

From the H-matrix shown in Fig.2, we get the following
equations to find the check bits for 16 bit data

C1 = D5 ⊕D9 ⊕D13 (23)

C2 = D1 ⊕D6 ⊕D10 ⊕D16 (24)

Fig. 4: Best parity check matrix for (75,64)
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TABLE III: COMPARISON OF PROPOSED CODES TO QAEC CODES

Encoder Decoder

Data Size Code Area(nm2) Delay(ps) Power(mW) Area(nm2) Delay(ps) Power(mW)

16 Proposed Codes 127 689 0.011 1171 4899 0.081

16 QAEC Codes [11] 123 1124 0.013 797 4184 0.089

32 Proposed Codes 252 1091 0.026 2243 5440 0.174

32 QAEC Codes [11] 269 1316 0.032 1695 5030 0.181

64 Proposed Codes 521 1761 0.069 4314 6002 0.371

64 QAEC Codes [11] 522 1373 0.077 2850 5808 0.366

C3 = D2 ⊕D7 ⊕D11 ⊕D12 ⊕D15 (25)

C4 = D3 ⊕D12 ⊕D14 (26)

C5 = D4 ⊕D8 ⊕D12 ⊕D6 (27)

C6 = D1 ⊕D9 ⊕D11 ⊕D15 ⊕D16 (28)

C7 = D2 ⊕D6 ⊕D10 ⊕D11 ⊕D14 (29)

C8 = D3 ⊕D7 ⊕D8 ⊕D13 ⊕D14 ⊕D15 ⊕D16 (30)

C9 = D4 ⊕D5 ⊕D8 ⊕D10 ⊕D12 ⊕D16 (31)

By using the above equations we find the check bits and
add them in the front part of the data to form a codeword
C(C1 C2...C9 D1 D2...D15 D16) and the code word will be
stored in the memory.

When a alpha particle hits the memory, the content of some
bits will get flipped [13]. Let us assume that the data is flipped
at positions 8, 9, 10, 11 and 12 in codeword. When we are
retrieving data from the memory cell, we receive the codeword
as R(C1 C2...C7 C8

′
C9

′
D1

′
D2

′
D3

′
D4...D15 D16)

Next we find syndrome S(S1 S2...S8 S9)

S1 = C1 ⊕D5 ⊕D9 ⊕D13 (32)

S2 = C2 ⊕D1

′
⊕D6 ⊕D10 ⊕D16 (33)

S3 = C3 ⊕D2

′
⊕D7 ⊕D11 ⊕D12 ⊕D15 (34)

S4 = C4 ⊕D3

′
⊕D12 ⊕D14 (35)

S5 = C5 ⊕D4 ⊕D8 ⊕D12 ⊕D16 (36)

S6 = C6 ⊕D1
′
⊕D9 ⊕D11 ⊕D15 ⊕D16 (37)

S7 = C7 ⊕D2

′
⊕D6 ⊕D10 ⊕D11 ⊕D14 (38)

S8 = C8

′
⊕D3

′
⊕D7⊕D8⊕D13⊕D14⊕D15⊕D16 (39)

S9 = C9

′
⊕D4 ⊕D5 ⊕D8 ⊕D10 ⊕D12 ⊕D16 (40)

Syndrome generated : S1 S2 S3 S4 S5 S6 S7 S8 S9.
Now the syndrome will be compared with XOR operation of
different combinations of columns of H matrix and when they
match, it takes the position of the columns that gave XOR
operation equal to syndrome, as the error position in the given
codeword and flip the bits at the position and take last 16 bits
of codeword as data. Received codeword after decoding is
R(C1 C2...C7 C8 C9 D1 D2 D3 D4...D15 D16). so data is
D(D1 D2...D15 D16).

VI. EVALUATION AND COMPARISON

The proposed codes are compared with QAEC codes pre-
sented in [11] and the potential benefits of the proposed codes
are discussed in this section. The modeling of encoder and
decoder is done in Verilog and synthesized in Cadence 45nm
library.

The comparison of the codes is done on the basis of
redundancy and complexity, area, delay and power overhead.
The TABLE III shows the comparisons on area, delay, power
overhead.

In terms of redundancy the proposed codes has redundancy
greater than QAEC codes [11] by 2 but the complexity of the
proposed codes is less than the QAEC codes [11]. Which can
be seen from the total no of ones and heaviest row in H matrix
in TABLE II.The proposed codes can detect and correct all the
errors till window size of 4 and 5 bit adjacent errors but the
QAEC codes given in paper [11] can only detect and correct
all the errors till window size of 3 and 4 bit adjacent errors.

With respect to other performance parameters For 16 bit
data the area on the encoder side is increased by 3.25%
and decreased by 6.31% and 0.19% in 32 and 64 bit data
respectively. While the area on decoder side have increased by
large percentage for the proposed codes by 46.924%, 32.3%,
51.36% for 16, 32, 64 bit data respectively. On the encoder
side the delay of the proposed codes have decreased by 38.7%
and 17.09% for 16,32 bit data respectively but increased by
28.25% for 64 bit data and on decoder side the delays have
been increased by 17.08%, 8.15%, 3.34% for 16, 32, 64 bit
data respectively. The power consumption of the proposed
codes is decreased by 15.38%, 18.75%, 10.38% for 16, 32, 64
bit data respectively on encoder side and decreased by 8.9%
and 3.864% on decoder side for 16, 32 bit data respectively
but increased by 1.36% for 64 bit data. The above percentage
changes are with respect to QAEC codes [11].

As summary, the codes with advanced correction ability
presented in this paper comes at the cost of increased redun-
dancy but the complexity on the encoder and decoder side
is decreased as the total number of ones in the parity check
matrix of proposed codes is less than that in the QAEC codes
[11]. And as for area, it has increased but since the Area
of ECC is much small when compared with total memory,
the increase of ECC area is not much significant. From the
percentages comparisons made in the above paragraph we
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can clearly see that overall delay of proposed is slightly
higher and the power consumption of proposed codes is less
when compared with QAEC codes [11].So the proposed codes
correct more errors and consume less power with moderate
increase in delay when compared with QAEC codes [11].

VII. CONCLUSION AND SCOPE

This paper proposes new error correction codes that can
correct all errors till 5 bit adjacent error by which reliability
is increased. The proposed codes have a redundancy greater
than the QAEC codes by two. The codes for the 16,32,64
data bits have been presented.The proposed codes are enforced
in Verilog and synthesized in Cadence for 45nm library. The
addition of ECCs means introducing delay, power and area
overheads. The area overhead of proposed codes is almost
same as that of the QAEC codes [11] on the encoder side
but they have increased on the decoder side. While the delay
overhead of the proposed code is much less on encoder
side but it has slightly increased on the decoder side when
compared to the QAEC codes [11]. The power consumption
of the proposed codes is less than the QAEC codes [11].
Therefore the propounded codes can be used to correct MBUs
in application where the power consumption, reliability and
delay are the major factors. The proposed scheme can be
extended to correct more conditions in 5 bit errors patterns
without increasing the redundancy.
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Abstract: Moving data and computation to the cloud is a 

promising technology in recent years. As the device density 

increases in the connected world, proper storage in the traditional 

cloud without security threats is a cumbersome task. Modification 

and leakage of data is the major threat in adopting cloud 

computing. Intelligent technologies are needed to safeguard 

against cyber-attacks. Fog paradigm enables users for data storage, 

management and network functions closer to them. Fog server 

introduced as a middle layer between user devices and the cloud to 

provide more security for uploaded data. It collects and transfers 

the encrypted data from the user, and apply reed Solomon code for 

error detection and MD5 hashing for malicious message detection 

to ensure more security and integrity. This data will be stored in 

different cloud servers and respective user’s fog devices. Thus the 

combination of cloud with fog computing will ensure integrity, 

availability and confidentiality of users data. 

Keywords: Fog computing, Cloud computing, Security, Encryption, 

Cyber-attacks. 

I. INTRODUCTION 

The cloud provides immense data storage and 

computation facility at low cost. Due to its on demand nature 

with low cost and zero maintenance cost features, 

organizations move their data and computation facilities to it. 

It consists of several servers and storage facility which are 

installed at huge data centers located at different places. It 

offers IT resources like storage, processing power, networking 

solutions, software, etc. It have many advantages like on 

demand, pay per use, rapid elasticity etc. While we are 

adopting cloud, the data is stored not in the local disk, but in 

the remote cloud datacenters. 

 

However, day by day number of connected devices is 

increasing and they are using cloud computing for storing and 

managing their data. When technology and devices of internet 

of things are more occupied in peoples’ life, present cloud 

technology cannot satisfy their needs like mobility support, 

low latency, intermittent network connectivity etc. It is also 

noted that cyber threats also increasing day by day. To fulfil 

these requirements, we need more intelligent distributed 

architecture like fog. It is an embryonic distributed 

architecture and it brings functions for computing, control, 

storage and networking closer to the end user devices. It 

chucks out the delay between the cloud and end devices 

connected to it. Usually fog computing is happening very near 

to the devices deployed. Data from these devices first pass to 

fog node and then to the cloud. The fog acts as a middle layer 

between things and the cloud. The system with fog nodes is 

considered as a three layer architecture as shown in the Fig. 1. 

Bottom layer consists of end devices and the things. Middle 

layer consists of fog nodes and cloud is considered as the top 

most layer. 

 

 
Fig.1. Three layer fog architecture 

 

The fog [4][8][12]concept is a computing paradigm 

similar to cloud. A fog node can handle a large volume of data 

along with computing and management functions. Like cloud 

fog deals with heterogeneous services with different 

requirements. Hence, data can be store and processed at fog to 

avoid delay in computation. The data, device or application 

control functions for end user systems like control 

manufacturing systems, vehicles etc., can be handled by a fog 

node. Thus a fog node can act as an alternative of cloud 

nearest to the user rather than a remote cloud. 
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The cloud users are more concern about the data they 

stored at remote location. Fog can be used to enhance the 

security of data which is stored under cloud. It can also 

perform integrity checking when a user downloads the data 

from the cloud. In this paper a hybrid cloud-fog model is 

implemented to enhance the data security. It also enhances the 

number of data block handled at time to the cloud, since the 

computation is done at the fog node. The rest of this paper is 

organized as follows. Related works in this area is discussed 

in section II. Detailed system design is given section III and 

implementation details are given section IV. Analysis and 

conclusion are given section V and VI respectively. 

 

II. RELATED WORKS 

The vide adoption of cloud computing raises several new 

problems in this area. Data security is the most important 

issue in adopting a cloud platform for the end users. In this 

section, we will introduce these researches and analyses the 

advantages and weaknesses of them. Various security 

problems in adopting the cloud are discussed in [2].  There are 

several encryption methods available for data security in 

cloud, especially Advanced Encryption Standard (AES) [18]. 

Fog can apply to many fields like smart grids, connected 

vehicles, Internet of Things (IoT) and software defined 

networks. Fog forensics doesn’t have a problem with 

bandwidth which is present in cloud forensics. The problems 

related to fog computing is mentioned in [5]. In order to 

simulate resource management scenarios and scheduling 

policies in fog computing various tools were invented like 

ifogSim [9]. Characteristics, applications, and security issues 

of fog computing are also discussed in paper [13][14]. 

 

The paper [3] proposes a third party auditing method to 

check the integrity of data. The users have to send a request to 

the third party auditor.  The auditor is responsible for 

checking the integrity of data and he will prepare a detailed 

report and send to the user. But sometimes third party auditor 

may act as malicious. Another method discussed in [4] uses a 

trusted authentication, authorization, data encryption, hashing 

and key management technique. It makes use of both 

symmetric and asymmetric algorithms and One Time 

Password (OTP). But the problem is that OTP is not 

confidential at all. The paper [19] discusses a method to 

secure the data shared among social networks based on the 

cloud. User will encrypt and decrypt data using private and 

public keys. Then data first send to a proxy server. It will re-

encrypt data using AES algorithm. Before send to another user 

it pre-decrypt data. Here group key manager is used to provide 

the public key, private key and symmetric key to the users and 

proxy server. Several authentication schemes for private cloud 

environments based on time stamp, one time secret password 

and nonce based approach are presented in [20] 

A fog security mechanism in the healthcare system is 

tested with a decoy system [15]. In this a decoy medical big 

data is created at the fog layer to make attackers  believe that 

it is the original data. But the original data is stored in cloud 

layer which can be only accessed by authenticated users after 

user profiling. Fog security mechanism is successfully used in 

IoT systems [16]. In this method fog layer is used to reduce 

latency. An authentication mechanism for fog-IoT computing 

using block chain technology is introduced in paper [17]. Here 

block chain is used for the authentication between fog and end 

users and also between fog nodes. 

  

III. SYSTEM DESIGN 

 

The proposed design is three-tier architecture as shown 

the figure 2. The bottom layer is device or things layer which 

consists of end devices and users. The data generated from 

this layer is transferred to middle layer. Middle layer consists 

of many fog nodes. 

 

A. System Design 

The problems with centralized cloud are data security and 

the transmission delay [1][11][18]. To tackle these problems, 

we propose a system which includes fog computing which 

have a several fog nodes between things and the centralized 

cloud. Here the data from the sensors are transferred to fog 

nodes. At fog nodes, there will be a series of security 

mechanisms to ensure the privacy and integrity of data. Fig. 2 

shows the system design of the proposed approach. First, fog 

node accepts the data generated from the devices. At fog, the 

user data undergoes encryption. Here the AES [6][10] 

algorithm is used which is shown in Fig. 3. 

 

 
Fig. 2. System Design 
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Fig. 3. AES encryption 

 

Step 1 Generate an encoding matrix which have identity 

and vandermonde matrix. 

Step 2 Multiply the user data with the encoding matrix. 

It generates k+m data blocks. 

Step 3 Upload or transfer data to the receiver. 

Step 4 At the time of downloading, check whether it 

contains full data. If yes then exit,else go to step 

5. 

Step 5 To recover the full data, find the encoding matrix 

of remaining pieces of data. Let it be matrix X. 

Step 6 Find the inverse of matrix X. 

Step 7 Multiply the inverse of matrix X with remaining 

pieces of data to reconstruct the original data. 
Fig. 4. Steps for reed Solomon code 

 

After encryption, reed Solomon code [8] mechanism is 

applied to generate different data blocks. In this process, it 

generates k+m data blocks, k is number of data blocks and m 

is the redundant data blocks. The steps are reed Solomon code 

is given Fig. 4. For experimental purpose, we have chosen k as 

4 and m as 2. To this k data blocks, message digest 5 (MD5) 

[7] is applied to generate fingerprints to ensure the integrity of 

data. Redundant data blocks and fingerprints are then 

uploaded to fog and the remaining data blocks into different 

cloud servers. Usually, user’s data is stored in only in one 

cloud location. But when that cloud service provider is under 

threat, entire data stored in it is also under threat. To avoid this 

problem this paper used a fog-cloud combination to store parts 

of data in a reasonable proportion. One of the advantages of 

this scheme is that, it can reduce the transmission delay. 

Because, fog situates very near to the end users. Cloud can’t 

be used for the applications which need latency less than some 

milliseconds. This problem can be tackled with fog 

computing, since the transfer rate between fog computing 

layer and other layers is faster than the rate directly between 

cloud layer and the bottom layer. 

 

Sometimes, attacker can modify the user’s data. User and 

cloud service provider will be unaware of it. To address this 

issue we have used MD 5. 

 

B. Uploading 

If a user wants to upload files, the fog node takes it as an 

input and encrypts it using AES algorithm. After encryption, 

reed Solomon code mechanism is applied. It generates k+m 

data blocks where k is the real data blocks and m is redundant 

data blocks. Then MD5 algorithm is applied on each data 

blocks to generate fingerprint. It is used for integrity checking 

of data. These fingerprints and redundant data are stored on 

fog and remaining data into different data blocks. The 

uploading process is shown in Fig. 5. 

 

 
Fig. 5. Uploading 

 

C. Downloading 

When downloading a file, to ensure that there is no data 

change is happened, MD5 is applied for modification 

detection. Then a fingerprint is generated based on the 

downloaded data. This fingerprint and the already stored 

fingerprint at the time of uploading are compared with each 

other. If any change is found, we can recover the lost data 

through inverse reed Solomon code mechanisms. But as a 

worst case scenario, sometimes the amount of errors may be 

greater than the limit of error that can be recovered. In this 

case, the only way is to delete the data and give negative 

feedback about the cloud service provider. With this scheme, 
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we can improve the performance and the competition between 

cloud service providers. Fig. 6 shows the process of 

downloading. 

 

 
Fig. 6. Downloading 

 

IV. IMPLEMENTATION 
 

The proposed method is implemented using laptop as fog 

nodes and mobile phones as IoT devices. These devices are 

connected through Wi-Fi and Bluetooth. The data from a user 

reaches to the specific location of the laptop which can act as 

memory of fog Node. In this node security mechanisms like 

encryption, error detection and correction and integrity 

checking are carried out.  Here Google drive is used as cloud 

and k-1 data blocks uploaded to it and remaining redundant 

data blocks and data blocks stored in fog itself. At time of 

uploading, an identification number (ID) is generated for each 

data blocks. These ID and message digest of each data blocks 

are stored in the database for further checking. Encryption is 

applied to this file and this file will undergo reed Solomon 

code and generate 6 files, i.e., 4 data files and 2 redundant 

files. Output of the uploading process is shown in figure 7. 

From figure 6, we can see that file is divided into 6 parts and 

for each data block, MD5 checksum is generated and inserted 

the file name and its checksum in to the database. At the time 

of uploading, an ID is generated and this is also stored in the 

database. Here 3 blocks are uploaded with unique ID. 

 

Next process is downloading of data stored in cloud. First 

we need to download these files into fog with the ID 

generated at the time of uploading which is stored in the 

database. From fog, the data undergo integrity checking with 

MD5 hash. After that, if there is no error, then data undergoes 

reed Solomon and AES decryption to decode and decrypt 

data. The change in data can be happen in two ways, one is 

from inside the cloud. Second one is at the time of transfer of 

data from cloud to fog. The change of data can be data loss or 

data modification. If data loss is happening at inside the cloud, 

data cannot be downloaded with the id generated at the time of 

uploading. Malicious modification also gives the same 

situation. In the next scenario, if the data lost at the time of 

transfer, lost data can be recovered with the reed Solomon 

code. Otherwise, if data is maliciously modified, it can be 

detected with MD5 comparison. Modified data is deleted and 

whole data is recovered with reed Solomon code. Figure 8 

shows downloaded files from cloud and its MD5 hash also 

compared. New MD5 hash is generated for downloaded data. 

This hash is compared with the previously stored message 

digest of the corresponding data blocks which is stored in 

database. 

 

 
Fig. 7. Output of encoding 

 

 
Fig. 8. Output of downloading and decoding 

 

V. ANALYSIS 

 

Experimental evaluation and analysis consists of different 

parameters. First one is the performance of uploading and 

downloading, when the number of data blocks (k) increases. 
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Second one is the traffic analysis. It shows the amount of data 

needs to send to cloud with fog and without fog. Last one is 

the delay and it shows the time need to complete the process 

with fog and without fog. 

 

A. Performance 

Performance of the system is tested by varying the value 

data blocks (k). Time taken to upload and download is 

recorded. Here number of redundant data blocks fixed as 2. 

Table 1 show that, when number of data blocks increases, 

time taken to upload and download is also increases. In case 

of uploading, for bigger the value of k, time to upload is also 

increased. This is due to increased complexity of the security 

matrix. When the value of k increases, the complexity of 

encoding matrix is also increases. Thus, the security of data 

increases. In case of downloading, for larger value of k, the 

downloading time is high.  

TABLE 1. PERFORMANCE 

k Upload time (ms) Download time (ms) 

4 16684 7846 

5 17364 9348 

6 18170 9516 

7 19904 10549 

8 23480 10874 

9 23672 12480 

10 27794 12984 

 

B. Traffic Analysis 

Table 2 compare the traffic to cloud with and without fog. 

For the experimental purpose the data blocks (k) is taken as 4 

and redundant data block size (m) as 2. A fog node have 

substantial amount of data storage capacity. In this system, 

redundant data blocks remains in the fog and only k-1 data 

blocks are uploaded to the cloud. Without fog entire data need 

to send to the cloud. For our experiments were conducted with 

small amount of data. But in real time, amount of data will be 

huge. It is also noted that in years, with the intervention of 

IoT, the data transmitted from end devices will increase 

drastically. At that time, cloud cannot afford this big data and 

it causes delay. Fog reduces the amount of data to be sent to 

the cloud which reduces traffic. 

TABLE 2. TRAFFIC ANALYSIS 

Data Size (KB) With Fog (byte) Without Fog(byte) 

8 8192 6159 

10 10240 7695 

12 12288 9231 

14 14336 10767 

16 16384 12303 

18 18432 13839 

20 20480 15375 

 

C. Delay 

The table 3 and 4 shows that time taken to upload and 

download takes more time when fog is present but it is not 

much significant. This is justifiable due to the enhanced 

security mechanisms implemented at fog nodes. In this 

proposed work, data first pass to fog then only to the cloud. 

The fog takes a little time to process data i.e., to apply the 

proposed security mechanisms to data. The time taken at fog 

node is not much significant. Even though upload and 

download time is less for without fog implementation, but 

data traffic is more, which is to be further investigated. 

TABLE 3. UPLOAD TIME - WITH AND WITHOUT FOG 

Data Size (KB) With Fog (ms) Without Fog (ms) 

8 16871 14955 

10 16746 14223 

12 16035 14854 

14 17206 15833 

16 16479 15900 

18 16873 15472 

20 16138 14011 

 

TABLE 4. DOWNLOAD TIME -  WITH AND WITHOUT FOG 

Data Size (KB) With fog (ms) With fog (ms) 

8 9657 8601 

10 9340 8904 

12 9204 8897 

14 9851 9016 

16 10218 9735 

18 9695 8492 

20 10735 9612 

VI. CONCLUSION 

Cloud computing is distributed and scalable architecture 

with massive storage capacity at low cost. But data loss and 

modifications are serious issue in adopting cloud as 

computation platform. The fog computing offers distributed 

computing, that officers control, data storage, and networking 

functions closer to end user devices. The proposed method 

provides security through cloud-fog integration with reed 

Solomon code and MD5.This enhanced method improves the 

security in cloud data storage. Here the Reed-Solomon code 

used to correct errors original data. It generates different data 

blocks and redundant data blocks. For each data blocks, MD5 

is applied, which is used to generate fingerprints. These 

fingerprints and redundant data blocks are stored in fog and 

remaining data blocks are stored in to different cloud. With 

this cloud-fog hybrid storage technology, we can avoid cyber 

threats like data loss and malicious modification. By this way, 

the proposed technique can ensure the integrity, availability 

and confidentiality of data. As future scope, we can develop 
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more secured data encryption and error detection algorithms 

based on block chain technology to use in fog. 
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Abstract: This thesis presents a development and implementation of a remote controlled car (RC) for 

surveillance purpose and the whole system is controlled from anyplace from the world by Smartphone 

accelerometer. The work was led by establishing Wi-Fi communication between RC car and Smartphone. 

After setting up the network connection between RC vehicle and Smartphone, the vehicle can be controlled 

by just tilting the Smartphone by using remote IMU application that is installed in android phone. This 

application uses accelerometer, gyrometer and magnetometer for linear and rotational movement of car. The 

values from this application are sent to the Raspberry Pi through UDP protocol. For the surveillance purpose 

and to navigate the area while controlling the car remotely we used pi camera that is joined to the vehicle. 

The test was carried on the RC vehicle with four directions. Directions are 1) Left 2) Right 3) Forward 4) 

Backward. 
 

Keyword: IMU, Accelerometer, RC car, Surveillance, Smartphone. 
 

I. Introduction: 
 

Research on mechanical autonomy has continued for 

a very long while. In spite of unique presence, robots 

offer a typical mechanical and movable structure. A 

robot utilizes sensors to see nature. Buyer robots will 

in general have microcontrollers along with restricted 

computational power and little measures of memory. 

Sensors for customer robots are additionally very 

expensive. In expansion, it takes micro controller 

assets to deal with these mounted sensors. With the 

progress of modern day Smartphone innovation, 

many regular sensors are officially implanted in a 

Smartphone [1]. The best preferred standpoint of 

utilizing a Smartphone is that it allows user to drive 

their vehicle away from their true location. Now days 

there are various accessible articles concentrating the 

advancement of correspondence models between a 

Smartphone and a machine. A modern Smartphone 

has numerous advantage (for example computerized 

compass, accelerometer, sound, mouthpiece and 

camera) and numerous helpful communication 

interfaces (for example Wifi, Bluetooth, etc.). There 

is no uncertainty that smartphone phone processors 

have higher processing power and large memory than 

the basic miniaturized scale controllers. This propels us 

to include a Smartphone into remote control vehicle in 

request to handle complicated tasks and progress the 

general execution. In this examination, we actualized a 

different directing agenda with Smartphone movement 

control. The general implementation of the proposed 

framework is assessed by activities that we planned. Our 

proposed work can be utilized in Surveillance purpose. 

In light of the situations portrayed above, we present a 

versatile surveillance system that runs on raspberry pi. 

Raspberry pi drive the vehicle which is remotely 

connected with the client by means of the android 

application. A control board is additionally given 

through the remote IMU application introduced in the 

Smartphone that uses accelerometer and gyroscope to 

drive the car wirelessly by just tilting the Smartphone in 

the desired direction. Accelerometer are made up of 

multiple axes, two to determine most two dimensional 

movement with option of 3D positioning [2]. Most 

Smartphone typically make use of three axis model. We 

measures the values of 3 axes based on the phone 

movement. Figure1 shows the X, Y and 
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Z axis of Smartphone. X, Y and Z axis orientation 

relative to the device remain constant. 

 
 

Figure1:Smartphone Accelerometer Axis 

 
For rotation of car we use gyroscope. Rotation 

measured in rad/sec around the the X, Y, and Z axis 

of the gyroscope relative to the android device. For 

any positive axis on the device, clockwise rotation 

output negative value and vice versa. For example if 

we place the device up on table and spin it clockwise, 

then the block output is negative value for the z axis. 

Figure 2 shows the gyroscope axis orientation. Based 

on the sensed value of accelerometer and gyroscope 

movement of the vehicle is determined. 

 
Figure 2: Gyroscope Axis Orientation 

 
. 

This paper proposed a prototype of remote controlled 

car which gets control of movement from 

Smartphone tilting position with greater control of 

car, while navigating the car from remote location. 

Steering of car using web interface key is not able to 

gives proper control of car, especially when one 

wants to slow down the speed or want to take slight 

turn of car they are not able to do. So our aim is to 

find proper solution to this context. The rest of this 

thesis is arranged as follows. Segment II describes 

the several work regarding the design and 

development of remote controlled car. Segment III  

describes the architecture of proposed work. Segment 

IV describes the working mechanism of the proposed 

work. Segment V talks about the result and segment 

VI presents the summary of this work. 

 

II. Similar Work 

There are various work has been done related to the 

remote controlled car for the various purposes. Paper 

[3-5] developed remote controlled car that is 

controlled by computer via a parallel port and 

controlling command is voice and facial expression. 

Computer convert this voice command/face image to 

the digital signal and then converted to radio signal 

and accordingly car takes decision for their 

movement . The Yuxinzing presents RC car using 

Arduino and Android communication for search 

mission. This system named AndroRC that require 

two separate Arduino Board (Mega and Uno) for RC 

unit. Due to the use of servo motors for turning, the 

speed is constrained for four directions [6]. A vision 

based obstacle avoidance algorithm for a low cost 

and off-the-shelf electronics has been implemented, 

where this algorithm is fast and works with very low 

resolution image. Ultrasonic sensor is widely used in 

mobile applications for measuring distance, which 

helps in detecting obstacles. A system was 

implemented using ultrasonic sensor and infrared 

sensor intended to help the elderly and people with 

vision impairment [7]. Another system proposed by 

R. Manduchi is a system based on stereo range 

measurements, for obstacle avoidance [8-10]. K. 

Dumbre presents a robotic vehicle for surveillance 

purpose that is embed with automatic arm that can be 

utilized to catch and shift things wherever required 

and it is controlled via keyboard [11]. G.Pavani and 

V. Kadiam presents Smartphone operated RC car 

using Raspberry Pi [12]. 

 

III. System Structural Design 

In this work hardware that we used are connected as 

figure 1. These figure include Raspberry pi, 

picamera, L293D Dual H- bridge IC and RC car 

structure. 
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Figure 3: Block Diagram 

 

A. Raspberry Pi B3 
 

Raspberry pi is the heart of this system. 

Raspberry pi is used in this work because of its 

low cost, small size, compatible for most of the 

high language programming and that can be plug 

in to computer or TV. It is capable of doing 

many things like it acts as desktop computer, 

browsing the internet, game, word processing etc 

[13]. 

 

B. Motor control 
 

Here we used L293d motor driver IC to control 

motor of rc car. Normal DC geared motor require 

current greater than 250 – 300 mA. ATMEGA16 

microcontroller gets damage because they cannot 

supply this amount of current, so we need circuit 

that acts as a bridge between motor and 

microcontroller. Hence L293D IC acts as bridge 

between microcontroller and motor of RC 

car[14]. 

 

L293D IC is a dual H- bridge motor driver IC. 

Using this we can manage the direction of 

rotation of motor in both clockwise and anti- 

clockwise direction. Figure 2 shows the 

connection with DC motor. 
 

Fig 2: Circuit diagram of L293D and Motor 

connection 

C. Drive Algorithm 
 

RC car gets direction of movement according to the 

phone position with respect to the accelerometer axis. 

Accelerometer gives two outputs one for horizontal 

direction means left or right direction and other for 

vertical direction means forward and backward 

movement. Hence to drive the car according to the 

accelerometer value we need to set some range of 

rotation of phone with respect to accelerometer axis, 

for movement of car in these four directions. So for 

our work we set these values for x and y. Table 1 

show the value of x and y relative to the position of 

phone. 

 

Table1: X and Y coordinate Relative to 

accelerometer axis 

 

      
 

Each output of accelerometer ranges from 1v to 2v. 

An ADC within the pi converts the outputs to digital 

signal and transmitted to the motor driver, there it 

decide direction of movement of car and accordingly 

car moves. 

 

IV. Working Mechanism 
 

This section describes how the work has been 

implemented. Whole work is divided into various 

phase. 

 

A. Hardware Assembly 

 

We connect Raspberry Pi with four geared motor 

using L293D module. For powering up the Raspberry 

pi we used power bank and to power geared motor  

we used 12v rechargeable battery. After assembling 

of wheels and geared motor into the chassis structure 

look like the figure I. 

12V 

5V 

power 

Smart 

phone 

L293 

D 

Raspbe 

rry Pi 

Camera 
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Figure I: RC car 

 

L293D IC is used to drive the dc motor in any 

direction. It works on the principle of H-Bridge, that 

allows voltage to be flowing in any direction. It has 

four input which is trigged by raspberry pi. 

Connection of motor IC as below 

 

GPIO7 – IN1 

GPIO11 – IN2 

GPIO13 – IN3 

GPIO15 - IN4 

GND Raspberry Pi – GND L293D 

12 v of Raspberry pi - Enable pin 

To make the car run forward pin 7 and pin 13 must  

be ON and other two pins are OFF, similarly to run 

backward pin 11 and pin 15 must be ON and other 

two are OFF. Now to run the car in left direction pin 

13 is ON and other are OFF. To run the motor in 

right direction pin 7 is ON and other pins are OFF. 

For live video streaming we connect Pi camera to 

raspberry pi. 

 

B. Setting Up the Raspberry Pi 

 

To install the Raspberry pi several things are needed 

for proper functioning of Pi. Table 2 shows the 

needed device for the first time booting of Pi. 

 

 

Table 2: Device needed for first time boot of 

Raspberry pi 

First phase in setting up the Pi by placing the SD card 

with Raspbian(via NOOBS) into the micro SD card 

slot of the Raspberry Pi. Now plugged the keyboard 

and mouse into the USB port, and then turned on the 

monitor or TV. After that, plugged the HDMI wire to 

the monitor/TV, and then hooked the other end of the 

cable into the Raspberry Pi. Now it’s time to give 

power supply to the raspberry pi, it turned on and 

boot up raspberry pi. A power indicator light now 

began to shine. Now downloaded and install the 

Raspbian operating system on the raspberry pi. When 

the warning window pops up, clicked yes to confirm. 

Once the installation process is finished, raspbian 

automatically began to reboot. Under the menu bar 

that is on the top left corner of screen, pick the 

preferences in the dropdown menu, then pick the 

raspberry pi configuration and in the configuration 

tab sat the location, time zone and keyboard 

language. Then again reboot the pi [15-16]. 

 

C. Wi-Fi Arrangement 

 

Pi was configured to communicate automatically with 

the chosen network [17]. Two file that are network 

interface and wi-fi protected access (WPA) were 

edited using script editor to enable Wi-Fi. In this we 

have used a nano script editor which is easy to use. Pi 

has its own IP address. This prototype provides 

distinctive feature, where controller is allowed to 

control the vehicle by a remote controller that is 

placed at a distant far away from the vehicle location 

but remote controller should be connected with the 

network as the Pi connected. There are some 

techniques that can be use to activate this special 

feature. One of the techniques known as port 

forwarding can be used to access raspberry pi at a 

distant place from pi.  
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Port forwarding is a method that allows us to access a 

server or a device from anywhere. It can be initialize by 

setting up router as all incoming packets from the internet 

to the port of the specific local ip address of pi. Port 

forwarding has one drawback that it allows any device to 

connect with forwarded port, hence make slightly 

insecure so it must be handle cautiously.  

 

D. Remote Control 

 

For controlling the car we use accelerometer for linear 

movement and for rotational movement we used 

gyroscope. Accelerometer and gyroscope is inbuilt 

feature of android phone. To use this feature we use 

inertial measurement unit(IMU app) that was installed 

from google play. Now we established UDP connection 

between android phone and pi, then we create socket 

using python program for receiving the data from android 

app[18]. Python program wait for input from android app 

and process the data for movement of RC car. Now pi 

decodes the received data and sent command to the motor 

driver circuit. Direction of car depends upon the 

movement of android phone. After running the code and 

setting the IMU app with raspberry pi IP and port address 

we  can tilt phone in that direction to which we want to 

drive the car. Figure 2 shows the IMU setup page where 

we filled ip address and port , then start the app. After 

running this app this app start to send output of 

accelerometer and gyroscope according to the phone 

position and accordingly RC car start to move. 
 

Figure3: IMU setup page 

 

 
 

Figure 4: Navigation output 

 
 

1. Live Video Streaming 

 

Pi Camera is used as an eye of remote controller[19- 

20]. Following are the command to configure 

camera. 

 

1. Run the “ sudo apt – get update” 

2. “sudo apt – get upgrade” 

3. “ sudo rasp – config” 

 

After running this command, some option will pop 

up, among them, camera option is to select and 

enable it. Once all configurations have been 

established, write the script for video publishing. 

For this we created a new file called rpi_camera.py 

and saved it here. Under this write the code that is 

available in official picamera package 

documentation. After writing code, run this code, 

then go to web page and type the raspberry pi IP 

along with port 8080, now live video is streaming. 

Fig4 shows the live video streaming. 
 

Figure 5: Live video streaming 
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V. Result and Discussion 

 

The proposed work has been designed to run an RC 

car, and it gets direction of movement according to 

Smartphone tilt position and broadcasting network 

node was build for live video publishing that helps to 

navigate the area for controlling the car movement 

remotely. Raspberry pi drive the RC car and it has a 

Wi-Fi connection to communicate with Smartphone. 

For power supply pi is connected to 5v power bank 

and RC car is powered by 12v rechargeable battery. 

Figure 6 shows the fully functional prototype of this 

work. 

 

For local access authentication, one can control RC 

car only by connecting both pi and Smartphone with 

the same Wi-Fi network as well as if pi is powered 

on. 
 

Figure 6: RC car and its control output 

 

VI. Summary 
 

This work prompts the prototype of Remote 

controlled car with the help of Smartphone 

Accelerometer. By means of a completely well-

designed prototype this vehicle can be useful for 

surveillance purpose in dangerous area, industrial 

buildings, border and many more such areas with 

greater control of vehicle than the existing switch 

controlling mechanism. Several improvements are 

possible like one can use solar panel to give power of 

the motor so that charging problem of batteries will 

short out. 
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Abstract- In recent times the growth of population 

has been increased very much, when compared to 

last 10 years. so there is a need to implement an 

effective traffic system to avoid congestion. In the 

present traffic situation the emergency vehicle is 

getting blocked in middle of traffic and not able to 

reach the destination in correct time. In this paper 

we suggested a centralized system for emergency 

vehicle passing with authentication where the 

driver he himself can control the traffic and can 

pass through from that signal with the use of 

authorized control system and the authorized 

control system will control all the traffic signals 

and only certified people can access the control 
system. 

Keywords- Traffic Light, NRF, GSM, IOT, 

Emergency Vehicles, RTC. 

I.  INTRODUCTION 

Transportation system is the prime service 

to provide peaceful life to the people. It is used to 

achieve the target of different audiences [7][8]. 

Main problem in the transportation system is the 

traffic congestion [1]. Traffic congestion is the 

problem which arises due to more number of 

vehicles than the road facility. Providing service 

without congestion demands huge investment. This 

problem is common among the different countries. 

Accident is occurred around the world due to poor 

management of traffic system [5]. Traffic 

congestion can be controlled by monitoring the 

traffic and makes a wise decision based on the 

situation[4]. But it is the toughest work to achieve.  

Mainly, in emergency condition, the ambulance and 

government vehicles should reach the desired 

location within the minimum time. So that human 

life can be saved as quickly. It involves data 

interpretation, authentication and also manpower. 

The above requirement can be satisfied with the 

help of recent technology. Data interpretation is the 

difficult task because it changes time to time and 

day to day. Sensors are placed in the vehicles. 

System can able to interpret the information about 

vehicles by reading sensor output[10]. Interpreted 

information can be analyzed with the help of 

suitable software tools, system can able to adjust the 

signal traffic time. Thus avoids long waiting of 

vehicles in queue [9]. Current system is failed to 

achieve the proposed outcome. It introduces delay 

and also it may be a reason for the loss of lives [2].   

Recent survey says that death rate increases with 

poor traffic management system[6]. Researchers are 

proposing different ideas for solving the issues. One 

of the methods is the use of adaptive system based 

on various conditions. It uses internet of things and 

embedded technologies [8].  Other technology is in 

use was implemented the first based on RFID 

networking. Its main goals are minimizing travel 

time, improving safety and public transport service. 

Such improvements are beneficial to health and the 

environment, Traffic control system by using RFID 

technique. Compose of different RFID tags and 

other hardware peripheral components. Tags control 

the condition of real time. It can change the set 

times automatically. Sensors are used in the driver 

circuit to know the traffic jams [9]. The output can 

be demonstrated by LEDs. These are old techniques 

and also some of the technique are presently in use 

in different countries [4] [7] [9] and goal is to 

counteract the traffic control management system. 

This paper has three sections. Section II has the 

detail about the proposed system; Section III 

explains the result and its detail output. Conclusion 

and Future work is given in section IV.   They 

are Control section, Traffic section, and Ambulance 

unit.    

II.  PROPOSED SYSTEM  

Proposed consists of three sections. They 

are Control section, Traffic section, and Ambulance 

unit. In our work when the ambulance wants to go 

in a traffic area that ambulance driver should send a 

message to the control unit in which signal traffic he 

wants to clear. Message is sent through the GSM 

board. Then the control unit receives the message 
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using a GSM board. It sends the control message to 

the concerned traffic unit to change into green light 

using NRF. Power supply unit is available to 

provide the supply to the entire control unit. 

Arduino Uno board is used as central processor to 

control the various operations.LCD display is 

displaying the movement of the particular vehicle 

through GPS installed in the ambulance unit. IoT 

module is used for sharing the details globally. 

In traffic section receive this data using NRF. In 

this section it stops the normal loop of the traffic 

signal and the signal is  switch on the green light. 

Using LCD and traffic signal it shows that the 

emergency vehicle is passing so that the people who 

are passing through that signal can understand the 

problem. Here using RTC it calculates the time 

duration. After some duration the traffic signal 

changed into normal loop. Then the next signal 

moved into green. This process will happen up 

to the destination of the ambulance. Finally, the 

ambulance sends the successfully reached message 

to the control unit. Here we are using an authorized 

control unit which will control all the traffic signals 

and only certified people can access the control 

system. And all the details will be updated in the 

web server for analysis purpose. LCD is used to 

display that emergency vehicle is passing. In this, 

we are using GSM where we can establish a wide 
range of network of more than a kilometer range. 

 

 

 

 

Figure 1. Control Unit 

 

Figure 2. Traffic Unit 

 

Figure 3. Ambulance Unit 

               In this project, we are using the following 

components like Arduino UNO, GSM modem, 

LCD, IOT, NRF, RTC, and LED.  Here Arduino is 

an open-source microcontroller board based on 

ATmega328p and it has 14 digital input/output pins, 

6 analog inputs, a USB connection, power jack, 

header and reset button. GSM is a wireless modem 

that works under GSM wireless network and it 

behaves like a dial-up modem that receives and 

sends data through radio waves. LCD is a liquid 

crystal display screen, it is an electronic display 

module with a wide range of applications. It has a 

16*2 LCD display which is used in various devices 

and circuits. LCD has no limitations and it is 
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economical and easy to program. NRF is a highly 

integrated and ultra-low-power RF transceiver IC. It 

has advanced power management with a 1.9 to 3.6v 

supply range. The NRF24L01 has UPL solution 

which gives months to years of battery life to coin 

cell. The internet of things  is a physical device 

network used in vehicles, buildings, electronics 

which uses the embedded system and it is the 

network connectivity that which enable these 

objects to collect and exchange the data. IOT sense 

the object and controls remotely across the existing 

network infrastructure. RTC  is a real-time clock, it 

is low power and full binary coded decimal clock. 

The address and data are transferred serially. It is a 

timekeeping operation that works under time. LED 

is a light emitting diode(LED) is a semiconductor 

device that emits visible light when an electric 

current pass through it. LED's will have different 

colors in our project we are using 3 different colors 

like red, green and orange. At first, the Arduino 

board will take the coding and runs the circuit as per 

the code is given, then the message which was 

received in GSM modem will be sent to the LCD. 

There authenticates and verifies whether the 

message is sent by the certified user and the entry of 

the message will be stored in the IOT. From the 

control unit to traffic unit message will be sent 

through NRF. From there the traffic unit will 

change the red signal into the green signal by using 

RTC. After some time it will change to red and this 

process repeats whenever an emergency vehicle 

passes and all the data will be uploaded in IOT 

cloud.   

III. RESULT AND DISCUSSION 

Information will be received to centralized 

unit whenever accident happens. Centralized unit 

identify the nearest ambulance unit closer to the 

accident spot. Ambulance driver sends an 

acknowledgement signal to the centralized server 

once it ready. Movement of the ambulance vehicle 

can be monitored in the centralized section through 

GPS placed in the ambulance unit. After reaching 

the spot, ambulance unit sends an request message 

to centralized server to clear the traffic. Centralized 

unit verify the number and if it is authenticated then 

control message send to traffic unit. At first, 

the Arduino board will take the coding and runs the 

circuit as per the code is given, if a message is 

received in control unit by any emergency vehicle it 

will check whether the number is matching or not 

with the numbers given in the coding. If the number 

is matching  then GSM modem will send message 

to  LCD. There it will display that message received 

and number is matching message on LCD and the 

entry of the message will be stored in the IOT 

cloud. All this message will be stored for the 

authentication purpose and also to check that 

control unit is working according to the code given. 

From the control unit to traffic unit the  message  

will be sent through NRF. Where NRF is a 

transceiver IC which can be used as short range 

signal transmitter and it acts as a communication 

device in between control unit and traffic unit . All 

the process and arrangement of components has 
shown in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        

 

 

Figure 4. Flow Chart 
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Figure 5. Control Unit 

 

 

Figure 6. Traffic Unit 

After receiving a message from the 

control unit the message will be sent to Arduino, as 

from there it will be transmitted to LCD there it will 

display the emergency vehicle is passing and the 

LED will change its color from red to green so that 

the driver can get a clear way to pass through from 

the traffic jam. Here we are using RTC, which acts 

as a clock. From the RTC after a period of time, it 

will change to red and this process  

repeats whenever an emergency vehicle passes and 

all the data will be uploaded in IOT cloud. It is the 

next unit, after receiving message from control unit 

as shown in Figure 6.  

IOT web server will have all the access 

details of all the emergency vehicles which have 

been passed through the signal. Along with the time 

and the area of the traffic signal will be 

updated in the IOT cloud. It is shown in Table 1. 

And we can check all the details through this web-

link:  

http://www.iotclouddata.tech/506/  

 

TABLE I.  IOT MONITORING DATABASE 

 

IV. CONCLUSION  

             We have designed a centralized system for 

the emergency vehicle passing with authentication 

where the driver he himself can control the traffic 

and can pass through from that signal with the use 

of authorized control system and it will control all 

the traffic signals and only certified people 

can access the control system. Request is given by a 

person who is in the location to the central station. 

Station assigns the jobs to the emergency vehicle 

based on their position to the spot. Emergency 

vehicle driver communicated to central office and 

central office send the control signals to the traffic 

signals which are available on the way. Centralized 

system can able to track the movement of vehicle. 

Based on the traffic it generates control signals and 

reduces the time delay .Thus the proposed system 
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can able to control the traffic effectively as well as 

saves people lives. In future the above system can 

expand by adding the identity number with the 

vehicle. Vehicle should have the capability to send 

information by own whenever accident happens. So 

that centralized system can able to receive the 

request about accident spot without receiving 
request from human.  
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Abstract-In India, the agricultural economic loss is mainly due to 

insects and pests. Therefore, pesticides are widely used by farmers 

to control weeds, insects and plant diseases. Excess usage of 

pesticides is not only an adverse for the environment but also for 

human and economy of the nation. In this paper, we proposed a 

pest control system that makes use of IOT (Internet of Things) 

and image processing technologies to control pests, thereby 

reducing the use of pesticides. The proposed system uses infrared 

sensor (PIR) to detect the presence of insect by the heat radiated 

by their body.  Image processing is used to capture images of the 

pest to confirm their presence in the field. After confirming the 

presence of insect by Image processing and PIR sensor, the 

ultrasonic generator is used to generate ultrasonic waves which 

are intolerable to insects and pests, drive them away from the 

agricultural field. The proposed system helps the farmers to 

improve the agricultural production and management in an eco 

friendly way.   

I.INTRODUCTION 

Pesticides are a major problem for Indian farmers 

compared to pests. There is  always a bit of poison in the food 

we consume. Pesticides are agents used to destroy pests, 

which are detrimental to humans or human concerns like 

agriculture. Almost 30,000crores worthy of crops are 

destroyed by pests and insects in India every year, which 

make farmers to use pesticides. Experts believe that chronic 

low level pesticide exposure is associated with a broad range 

of nervous system symptoms such as headache, tension, 

dizziness, depression, anger.Agriculture scientists worldwide 

are working on biological alternatives to chemical pesticides 

with increasing consumer pressure on both farmers and 

supermarkets to minimise the use of chemical pesticides.  

With the growth of organic market, people are taking 

much more interest on what farmers use to control pests. 

Nowadays farmers are encouraged for practicing organic 

farming. Organic farming produce good quality food but 

production costs are very higher, needed more workers and 

they cannot produce enough food that the world population 

need to survive. Both the approaches have their pros and 

cons. As Prevention is better than cure, the better solution for 

this problem could be preventing usage of pesticides rather 

than treating for its side effects. 

One of the major problem in agriculture that limits the 

yield of crops is pest diseases which caused by pests 

including rodents. Farmer in spite of competing with pests 

for years, the Crop loss caused by pests has been increasing  

which threaten all around the world. It has been estimated 

that 70% of crops could be lost due to pests. These pests are 

controlled by applying either physical measures such as 

trapping or chemical measures such as usage of pesticides. 

Although pesticides benefits the crops and is  most effective, 

it makes the crops toxic. In this paper, we provide an 

innovative solution to control pests by repelling it from the 

field instead of using pesticides . This is done by generating 

ultrasonic waves using ultrasonic sound generator.  

The term ultrasonic or ultrasound refers to the sound with 

frequencies above 20,000 Hz or audible sound. The 

Ultrasonic sound generator uses various methods including 

piezoelectric method, magneto striction method to produce 

sound waves above 20,000 Hz. The demand for more food is 

increasing. Smart agriculture through use of IOT 

technologies will help the farmers to reduce generated wastes 

and enhance productivity. IOT helps the farmers to capture 

real time data regarding crops using sensors and to analyze 

the status of crop to make decisions earlier which increases 

the quality of production. It enables better monitoring of 

crops and avoids crop losses due to diseases or adverse 

weather.  

In this paper, we proposed a pest controlling system 

which confirms the presence of pests in the field through PIR 

sensor and image processing technique and generates 
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ultrasound which is  intolerable to rodents and insects. By 

doing this, we can prevent the pests feeding on the plants 

which results in the increase of crop’s health and production 

thus increasing the economic level of farmers.In section II, 

the literature survey is discussed, in section III, the pest 

controlling system based on IOT is proposed and the 

implementation is described, in section IV, we conclude the 

whole work. 

II. RELATED WORK 

Dileep Kumar Tiwari, etal, [1] have proposed an 

electronic pest repellent that is capable of producing 

ultrasonic sound waves to repel rodents, insects and pests. 

The proposed system mainly aims to prevent pest in an eco-

friendly and environment–friendly way. The proposed device 

can be used in both small and large scale. The system is 

alternative to chemical pesticides and repeller which have an 

adverse effect on human health. 

Ibrahim, etal, [2] have discussed on the use of electronic 

pest control device, other measures, advantages and 

drawbacks of the device. Electronic pest control is an 

electronic device used for repelling pests. The advantage of 

this device is that, they are cheap, eco-friendly and not 

harmful to human beings. This device differs from other 

devices by targeting the hearing range of pest and work 

based on it. Thus this device is more efficient.   

J.Mahalakshmi, etal,[3] has proposed an image processing 

algorithm for crop inspection and pest control. This work 

mainly focus on recognization of paddy plant diseases. Using 

this technique various paddy diseases are identified . 

Johnny L. Miranda, etal, [4] has proposed a system that 

makes use of image processing techniques to detect pest in 

rice fields. Using the system the farmers can make 

monitoring process easier. The proposed system is simple 

and efficient and fully automated The experiment results 

shown by the prototype is reliable. As future work, neural 

network can be used to improve performance of the proposed 

system. 

KanishkSisodiya and MandeepSingh ,[5] have  designed 

a ultrasonic insect detector system that uses ultrasonic sensor 

and infrared sensor to detect the presence of insect and pest 

in the field. The system also makes use of GSM module to 

inform the farmers about the presence of pest in the field. 

This system is designed especially for oilseed crop. This 

prototype helps the farmers to increase agricultural 

management and production. In the future, some of the other 

sensors can be interfaced with the prototype system for   

more accurate results and image processing can also be used 

to take real time images of the pest. 

KhapareNilima Kailas, etal ,[6] have proposed a system 

that uses electronic devices such as ultrasonic sound wave to 

repel the pest from the agricultural land. The drawbacks of 

chemical method, the use of bio-pesticides are also discussed 

in this paper.  The main aim of the system is to control pest 

in an eco-friendly way. 

Murali Krishnan, etal, [7]have proposed an image 

processing based, automatic pest control algorithm. This 

proposed algorithm aims to prevent coffee berry from insect 

and diseases. Rapid detection of insects can be achieved 

through this system. 

Navin, etal, [8] have  proposed a pest control system 

using wireless sensor network that uses acoustic device 

wireless sensor to detect the noise level of the pest and 

indicate farmers about the presence of pest through alarm. 

The proposed system is very low energy consuming and can 

cover maximum field area. The main focus of the system  is 

to control and monitor pest for sugarcanes using wireless 

sensor network technology.   

Nicholas Aflitto and Tom DeGomez ,[9] have discussed on 

sonic pest repellents which are devices that emit sound to 

repel insects, pests and rodents from the agricultural land. 

They briefly discussed on their working, advantages and 

drawbacks. The allure of sound for prevention of insects will 

be a successful approach in the future and will be safer for 

humans. 

     RichardW.Mankin, etal, [10] have discussed the structure 

of acoustic system for insect detection in plant stems, by 

attaching an accelerometer to the plant stem. The 

accelerometer system is used for detecting movement of 

insects. 

Saeed Azfar, etal, [11] have discussed on a wireless 

sensor network for pest control and agricultural monitoring. 

Various pest control methods have been discussed in this 

paper. Agricultural areas will be using WSN technology in 

the future for beneficiary output. The designed system can be 

improved in the future to check the pest at early stage and 

convey the information to the farmers, thus reducing the 

manual burden of monitoring the field. 

Simeon, etal, [12] have discussed on the performance of 

an electronic pest repeller. The main aim of the prototype is 

to emit ultrasonic energy of varied frequency. The 

experimental results show that the proposed system has the 

potential to repel rodents. The performance of the device is 

also more reliable. The prototype can be improved by using 

microcontroller and ultrasonic sensor. The proposed system 

is an alternative to chemical methods to repel pest. 

 

III. PROPOSED SYSTEM AND RESULT 

In India, the crops that require high usage of pesticides 

are paddy (17%), wheat (10%) and cotton (45%). So our 

proposed system mainly focuses on these crops. There are 

numerous pests such as beetles, bugs, moth and rodents 

including rats, squirrels, mouse, rabbits that feed on crops 

which causes a massive destruction to the yield of crops. In 

our proposal, these pests in the field are repelled by 

generating ultrasound instead of using pesticides. The 

proposed system comprises of  

 

1. Passive Infrared(PIR) sensor 

2. Image processing   
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3. Acoustic sensor  

4. Microcontroller  

5. Ultrasonic generator. 

 

 

 

 

 

Figure1.The proposed system 

1.Passive Infrared(PIR) sensor: 

PIR sensor is used to detect the motion of pests around 

particular environment. All objects with temperature above 

absolute zero emit heat energy in the form of radiation. PIR 

sensor detects the motion by measuring the changes in the 

infrared levels emitted by the object, such as pests in the 

environment.PIR sensor covers a distance of up to 20 feet (6 

m). They are small, inexpensive and easy to use. 

2.Image processing: 

Image processing is used to extract some useful 

information from images captured by performing some 

operations on it. It isused to detect the presence of pests in 

field by capturing images of pests and comparing it with 

stored images. The image processing includes the following 

steps: 

 Capturing image and send it to the microcontroller. 

 Processing the image to detect the object in 

microcontroller. 

Image processing is classified into two types, analog and 

digital image processing. It enables to acquire a visual record 

of moving object. 

3. Acoustic sensor: 

Acoustic wave sensor is used to detect the noise level of 

the pests in the field. It also detects the invasion of pests on 

crops in early stage. Acoustic sensor detects sound by using 

microphone.  

4. Microcontroller: 

Microcontroller is an integrated circuit consisting of 

processor, memory and input/output peripherals to control 

actuators. It is used to process the data collected by the 

sensors and control the ultrasound generator to generate 

ultrasound of high frequency. 

   

5. Ultrasonic Generator: 

Ultrasonic sound refers to the sound with frequency 

greater than the 20,000 Hz or audible sound. Ultrasonic can 

be produced by different methods which includes mechanical 

method, piezoelectric method, magnetostriction method. In 

piezoelectric method, the ultrasonic waves are generated by a 

transducer which converts electric current to sound waves. In 

magnetostriction, iron or nickel is magnetised to produce 

ultrasound. 

6. Working: 

The proposed system shown in Figure1 produces a 

discomfort but not harmful, high frequency sound waves 

which is not audible to human beings. Every pest has sensory 

structures to produce and detect ultrasound. For example, 

cockroaches have sensory hairs, spiders, beetles, flies have 

tympanic membrane to sense ultrasound. The ultrasound 

sensors are present in the antennae or genetalia of the pests. 

Bats and rodents communicate through ultrasonic frequency. 

The ultrasonic sound being generated by the system will 

create a stress on the nervous system of the pests and jam 

their own ultrasound frequency. As a result, the pests get 

confused, scared and try to escape from the source of 

ultrasonic sound. Every pest has its own bearable decibel. 

Rodents respond to ultrasound with a frequency 60K Hz 

while fleas, mosquitoes, beetles respond to ultrasound with 

frequency 38-44K Hz.  

In our proposed system, the presence of the pests is 

detected using PIR motion sensors which are deployed in the 

fields. The PIR sensor detects the pests by monitoring the 

changes in the amount of infrared radiation (heat) emitted by 

the pests. Heat is radiated from any object with temperature 

above absolute zero. The PIR sensor can cover a distance of 

20 feet(6 m). Once the presence of pest is detected, the 

images of the pests are captured through the cameras in the 

field and then compared with the images of the pests in the 

database. An efficient image processing algorithm is used for 

the identification of the pests. The main aim of the image 

processing is to observe the pests that are not visible to 

human eyes. For more accuracy, in parallel, the sounds 

waves emanating by the pests during feeding, laying eggs are 

collected with the help of acoustic sensor and is analysed 

with the sounds in the database with which it is  ensured that 

the eco-friendly pests will not get affected. This is done by 

using microphones which detects the sound signals and 

converts them into electrical signals. The outcome from both 

the process is combined to identify the pest type and their 

unbearable sound level is given as an input to the 

microcontroller. All these actions are done in microseconds.  

Finally, the microcontroller automates the ultrasonic 

sound generator which is adjustable to produce powerful 

ultrasonic waves of different frequency. The output is 

coupled to the tweeter which repels away the pest in the 
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field. The Ultrasonic waves ranges up to 15 feet. The 

ultrasonic waves above 20K Hz is inaudible to humans and it 

also stimulates the plant growth. Therefore entire system will 

not cause any problem to the human beings as well as eco-

friendly pests and crops. The beneficiary of the system is that 

it is automated so that there is no human intervention thus 

reducing labour and man power.      

The purpose of the project is to design an ultrasonic pest 

repellent. Such a device can be very useful to counter the 

various problems caused by ants, insects, pests, rodents to 

the crops. This system is proposed aiming the target 

beneficial for farmers, consumers, crops and land. The 

farmers are benefited as it increases the possibility to have 

enhanced healthy plants and reduce the cost of input spent on 

buying fertilizers and pesticides. This promotes sound 

structure and healthy poison free plants for human 

consumption. The system aiming to reduce the 

environmental risks associated with pest management by 

encouraging the adoption of ecological practice.  

The main goal of the proposal is to reduce the potential of 

air and ground water contamination and increase the yield. 

This can do a great positive effect on environment through 

decreasing the use of pesticide. The long term goal is helping 

the farmers to reduce the labours involved in pest 

management programs and also to eliminate pest residue 

issues. The qualitative outcome of this idea in is expected to 

encourage farmers as cultivators adopt and encourage non 

toxic pesticides farming. The inculcation of IOT in pest 

management supports for device to device communication 

without human intervention and reduce manpower and 

labour. 

The proposed system has been tested within the bounds 

of pastureland and the outcomes are analysed. The presumed 

results are acquired with an accuracy of 87%.     

 

IV.CONCLUSION AND FUTURE WORK 

Agriculture is considered to be a backbone of India. 

Therefore, the development of villages mainly depends on 

the increase agricultural production and food security. The 

main objective of the system is , to aware the farmers about 

the pests and condition of the agricultural field. In the 

proposed system, for more accuracy image processing 

technology has been used and acoustic, PIR sensors are 

interfaced. The proposed system is a best alternative to 

chemical pesticides and can able to reduce the manual labour 

of monitoring the agricultural field. Therefore this proposal 

would help the farmers to increase their crop production by 

automated pest management at low costs and ensures a 

healthy food. Our proposed system mainly focuses on three 

crops (paddy, wheat and cotton). Hence our focus in future is 

to extend the implementation of system, which will be 

admissible to diversity of crops with varying heights and pest 

attacks. Our future goal is to provide the farmers an efficient 

pest control system with affordable cost to get rid of pests 

and thus increase their crop productivity.  
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Abstract—This paper compares the performance of Affine 

projection sign algorithm and Maximum Correntropy criteria 

based adaptive algorithm used for double talk scenario. The 

performance metric involves the speed of convergence, mean 

square error under steady state and complexity. Simulations 

were also performed to identify the best performing algorithm 

under different environmental conditions for double talk 

scenario. Finally it is concluded that Maximum Correntropy 

criteria based adaptive algorithm outperform the family of 

Affine projection sign algorithm under both sparse and non-

sparse conditions. 

Keywords— Affine projection sign algorithm; Maximum 

Correntropy criteria ;convergence;mean square error;complexity. 

I. INTRODUCTION 

In all telecommunication systems, whether it is wireless or 
wired, the predominant problem is the presence of noise, 
which includes thermal noise, co-channel interference, echo 
signal etc. An echo signal is said to have delay and 
attenuation compared to the original signal with several 
reflections. It usually occurs in a room, mountain, under the 
sea or inside a cave. From [1], it is found that the effect of 
these echo signals is not considered when their delay is very 
small or the magnitude is below the threshold value. An 
acoustic echo is a type of echo signal that is generated 
whenever loudspeaker and the microphone are placed in a 
closed room such as teleconferencing system. These echoes 
are generated due to the reflections of acoustic signal between 
loudspeaker and microphone as well as from the walls, or 
through other objects present within the room etc.,  

Under this condition, there is  acoustic coupling between 
loudspeaker and microphone which is made up of direct path 
and echo paths which is not desirable. Hence echo cancellers 
are required to improve the quality of speech in 
telecommunication system. Therefore an adaptive  filter that 
is capable of adjusting the filter coefficients according to the 
change of signal properties is required for Acoustic Echo 
Cancellation (AEC) application as the signal statistics are not 
known priory or it is time varying. The development of 
adaptive algorithms for AEC application is based the two 

scenarios that occur namely single talk and double talk. 
Under single talk scenario, the far end speech is assumed to 
be absent. If the far end signal is also present along with the 
near end signal, then the scenario is double talk. Hence the 
problem under consideration is an unknown system 
identification problem with impulsive noise along with 
background noise.  

Traditionally Least Mean Square (LMS) adaptive filters 
and their variants have been used throughout because of its 
simple nature and easy implementation [2]. The main function 
of these algorithms is to estimate the echo in such a way that 
the Mean Square Error (MSE) is minimized. Since the echo 
path is said to be time varying and it requires a long length 
adaptive filter with hundreds of filter coefficients and a 
constant step-size parameter is used in the update recursion, 
there is performance trade-off and they perform poorly for 
speech signals. Affine Projection algorithm (APA) is better 
for echo cancellation application as it works faster 
convergence with lower steady state MSE especially for 
colored inputs, such as speech signal with the increase in 
computational complexity [3,4].Firstly variable step-size 
strategy have been developed. The next strategy is to exploit 
the sparse nature to improve the performance and hence 
sparsity aware adaptive filters have become very popular 
[5,6]. In the recent years, combinational approach has become 
very popular due its capability in obtaining better 
performance than the single filter approach but they are said 
to be more complex than the single filter approach [7].  

Information theory criterion based adaptive filters and 
sign algorithms were the popular algorithms used for double 
talk scenario due to their robustness against impulse noise. 
Different variants were proposed under each category to 
improve the overall performance .Even though they serve the 
same purpose of robustness under impulsive noise, there is no 
previous study to the best of our knowledge that compares the 
performance of these two family of adaptive filters. Thus this 
paper focuses on the comparison of  the family of APSA and 
MCC based adaptive filters. Convergence rate, MSE and 
complexity were used to identify the best performance 
algorithm suitable for double talk scenario. 
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The further sections are distributed as follows: Section 2 
describes the problem formulation where the system under 
consideration is describes along with the notations. Section 3 
and 4 are devoted to the review, description and comparison 
of the famous variants of APSA family and MCC family of 
adaptive filters respectively. The performance comparison 
among them is made in Section 5 in terms of speed, error and 
computational complexity and conclusions are drawn in 
Section  6.  

II. PROBLEM FORMULATION 

In order to formulate the problem, let us consider Fig 1 in 
which the Loudspeaker Enclosed Microphone (LEM) system 
is assumed to be an unknown, linear system with optimal 
filter weights    given by 

                       
    

Let  ( ) be the input to the system given by  

 ( )    ( )  (   )     (     )    (2) 

where n is discrete time and N is the input length and  as well 
as weights. The desired response  ( ),modeled as a linear 
regression model is as follows. 

 ( )    
  ( )   ( )   ( )      (3) 

where  ( ) is the Gaussian background noise signal with  
variance   

  and   ( ) be the interference signal which is the 
far end speech (SFar end). Let  ( ) be the estimated weights 
given by 

  ( )    ( )  (   )     (     )   

The error signal  ( ) is given by 

  ( )   ( )    ( ) ( )  

Thus the aim is to update the filter coefficients such that error 
is minimized with increase in convergence speed with 
reduced complexity. 

 

Fig 1. LEM system with echo canceller 

III. .FAMILY OF AFFINE PROJECTION SIGN 

ALGORITHM 

 An Affine Projection Sign Algorithm is the combination 
of best feature of SA and APA [8] by providing robustness 
against impulse interference with lower computational 
complexity. The convergence and steady state MSE were 

considerably poor than APA. In [9], a general theoretical 
transient analysis of error non linearity adaptive filter using 
energy conservation relation is made. The validity of a priori 
error as Gaussian signal assumption is proved through 
simulations. 

Two proportionate APSA was proposed by for AEC 
application [10]. Here proportionate type and APSA are 
combined to obtain Real Proportionate (RP-APSA) and Real 
Improved Proportionate APSA (RIP-APSA). Experiments 
were done to prove the performance improvement. Memory 
improved proportionate APSA in order to further improve the 
performance of proportionate APSA is proposed [11]. This is 
done by taking the past values of the input projection matrix. 
Thus improvement in steady state MSE is obtained at the cost 
of increase in memory requirement. A variable step size 
APSA is proposed to eliminate the performance tradeoff [12]. 
The ZA-APSA is proposed [13] by combining l1 norm penalty 
and APSA. Improved performance is obtained under sparse 
environment. The update recursion of the general APSA [14] 
is  

 (   )   ( )  
 ( )   (  ( ))

‖ ( )   (  ( ))‖
 

               

If l1 norm is included, then ZA-APSA  can be written as  

 (   )   ( )   
 ( )   (  ( ))

‖ ( )   (  ( ))‖
 

     ( (   ))      (7)

     

The update recursion of the proportionate family is given by 

 (   )  

 ( )   
 ( )   (  ( ))

‖ ( )   (  ( ))‖
 

                    )       (8) 

Here μ is the step size. The strength of attraction of the zero 
coefficients is given by ρ called as the zero attractor controller 
which  provides improved convergence when the system is 
sparse. 

IV. INFORMATION THEORY CRITERION BASED ADAPTIVE 

FILTERS 

 The local similarity measure between two random 
variables based on the kernel width is called Correntropy  
[16]. If gradient descent approach along with Gaussian kernel 
for correntropy is used, the resulting algorithm is called MCC 
algorithm. Thus MCC has the advantages of robustness to 
outliers with appreciable performance for non-Gaussian data 
which is similar to MEE algorithm. Also the computational 
complexity involved in MCC is the same as that of the well-
known LMS algorithm.  

 The steady state MSE of MCC algorithm and the tracking 
analysis has been made by [16,17] which indicates that MCC 
based algorithm is more suitable for non-Gaussian impulsive 
noises. Variable step size approach has been successfully used 
in LMS adaptive filters to remove the tradeoff. Therefore 
variable step size approach based on the instantaneous MSE 
for MCC adaptive filter is proposed [18]. The MCC adaptive 
filter with weights  ( ) and input  ( ) is defined as 

 (   )   ( )       (
   ( )

   )  ( ) ( )         (9) 

1 
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It should be noted that as kernel size tends to   , the 
algorithm reduces to Stochastic Gradient LMS algorithm. A 
variable step size MCC algorithm update equation is given by 

 (   )   ( )    ( )   (
   ( )

   )  ( ) ( )    (10) 

V. PERFORMANCE COMPARISON 

The different performance measures that are normally 
used by adaptive algorithm are discussed in this section. 

A. Convergence Rate 

One of the desirable characteristics of adaptive filter is 
faster convergence. It measures the rate at which the 
algorithm reaches to the final state. It is a dependent 
performance characteristic  where, there is always a tradeoff 
in other performance criteria such as steady state MSE.  

B. Mean Square Error 

The Mean Square Error (MSE) is a second order statistical 
term that indicates the difference between ideal and actual 
values  A small MSE is  the desired one. 

C. Computational Complexity 

Computational complexity includes the number of 
arithmetic operations required to complete one full iteration of 
the algorithm, the amount of space required for data storage 
and the hardware requirement to implement the algorithm in 
real time applications. Therefore a less complex algorithm is 
the desirable feature because highly complex algorithm results 
in increase in cost, size, time , etc. 

D. Robustness 

Robustness is a measures the  ability of the system to 
resist to  noise . The robustness has a direct relationship with 
the estimated error. The disturbance can be either external or 
internal to the filter. 

E. Misalignment  

The Misalignment is another quantitative parameter 
measure which indicates the amount by which the final MSE 
differs from the minimum MSE produced by the Wiener 
filter. 

VI. RESULTS AND DISCUSSION 

This section  is devoted to the comparison of the recently 
proposed ZA-APSA along with recently proposed VSS-MCC 
algorithms with the list of algorithms designed for double talk 
scenario is made. The competing algorithms are APSA, RP-
APSA, RIP-APSA,MIP-APSA, MCC and the traditional 
APA. The algorithms are evaluated through parameters 
namely a. MSE, b. Normalized Misalignment, c. 
Computational Complexity d. Convergence speed. In order to 
compare the two proposed algorithm for double talk scenario, 
a system with 512 unknown system coefficients are taken and 
two experiments were conducted. The first experiment 
consists of sparse system with sparseness level of 0.9375 and 
the second experiment is said to be dispersive with sparseness 
level of 0.0625.The experiments are conducted by considering 
the adaptive filter with the same length as the unknown 
system coefficient which is initialized as zero. 

The first order system with pole at 0.8 is taken. The noise 
with variance   

  and zero mean is taken such that it has a 
particular signal to noise ratio (SNR). The interference signal 
u(n) is a Bernoulli-Gaussian (BG) signal with a particular 
signal to interference ratio (SIR). Here probability of success 
is represented as Pr. The results of simulations are obtained as 
follows: All the algorithms are made to run with 10,000 
samples . An ensemble average is taken to obtain the figure of 
merit. The results in steady state are obtained by taking 
average of the last 2000 samples and averaged over 10 
independent runs. All the algorithms are made to operate with 
a parameter selected in such a way that they has uniform 
convergence in the initial stage. 

Fig 2.MSE analysis of the proposed algorithms with other algorithms at 
SNR=30dB, SIR=-10dB , pr=0.001 with colored input. 

 

Fig 3. Normalized Misalignment analysis at SNR=30dB, SIR=-10dB , 

pr=0.001 with colored input 

Table 1. Results of the proposed algorithms under steady state in double talk 

scenario at SNR=30db,SIR=-10dB,pr=0.001 with colored input. 

 Experiment1  Experiment 2 

Algorithm MSE 

(dB) 

Normalized 

misalignment 

(db) 

MSE 

(db) 

Normalized 

misalignment 

(db) 

APSA -18.01 -26.26 -18.40 -26.65 

RP-APSA -17.43 -23.31 19.13 -22.63 

RIP-APSA -18.01 30.5 -19.29 -30.37 

MIP-APSA -19.41 -38 -19.51 -36.69 

Proposed ZA-APSA -21.67 -40.79 -12.33 -18.24 

MCC -18.12 -27.91 -18.32 -27.91 

Proposed VSS-MCC -25.17 -41.12 -25.67 --42.89 
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.  

Fig 4.MSE analysis at SNR=30dB, SIR=-20dB , pr=0.001 with colored input. 

  

Fig 5.Normalized Misalignment analysis at SNR=30dB, SIR=-20dB , 

pr=0.001 with colored input. 

Table 2. Results of the proposed algorithms under steady state in double talk 

scenario at SNR=30db,SIR=-20db,pr=0.001 with colored input. 

 Experiment1  Experiment 2 

Algorithm MSE 

(db) 

Normalized 

misalignment 

(db) 

MSE 

(db) 

Normalized 

misalignment 

(db) 

APSA -18.00 -25.97 -18.09 -26.461 

RP-APSA -17.48 -23.01 -18.64 -22.91 

RIP-APSA -18.06 -30.12 -18.79 -29.83 

MIP-APSA -19.68 -37.68 -19.08 -36.65 

Proposed ZA-APSA -22.01 -38.24 -12.04 -21.23 

MCC -18.22 -27.8 -18.22 --27.68 

Proposed VSS-MCC -24.98 -42.86 -24.98 -42.70 

Fig 6.MSE analysis of the proposed algorithms with other algorithms at 
SNR=30dB, SIR=-30dB , pr=0.001 with colored input 

 

Fig 7.Normalized Misalignment analysis at SNR=30dB, SIR=-30dB , 

pr=0.001 with colored input 

Table 3. Results of the proposed algorithms under steady state in double talk 
scenario at SNR=30db,SIR=-30db,pr=0.001 with colored input. 

 Experiment1  Experiment 2 

Algorithm MSE 

(db) 

Normalized 
misalignment 

(db) 

MSE 

(db) 

Normalized 
misalignment 

(db) 

APSA -17.50 -26.52 -18.09 -26.36 

RP-APSA -18.02 -2383 -18.24 -24.85 

RIP-APSA -17.26 -29.69 -18.88 -30.46 

MIP-APSA -19.4 -37.82 -19.04 -36.56 

Proposed ZA-APSA -22.55 -38.40 -12.36 -22.1 

MCC -18.23 -27.42 -18.25 -27.5 

Proposed VSS-MCC -25.02 -42.59 -24.45 -42.89 

 

Fig 8.MSE analysis at SNR=20dB, SIR=-10dB , pr=0.001 with colored input.

 

Fig 9.Normalized Misalignment analysis at SNR=20dB, SIR=-10dB , pr=0.001 
with colored input. 
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Table 4. Results of the algorithms under steady state in double talk scenario at 

SNR=20db,SIR=-30db,pr=0.001 with colored input. 

 Experiment1  Experiment 2 

Algorithm 
MSE 

(db) 

Normalized 

misalignment 

(db) 

MSE 

(db) 

Normalized 

misalignment 

(db) 

APSA -14.96 -20.69 -14.5 -18.85 

RP-APSA -12.5 -13.11 -14.4 -13.17 

RIP-APSA -15.31 -13.88 -17.64 -14.14 

MIP-APSA -18.77 -18.84 -19.08 -17.07 

Proposed ZA-APSA -21.18 -24.45 -12.68 -11.26 

MCC -17.59 -22.52 -25.59 -21.94 

Proposed VSS-MCC -25.28 -30.09 -17.59 -28.69 

 

Fig 10. MSE analysis at SNR=20dB, SIR=-10dB , pr=0.001 for white input 

 

Fig 11. Normalized Misalignment analysis at SNR=30dB, SIR=-10dB , 
pr=0.001 for white input. 

Table 5. Results of the proposed algorithms under steady state in double talk 

scenario at SNR=20db,SIR=-10db,pr=0.001 with colored input. 

 Experiment1  Experiment 2 

Algorithm 
MSE 

(db) 

Normalized 

misalignment 

(db) 

MSE 

(db) 

Normalized 

misalignment 

(db) 

APSA -30.58 -39.48 -28.96 -39.18 

RP-APSA -27.56 -34.87 -32.7 -42.82 

RIP-APSA -30.21 -38.74 -35.35 -45.41 

MIP-APSA -19.41 -51.33 -42.16 -51.17 

Proposed ZA-APSA -40.83 -55.88 -30.96 -38.25 

MCC -22.49 -22.95 -23.13 -23.83 

Proposed VSS-MCC -22.49 -61.19 -48.96 -57.04 

 

 

Table 6.Computational complexity analysis 

Sl.No Algorithm Add Mul Div Comp Exp 

1 APSA NM 2N 1 - - 

2 RP-APSA (M+1)N-1 5N 2 2N - 

3 RIP-APSA (M+2)N 5N 2 - - 

4 MIP-APSA (2M+3)N (M+4)N 2 - - 

5 Proposed ZA-APSA NM 2N+(N-Z) 1 - - 

6 MCC 2N+1 2N+2 - - 1 

7 Proposed VSS-MCC 2N+1 2N+3 2 - 2 

The Figures 3-11 depicts the MSE and Normalized 
Misalignment of the above mentioned algorithms for a SNR 
of 30dB and 20dB ,SIR of -10 dB and -20 dB and pr as 0.001 
and the results are tabulated in Tables 1-4. Table 1-3 
summarizes the results obtained for different filter lengths, 
level of sparsity , SNR, pr values. 

From the tabulated and simulation results shown in Tables 1-
6, the following conclusions are obtained. Among the family 
of APSA ,the proposed ZA-APSA has the fastest convergence 
and lowest steady state MSE when the system is sparse and is 
the worst when the system changes to non sparse As far as 
ZA-APSA is considered,there is no matrix inversion and thus 
the computational complexity is lesser than ZA-APA and 
APA. When the number of multiplications is considered, we 
find that ZA-APSA requires only extra N multiplications 
more than APSA which is independent of M. Thus we find 
that the proposed ZA-APSA approach has lesser 
computational complexity when compared to the conventional 
APSA or the proportionate family of algorithms. The 
proposed VSS-MCC algorithm has the lowest value of steady 
state values of MSE and Normalized Misalignment thus it 
removes the steady state error and convergence tradeoff when 
compared to ZA-APSA under all conditions. 

VII. CONCLUSIONS 

A detailed performance comparison of APSA and MCC based 
adaptive filters is made. Both of them outperform their 
traditional counterparts. When compared among them, it is 
found that MCC based variable step size algorithm is found to 
be superior than ZA-APSA not only in convergence speed 
and steady state MSE but also in the computational 
complexity. Thus it can be concluded that variable step size 
MCC algorithm is a suitable candidate for double talk 
scenario. The future work is to find methods to choose the 
kernel width as it plays a key role in the final steady state 
mean square error. 
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Table 7.Performance comparison 

 

 

Scenario Algorithm Sparse impulse Dispersive impulse 

Speed 
(Samples) 

MSE(dB) NMis 

.Align(dB) 
Speed 

(Samples) 
MSE(dB) NMis 

.Align(dB) 

SNR=30dB,  

SIR=-10dB, Pr=0.001, 

colored input 

1 ZA-APSA 600 -21.67 -40.79 12000 -12.33 -18.24 

2 VSS-MCC 1000 -25.17 -41.12 1000 -25.67 -42.89 

SNR=30dB,  

SIR=-20dB, 

Pr=0.001,colored input 

1 ZA-APSA 400 -22.01 -38.24 10000 -12.04 -21.23 

2 VSS-MCC 1000 -24.98 -42.86 1000 -24.98 -42.70 

SNR=30dB,  

SIR=-30dB, Pr=0.001, 

colored input 

1 ZA-APSA 200 -22.55 -38.40 12000 -12.36 -22.1 

2 VSS-MCC 1000 -25.02 -42.59 1000 -24.45 -42.89 

SNR=20dB,  

SIR=-10dB, 

Pr=0.001,colored input 

1 ZA-APSA 400 -21.18 -24.45 13000 -12.68 -11.26 

2 VSS-MCC 1000 -25.28 -30.09 1000 -17.59 -28.69 

SNR=30dB,  

SIR=-10dB, 

Pr=0.001,white input 

1 ZA-APSA 2500 -40.83 -55.88 5000 -30.96 -38.25 

2 VSS-MCC 1000 -42.49 -61.19 1000 -48.96 -57.04 
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Abstract---This paper design a power monitoring system 

for household’s plug-in loads which consumers use on a 

daily basis. This project once deployed in the field will sense 

the electrical quantities and upload it on the web server so 

that it will be accessible through the website as and when 

required. The output will show the graphical analysis of the 

analog electrical quantities which are easily analyzed by the 

non-technical person in the household. This system will help 

the user to have an analysis of power usage. On that basis, 

a detailed survey on power quality usage can be done by 

further developments and help us to have energy cut downs 

wherever necessary to save energy on industrial sites and 

distribution areas. 
 

Keywords—Analog voltage current sensing, Database, 

raspberry-pi, ADC. 
 
I. INTRODUCTION 
 

This system can be referred to as an Energy Management 
System (EMS). The main motive of the system is to reduce the 
power consumption by recording, monitoring, analyzing and 
comparing the load parameters. The system will draw energy 
consumption trends on a daily/weekly/monthly/yearly basis, so 
this will improve the energy budget corresponding to user 
requirement and it will also diagnose the specific area of wasted 
energy. In conventional energy meters, inaccuracies due to 
manual limitation and maintenance of log are quite tedious and 
time-consuming so the proposed system stores data at the server 
and can share the real-time data with electricity board and the 
user. 
 

The paper presents the theoretical as well as experimental 

aspects related to the implementation of the power monitoring 

system. In the first section of the paper, the designed hardware 

is discussed with all the schematics and the waveform. After 

that, sensing and conversion of the sensed values using ADC 

are explained. The proposed method helps us to keep the 

database localize in order to be secure and reliable. The UI 

output of the monitoring system is also presented by running 

the prototype. 
 
II. LITERATURE REVIEW 
 

Nowadays on a global level, the main aim is to use electrical 

energy efficiently and to develop the usage system more 

profitably with less power consumption. Due to industrial 

growth and urbanization energy is the basic need of our life. 

Any vulnerability about its supply of energy can undermine the 

working of the whole economy. The production of electricity 

from utilities has increased from 11,67,584GWh during 2015-

16 to 12,35,358 GWh during 2016-17, registering an annual 

growth rate of about 5.80%. Of the total consumption of 

electricity in 2016-17, industry sector accounted for the largest 

share (40.01%), followed by domestic (24.32%), agriculture 

(18.33%) and commercial sectors (9.22%) [1]. 

  
III. VOLTAGE AND CURRENT SENSING 
 
A. Voltage Sensing 
 

The voltage at the source needs to be sensed to be analyzed. 

The first step is using a Potential Transformer (PT) to reduce 

the AC mains voltage to a lower value in order to feed it to the 

low potential operating circuits. PT stepdown the 230 VAC 

voltage to 5 VAC. This voltage is then given to terminal 

IN_VLT1 and IN_VLT2. A reference voltage of 1.75V is fed 

to this signal which is generated by using a Precision Reference 

Generator. This is required so that the magnitude of the AC 

signal can be sampled by the ADC. 

This project has deployed galvanic isolation for voltage 
sensing. The two main reasons for introducing isolation in 
the system [2]. 

 
1. To prevent passing high voltage to lower potential 

circuits such as Raspberry-pi and ADS1115 (ADC). 
 

2. To break the ground loop, when there is more than one 
ground connection path between two pieces of 
equipment. The duplicate ground paths act as an 
equivalent loop antenna which easily picks up 
interference currents. Lead resistance transforms these 
currents into voltage fluctuations. As a consequence of 
a ground-loop induced voltages, the ground reference 
in the system is no longer a stable potential, so signals 
overlap and results as noise. This can cause interference 
in the ADC sampled values and can reduce the 
tolerance of the system conversion.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    

 
 
 

Fig. 1.  AC voltage sensing circuit 
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B.  Current Sensing 
 

Normally current shunts were used for measuring the current 

flowing in the circuits. The shunt produces a voltage of 75mV 

per 10A of current. This voltage is sensed according to the 

requirement. A shunt resistor is frequency independent element 

(1>MHz) and it does not change the phase of the current with 

respect to voltage. The main drawback of the shunt resistor is 

that it does not provide galvanic isolation. This can cause 

damage to the lower potential sensing circuit during a fault 

condition [3]. To provide galvanic isolation with a direct method 

of measuring current ACS712 Hall sensor is used. The current 

flowing through the hall’s crystal creates asymmetry in its 

internal structure that is reflected by the voltage potential. 

ACS712 provide electrical isolation up to 12.1kVrms and signal 

bandwidth of 80MHz. It is not appropriate to apply the ACS712 

Module’s analog output to ADC as input directly because the 

signal cannot be interpreted by the ADC, therefore, the 

supplementary circuit is shown in Fig. 2. that should be 

implemented for the purpose of signal conditioning.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2.  AC Current Sensing Circuit for ACS712 

 

 
C.  Reference Voltage Generator 
 

Whenever the system encounters an AC signal, the 

negative magnitude is considered and is sampled by the 

ADC. The ADC will not be able to read values below the 

0V level and hence this negative magnitude cannot be 

sampled. So we need to clamp this AC signal to a certain 

DC level. A simple Capacitor-Diode Clamper cannot be 

used because it does not have a fixed potential and varies 

according to the charging current of the capacitor that the 

input supplies. There is a need to generate a precise voltage 

at which the ADC signal can be clamped and the negative 

magnitude can be read as well. This is implemented by 

using a TL431 precision regulator which is operating at 

2.5V as its reference voltage. Now, to clamp the signal we 

need to reduce it by a factor of 2/3rd which becomes 1.75V 

that is exactly Vdd/2 of the ADC (ADC works on 3.3V). 

This clamp voltage is buffered and fed wherever required. 

At the same time, it is sensed so that any deviation in the 

reference can be captured in real time. 

  

Fig. 3. shows the resultant output waveform of the voltage and 

current sensing circuit. The yellow waveform shows the 

waveform that signifies the AC voltage across the load, and the 

cyan waveform signifies the current flowing through the load. 

There is a small lag between voltage and current waveform 

because the nature of the load is inductive. The output is tested 

on the load side using a digital signal oscilloscope (DSO) to 

check whether any spike or noise is present. The Fig. 3 shows 

the output of the analog voltage and current sensing circuits.  
 
 
 
 
 
 
 
 
 
 
 

 
Voltage Waveform  
Current Waveform 

             
              Fig. 3.  Voltage and current output waveform on DSO 
 

 

 

 

 

Fig. 4.  Reference Voltage Generation 

 

 

 

 

Fig. 5. Level sifted output 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1557



IV. ADC SAMPLING 
 
A. Analog to Digital conversion 
 

Now the analog values have been sensed by the above 

integration of circuits but at the output, there are analog 

values. The digital processing is simpler than analog 

sampling as the processing unit understands the digital 

samples. The digital values are generally in the binary 

format of 1’s and 0’s. The analog to digital conversion is 

necessary in order to have digital values. These discrete 

values are called as digital samples of analog quantity. 

This samples are further processed by the microprocessor 

and converted into the original analog values for reading 

purpose. The ease of processing is obtained because of 

ADC and the data transfer rate from ADC to the 

microprocessor depends upon the sampling rate and clock 

frequency of the microprocessor. The pre-processing of 

analog sinusoidal values takes place in this section. This 

is necessary in order to forward it to the Broadcom 

Processor which doesn’t have onboard ADC. 

 

B. ADS1115 as ADC 
 

The ADS1115 is used for analog to digital conversion of the 

sensed values. ADS1115 devices (ADS111x) are precision, 

low-power, 16-bit, I2C-compatible, analog-to-digital 

converters (ADCs) offered in an ultra-small, leadless, 

X2QFN-10 package, and a VSSOP-10 package. The 

ADS111x devices incorporate a low-drift voltage reference 

and an oscillator. The ADS1115 also incorporate a 

Programmable Gain Amplifier (PGA) and a digital 

comparator [4]. The ADS1115 provides 16-bit precision at 

860 samples/second over I2C. The Full-Scale Range of any 

analog quantity is been divided into 32676 discrete values. 

There are 4 different channels on ADC which can sense 4 

analog quantities simultaneously or two differential inputs. 

The comparator is present inside the ADS1115 for those 

differential inputs. The data is transferred to the processor 

through SDA and SCL bus lines which are serial data and 

serial clock inputs to the processor.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig.no 6. Internal block diagram of ADC ADS1115 

 
C. Digitizing the Analog values. 
 

Once the values are converted into digital samples the main 

task is to display them on the server but the user cannot 

decode this digital sample as the analog quantity. This is 

done by the Raspberry Pi's Broadcom processor. The block 

diagram for the ADC is as follows: Analog voltage and 

current are sensed and each of them is converted into 

digital values using two channels of ADC. This gives us a 

different set of digital values at the output. Hence, it is 

processed separately for voltage and current. 

 

D. Calculating the Analog values from processed digital 
values. 

 
The values for the analog voltage, current active power and 

reactive power are calculated using the digital values 

which are converted by ADC and is processed by 

Broadcom processor in Raspberry-pi. The ADC sampling 

rate is set at 860 SPS. It is better to maintain it at highest 

as to collect as many as samples in a second in order to get 

the accurate sinusoidal wave. Once we get the accurate sine 

wave, we can calculate its RMS value for voltage and 

current as well. We process the 860 samples each of 

voltage and current first to get the sinusoidal values and 

then processing it further to get the RMS values of each. 

The formula is as follows.  
The threading method is used to calculate the RMS values 

of voltage and the current. Multithreading is a method of 

improving the execution performance of a process by the 

use of concurrency, that is allowing more than one thread 

to run independently of each other within that program. 

Since each thread could run on a different core at the same 

time, it is hoped that multithreading does not only improve 

the efficiency of both single and multi-core processors, but 

it could also increase the battery life of mobile systems 

[5]. Overall three threads are formed wherein first 2 are 

used for voltage and current samples calculation. The third 

thread is evolved to calculate the power using the earlier 

two. This way we process the accurate values of the voltage 

and current at the same instant and using those values in 

the third thread we calculate the active power. Now we 

need to find out the phase difference between the current 

and the voltage waveform to find the reactive power. 

Hence we have used zero-crossing detector code in python 

on Raspberry Pi to find the phase difference by calculating 

the difference between the two points at which the voltage 

and the current waveforms cross the time axis. Thus with 

that value, we calculate the phase difference and further the 

reactive power consumed. With the help of active and 

reactive power, we can calculate the real power consumed. 

 

RMS Voltage: 

VRMS = Kv √
∑ 𝑣2(𝑛)  

𝑆𝑎𝑚𝑝𝑙𝑒 𝑐𝑜𝑢𝑛𝑡
𝑛=1

𝑆𝑎𝑚𝑝𝑙𝑒 𝑐𝑜𝑢𝑛𝑡
            (1) 
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RMS Current:                                                   

IRMS = Kv  √
∑ 𝑖2(𝑛)  

𝑆𝑎𝑚𝑝𝑙𝑒 𝑐𝑜𝑢𝑛𝑡
𝑛=1

𝑆𝑎𝑚𝑝𝑙𝑒 𝑐𝑜𝑢𝑛𝑡
      (2)       

 

Active Power:                

PACT = Kp √
∑  𝑣(𝑛)∗𝑖(𝑛)  

𝑆𝑎𝑚𝑝𝑙𝑒 𝑐𝑜𝑢𝑛𝑡
𝑛=1

𝑆𝑎𝑚𝑝𝑙𝑒 𝑐𝑜𝑢𝑛𝑡
  (3) 

 

Reactive Power: 

PREACT = Kp √
∑ 𝑣90(𝑛)∗𝑖(𝑛)  

𝑆𝑎𝑚𝑝𝑙𝑒 𝑐𝑜𝑢𝑛𝑡
𝑛=1

𝑆𝑎𝑚𝑝𝑙𝑒 𝑐𝑜𝑢𝑛𝑡
 (4) 

 
 

v(n)= Voltage sample at a sample instant 

‘n’ i(n)= Current sample at a sample instant 
‘n’ Sample count= Number of samples in 1 

second Kv = Scaling factor for voltage KI = 

Scaling factor for current  
v90(n) = Voltage sample at a sample instant ‘n’ shifted by 
90° Kp = Scaling factor for power 

 
The quantity sensed and converted to the digital output can 
be plotted to sinusoidal by using the above calculations [6].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 7.  Flowchart of ADC with the processor’s operation 
 

 
 

V. DATABASE CREATION AND HANDLING 
 
HTTP is a set of protocols designed to enable communication 

between clients and servers. It works as a request-response 

protocol between a client and a server. The database is created so 

it can be accessed at anytime anywhere in the world and it should 

be well managed and the output should be directed to HTTP so 

that user can have an application layer over it to have a user 

interface. 

 

A.  Python Request library 
 
Request is a Python HTTP library, released under the Apache2 

License. The goal of the project is to make HTTP request simpler 

and more human- friendly. So user can direct all the outputs of 

power, voltage and current through the processor to the 

localhost server (standalone PC) which will record all the 

calculated output values and then plot them on the website 

with the help of PHP. It can customize as user want to have an 

interface. Here are some of the outputs which have been 

recorded while testing the system. here only active power is 

calculated as the load is resistive (200Watt) but the system can 

also calculate the reactive power if the load is inductive. The 

request library allows us not to have load on the Raspberry-

Pi’s Broadcom processor and thus all the load comes on the 

standalone computer. This method saves the power 

consumption of the processor as well as the memory bank. It 

has limitless advantage on the amount of information to be 

stored and the type of data to store in the database. The 

processor now acts as the bypass to the internet with the help 

of a local server. 
 
VI. PROTOTYPE SYSTEM 
 

The final prototype incorporates the onboard processor with 

the PCB of voltage and current sensing combined with the 

ADC along with voltage reference circuit and also onboard 

plugs and terminal. The final outlook of the system is shown 

in Fig.8.a. We just have to connect the load in between the 

plugs and connect the 230V power supply (line voltage) 

which will be sensed by the circuit. The Fig.8.b shows the 

connection of the Active load with the server setup. The 

Fig.10 is the final output on the website. Table I outlines the 

results obtained displaying the power, input voltage and the 

input current at the instant of time.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8.a. Setup with Resistive Load and Server 
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Fig. 8.b.  Hardware Setup 
 
 

TABLE I  
DATALOG TABLE 

 

 

 
 

 

 
 

 

  
  

 
Fig. no.9 shown below is the terminal screen of the local host 

(RPI), thus getting the real-time data on the backend. This data 

is then transferred, using the python script in which the python 

request library is called, through the local network.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9.  The terminal screen of localhost 
 
This data is then segregated on the server side and stored on the 

local database. Using PHP the graph is plotted and the website 

can be designed [7]. Rather than going into the complexity of 

designing the aim was to transfer data accurately and with 

minimum discrepancies. From the table that has been derived 

based on the calculations, we can calculate the efficiency by 

using (5).  
 
𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = 𝜂 = ((𝑜𝑢𝑡𝑝𝑢𝑡 )/𝑖𝑛𝑝𝑢𝑡) ∗ 100%                  (5) 
 
 
By measuring the maximum deviation of the output power from 

the actual load applied, the efficiency is calculated which comes 

nearly to 80%.Thus in order to increase the efficiency it needs 

to process more samples per unit time and bring the observed 

value close to the real value.

 
 
 
 
 
 
 
 
 
 

Fig. 9. Graphical output of voltage current and power 

TIME  OBSERVED INPUT INPUT ACTUAL  

 POWER VOLTAGE CURRENT POWER 

(HH:MM: SS) in watts in volts in Amps in watts 

12:46:45 5.08 169.68 0.03 0 

12:48:34 8.26 170.17 0.05 0 

12:48:39 8.74 170.06 0.05 0 

12:49:08 473.32 171.22 2.76 500 

12:49:18 479.21 171.77 2.79 500 

12:53:43 481.34 171.49 2.81 500 

12:54:48 485.83 172.52 2.82 500 

12:56:27 483.85 170.92 2.83 500 

12:56:32 481.11 169.61 2.84 500 

12:57:11 484.63 170.20 2.85 500 

12:57:21 495.13 172.70 2.87 500 

12:59:48 570.60 172.72 3.30 600 

12:59:53 616.07 172.61 3.57 700 

12:59:58 672.01 172.67 3.89 700 

13:04:51 714.86 172.67 4.14 800 

13:05:30 715.71 172.63 4.15 800 

13:05:35 724.29 169.96 4.26 800 

13:07:03 719.72 168.81 4.26 800 

13:08:11 751.09 168.81 4.45 800 
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A. LIMITATIONS  
1. The load cannot be increased beyond 2.1kW because of 

maximum isolation tolerance of Current sensor (ACS 

712) is 2.1kW; this can be overcome by changing the 

higher rating current sensor.  
2. The voltage across load cannot go beyond 240VAC 

because the potential transformer is customized to convert 

230VAC to 5VAC.  
3. Present setup is designed to monitor up to two household 

appliances. It can be increased by increasing the number of 

PTs and Current sensors. 

 
B. FUTURE SCOPE  
1. This system can be further developed for three phase 
supply and can be associated with industrial loads for their 
analysis.  
2. The analysis can be brought to the app by designing it 
particularly for targeting the on-go customer.  
3. The fault detection system can be implemented using the 
sensing system at a particular point of contact.  
4. There can be a separate database for power calculations and 

fault detection storage so it will be better future analysis. 

5. We can add solar PV system in order to reduce the grid 
consumption and we can analyse its power even. The 
environmental conditions can also be logged on to database 
for a solar system for detail analysis of it. 

 

VII. CONCLUSION 
 

As this system helps out to plot the data in real-time it is better 

to analyze the system malfunction and the usage of the electrical 

power. Power Quality is the major factor in the industry as well 

as in house plug-in loads performance. The power factor 

calculation aims at maximizing real power accuracy [8]. The 

calculations required for the cost of power consumed can be  

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

further added to the backend server so the bill is auto-generated. 

This can be a new method to calculate electricity expenses instead 

of currently available manual intervention method. By having a 

detailed analysis of the database, the points where more power is 

consumed unnecessarily can be detected and have a fault analysis, 

which directly helps to have energy cut downs in order to make 

the system consumption more efficient. The threading method 

involved will increase tolerance for errors in the output.  
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Implementation of Non isolated DC DC Boost 
Converter based on Inductor for DC Microgrid 

Application 

Abstract:-This article introduces  ”A high voltage gain non -
isolated DC DC  converter based on inductors for 
Microgrid application.” This converter presents high 
voltage gain without penalty of high duty ratio. The 
presented converter employs two single inductors, both are 
charging in parallel and discharging in series. The steady 
state analysis of proposed converter is shown in  section 
IV. The simulation of proposed converter 17V/182V is 
developed in MATLAB Simulink to check the feasibility 
and  performance of the converter.  

Keywords— DC DC converter, microgrid,  high voltage gain, 
two single inductors . 

I.  INTRODUCTION  
Demand for clean and sustainable energy sources has 
increased rapidly in past few years. DC microgrid is come 
forward with increase utilization in green energy. As DC 
power generator produces low output voltage hence it  require 
high gain converter to meet the load conditions. [1-2]. 
Photovoltaic cell, batteries, fuel cells are commonly used as 
green energy sources for integration purpose.  
 A particular high gain converter is used for the 
individual solar panel. These converters are used for 
individual solar panel. These converters boost lower level 
input voltage to desirable higher output voltage[3]. Large duty 
ratio, compact size and high efficiency are main advantages of 
this system [4]. Large duty ratio contributes extended 
conduction losses, also it affects the operation of the switches 
as voltage stress increased on them.to overcome this the high 
rated switches are used[5]. Upcoming converters are consists 
of coupled inductor, switched mode capacitor, multiplier cell 
to get desired gain[6]. For getting high voltage gain and 
improved efficiency more converters have been invented by 
researchers.[7-9]. 

Various isolated and non isolated converters are 
invented by researchers in recent past years. The main goal for 
them is to get high voltage gain. In isolated converter main 
disadvantage is saturation of transformer core. Due to this 
researchers are moves towards non isolated type of converters 
such as cascaded boost[10], the quadratic boost[11], voltage 
lift[12-14] etc. the disadvantage of these are number of stages 
for capacitor and inductor. This increases complexity as well 

as cost of converter. 
Some coupled inductor based converter system 

delivered high gain and considerable low stress on switche[15-
17]. The elected duty ratio and turns ratio of inductors will 
produce high input ripple. So in addition eith converter filter 
circuit is implemented.[18] 
 In this paper, the solar PV panel with MPPT block is 
used as input source for the proposed topology. The converter 
is designed with three power switches which operate on 2 
different duty ratios. Other than this following are some 
advantages of the proposed system. 

1. Incremental conductance and integral regulator 
technique is used for maximum power point tracking 
algorithm. 

2. The inductor is supplied with source directly without 
any additional coupling circuit. This stored energy is 
independent of other clamping circuits. 

3. High voltage gain is the main advantage of proposed 
system. 

4. The proposed system is independent of voltage 
multiplier cell[VMC] and switched capacitor 
technology. 

The block diagram of the system is shown in figure (1).The 
proposed converter have solar panel as a input source. MPPT 
block is used to track maximum output for that particular time 
duration. This input source converts solar energy into 
electrical energy irrespective of irradiation and temperature. 
The maximum power for that particular time will be taken 
with the help of incremental conductance and integral 
regulator technique (MPPT).  Due to maintenance batteries are 
removed from the circuit. The effective handling is the main 
concern. By economical point of view  it is also advantageous 
to remove battery from input side..  

Upcoming sections gives circuit details with 
parameters and steady state analysis. The next section gives 
simulation results for the both open loop as well as closed loop 
configuration of the proposed system. 

The fig(1) shows block diagram of the proposed 
converter system. Solar PV panel is used as the input source 
for given system. The main converter block is used to convert 
lower level input voltage to desired higher level. To connect 
this system with MPPT some voltage and current sensing is 
required. This sense the voltage and current from the system 
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and passed to MPPT block where this sensed input is 
converter into required duty ratio of the operating switch. The 
PWM converter converts it into pulses and then it provided to 
the gate terminal of the operating switches.   

 
Fig.(1).Block diagram of DC-DC Boost converter. 

  

II. CIRCUIT DETAILS: 
Figure 2 shows the proposed system. It includes three 

switches P1,P2 ,P3. It also consist of  two inductor, 2 diode and 
one capacitor. The converter is operated in a Continuous 
Conduction  mode. The duty ratio for P1,and P2 is D1 and For 
P3. It is D2.  

In steady state operation of the converter some 
assumption must be considered.  

1) All the components should be in ideal condition. 
2) Value of capacitor is considerably large so as to 

manitain constant output voltage. 

 
Fig.(2). Circuit Diagram for the proposed converter. 

III. MAXIMUM POWER POINT TRACKING SYSTEM 
Generally PV cell generates energy with respect of 

solar irradiation and temperature. The MPPT block is used to 
define a duty cycle for solar PV operation. In this 

incremental conductance methodology, dI/dV  to work  out 
the  magnitude relation of dP/dV.  Once  dI/dV is equal 
and opposite to of I/V(where dP/dV=0) the concept is 
aware of that the maximum power point is reached 
and therefore it stop the loop and come back to the 
reference value of operational voltage. In this method 
rapidly changing irradiance sense exactly than P&O method. 
The basic working of the MPPT algorithm is as shown in fig 
(1) 
  

IV. STEADY STATE OPERATION 
In this section Continuous Conduction Mode is discussed. 

The proposed system is worked on three different modes of 
operation.[19] 

Consider , the number of turns are same for both the 
inductors. 
𝐿1  = 𝐿2 =  𝐿     (1) 
 
Voltage across inductors be, 
 

𝑉𝐿1 = L1
𝑑𝑖𝐿1
𝑑𝑡 = L

𝑑𝑖𝐿1
𝑑𝑡  

        (2) 
 

 𝑉𝐿2 = L2
𝑑𝑖𝐿2
𝑑𝑡 = L

𝑑𝑖𝐿2
𝑑𝑡  

        (3) 
Where iL1and  il2 are current through L1 And L2. 
As discussed earlier three modes of operation for the 

converter these are as follows. 
 

 
Fig.(3a). Mode I of operation. 

 
CCM  Mode- I 

In this mode of operation Switch P1 and P2 are turned 
ON and P3 is turned OFF. The flow of current is shown fig 
(3a) the current is pass through L1,L2 . Capacitor start 
discharging through the load as both diodes are in reverse 
biased. Due to this Inductors are parallel to the souse hence 
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input voltage will be equal to voltage across inductors, hence  
, 

VL1= VL2=Vi      (4) 
 
Put equation 2 and 3 in equation 4 
 

𝐿
𝑑𝑖𝐿1
dt = 𝐿

𝑑𝑖𝐿2
dt = 𝐿

𝑑𝑖𝐿
dt = 𝑉𝑖 ,    𝑡0 ≤ 𝑡 ≤ 𝑡1 

       (5) 
 

   
𝑑𝑖𝐿1
𝑑𝑡 =

𝑑𝑖𝐿2
𝑑𝑡 =

𝑑𝑖𝐿
𝑑𝑡 =

𝑉𝑖
𝐿  

      (6) 
 
 
CCM Mode-II  

 In this mode P1 and P2 turned OFF and P3 is turned 
ON. Due to this both inductor and source supply to load, And 
capacitor starts charging. This make diode D2 forward biased. 
The direction of flow of current is as shown in fig (3b). 
Respective current and voltage equations are as follows, 

 
𝑖𝐿1 = 𝑖𝐿2 = 𝑖𝐿     (7) 
 
𝑉𝐿1  + 𝑉𝐿2 = 𝑉𝑖     (8) 
 
 Now substituting equation  2 and 3 in equation 8 we get, 
  

𝑑𝑖𝐿
𝑑𝑡 =

𝑉𝑖
2𝐿 

  
𝑡1 ≤ 𝑡 ≤≤ 𝑡2     (9) 

 

 Fig.(3b). Mode II of operation. 
 
CCM Mode-III  
 In this mode of operation aall the three switches 
turned OFF. Hence current will flow from L1, D2 ,C , load ,L2 
and back to the supply. Here D2 is in forward biased while D1 
in reverse biased condition. As inductors are in series to the 
the average of input voltage is applied across the switches. 

The flow of current for this mode of operation is shown in fig 
(3c). the equations for voltage and current in this mode is as 
follows,  
𝑖𝐿1  = 𝑖𝐿2 =  𝑖𝐿           (10) 
 
𝑉𝐿1  + 𝑉𝐿2  = 𝑉𝑖 − 𝑉0       (11) 
 
Rearranging the above equation with equation 2 and 
equation 3 we get, 
  
𝑑𝑖𝐿
𝑑𝑡

= 𝑉𝑖−𝑉𝑜
2𝐿

 𝑡2 ≤ 𝑡 ≤ 𝑡1    (12) 
 
Applying state space averaging method we get,  
 

� (
𝑑𝑖𝐿
𝑑𝑡 )𝐼𝑑𝑡 + � (

𝑑𝑖𝐿
𝑑𝑡 )𝐼𝐼𝑑𝑡 + � (

𝑑𝑖𝐿
𝑑𝑡 )𝐼𝐼𝐼𝑑𝑡 = 0 

(1−𝐷1−𝐷2)𝑇𝑠

0

𝐷2𝑇𝑠

0

𝐷1𝑇𝑠

0

 

                                                                                      (13) 
 
Where I, II, III, show mode of operation. Simplifying this 
equation (13) we get, final equation as follows, 
  
𝑉𝑜
𝑉𝑖

=
(1 +𝐷1)

(1 −𝐷1 − 𝐷2) 

      (14) 

 
Fig.(3c). Mode III of operation. 

 
V. SIMULATION RESULTS 

 
To authenticate the performance of planed high gain 

boost converter is simulated in MATLAB Simulink  software. 
The output voltage of planed converter is near about 182V. 
The input of the planed converter that is output voltage of the 
solar panel is around 17V.The duty cycle is set by MPPT 
algorithm with respect to irradiation and temperature of solar 
panel. After this the duty cycle is around ‘0.6’ and ‘0.2’ 
respectively to reduce conduction losses. The fig (04) shows 
the Simulink Model of the proposed converter and fig (05) 
shows the both values duty cycle.  Output Voltage of the 
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converter is shown in fig.(06), PV Array Voltage fig (07), 
pulses of the both power switches is shown in fig (08). The 
table. I. shows all the feature details of the proposed system. 
 
TABLE. I. FEATURES OF PROPOSED SYSTEM 

 

 
 
Fig.(04). MATLAB Model of  proposed  converter 
 
 

 
 

Fig.(05). MATLAB Model of proposed  converter duty cycle 

 
Fig.(07). PV Array output Voltage 

 

 
Fig.(06). Output voltage of the converter 

 
 

 

 
Fig.(08). Pulses for power switches  

Element Parametric Quantity 
Pmax 100 W 
Vinput 17 V 
Vout 182 V 

Switching Hz 50 KHz 
Duty Ratio  0.6, 0.2 
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VI. CONCLUSION 
 

In this paper new improved high gain DC-DC boost 
converter topology is discussed. The system deals with three 
switches with two different duty ratios results in higher 
efficiency and desirable high output voltage. Rather than this 
voltage gain of about 10 is achieved. Elimination of battery is 
also one of the advantages of this article. MPPT based solar 
panel sets autonomous duty ratio of DC-DC converter, which 
helps in providing constant output voltage even though 
fluctuating input voltage of the solar panel. This converter 
may be integrate with AC microgrid by developing the 
appropriate inverter circuit. By implementing ZVS and ZCS 
technique switching losses of converter will be reduced which 
may enhance efficiency of converter.   
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Abstract -- In the field of image processing 

application such as medical diagnosis, crime 

prevention, publishing or advertising, historical 

research a common image retrieval technique is 

used. Simple browsing can easily identify images 

in a small collection of images but for large and 

different collection of images identification of 

image becomes critical issue. In this paper for 

image retrieval four different features are 

extracted using DDBTC technique. The first two 

features such as Color Co-occurrence Features 

(CCF) and Color Histogram Features (CHF) are 

obtained using color quantizers, Bit Pattern 

Feature (BPF) and Bit Histogram Feature (BHF) 

are obtained using Bitmap image. In order to 

remove the false counter problem and blocking 

effect different error diffusion kernels are 

employed. The results shows better accuracy. 

Keywords— Average Recall Rate Average 

Precision Rate, Bit pattern feature, color co-

occurrence feature color histogram feature, Dot 

diffused block truncation coding. 
 

I. INTRODUCTION 
 
Content based Image Retrieval application of 

computer vision technique to minimize the problem 

of image retrieval.In annotated based method we 

have to annote every image based on information of 

metadata or keywords. In this process the system is 

not able to capture the exact keywords to represent 
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The images and it becomes time consuming. In 

CBIR system search of images is based on visual 

contents rather than metadata. Here "content" is 

information of texture, shape, or color obtained 

from images. In 1979 [1] Mitchell and Delp 

introduces first Block Truncation Coding (BTC). 

Udpikar and Raina [2] describe the overhead 

statistical information using source encoding of a 

block truncation coding. (BTC). Author uses the 

vector quantization which reduces the bit up to 1.5 

bit/ pixel. Yiyan Wu [3] derives Blo for image 

retrieval. BTC generates the vector quantized 

bitmap which are then decomposed into a set of 

vectors. It achieves the compression ratio up to 

10:1. G. Qiu [4] uses BTC technique for feature 

extraction. N. Jhanwara [5] uses motif co-

occurrence matrix (MCM) for content based image 

retrieval. The MCM is similar to the color co-

occurrence matrix (CCM), but MCM performs the 

retrieval task better than the CCM. Experiment 

shows the MCM improves the retrieval performance 

as compared to CCM. In [7-10] author uses dot 

diffusion block truncation coding for image 

retrieval. To measure the performance of image 

retrieval various distance metrics are employed.
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I.SYSTEM DESIGN 
 

System design flow is mentioned in fig.1  

In this Red, Green and blue color are represented by 

R, G and B. The color image is converted into grey 

image using: 
 

f^(x,y)=1/3[fR(x,y)+fG(x,y)+fB(x,y)] 

(3) 
 
The Bitmap image is also computed using: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. System Design 
 

A. Dot Diffused Block Truncation Coding : 
 

A sample image is used to derive the minimum 

and maximum quantizers. In this assume at 

position (i, j) an f (i, j) be the image block. The 

color images are in RGB color space. 
 

Qmin = {min fR(x, y), min fG(x, y), min fB (x, y)} 
 

(1) 
 

Qmax = { max fR (x,y) ,max fG (x,y) ,max fB (x,y)} 
 

(2) 

 

 
 

bm=1; if, f^(x, y)  f (i, j) (4) 
 

 

0; if f^ (x, y) < f (i, j) 
 

 

II.FEATURE EXTRACTION 
 

1.Color Histogram Feature (CHF) : 
 

The Process of CHF is shown in Fig 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Design flow of CHF 
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2. Color Co Occurrence Feature (CCF): 
 

The Process of CCF is shown in Fig 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Design flow of CCF 
 

 

3. Bitmap Pattern Feature (BPF): 
 

The Process of BPF is shown in Fig 4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4. Design flow of BPF 

4. Bit Histogram Feature (BHF): 
 

The Process of BHF is shown in Fig 5.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 5. Design flow of BHF 
 
 

 

B. Distance Metrics : 
 

The different distance metrics are given by: 
 

1.L1 distance  
 
 
 

 

(5) 
 

2.L2 distance  
 
 
 

 

(6) 
 

3.x
2
  Distance  

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1569



4. Fu Distance: 
 
 
 

 

5. Modified Canberra distance  
 
 
 
 
 
 
 
 

 

C. System Performance: 

System performance determined using: 
 

                                               (8) 

 

                                   (9) 
 

D. Error Diffusion Kernels: 

III. EXPERIMENTAL RESULTS 
 

E. Experimental Setup:  
 
 
 
 
 
 
 
 

 

(7) 
Fig.6. Corel Image Dataset 

 

 
The Fig.6.shows sample images from Corel 1000 

 
Dataset. The Corel 1000 dataset having 10 different 

 Classes. For our image retrieval task we can select 

20 images from each class, so that the dataset. 

 
 

 

Here we can mention various Error Diffusion 

kernels in order to generate the Bitmap images. The 

advantage of Error diffusion kernels is that it can 

achieves better image quality as compared to Block 

Truncation Coding technique. The image compression 

using BTC and EDBTC and BTC also used in [3, 4, 

6]. Here we mention the six different error diffusion 

kernels. 
 
 
 
 
 
 
 
 
 

 

Generally while using BTC technique many 

problems are occurred such as blocking effect and 

false counter problems. Due to this the image 

quality can be degraded. In order to overcome such 

problems various error diffusion kernels are 

employed 

 
 
 
 
 

 

Fig.7. Input color image 
 

Input color image is selected as shown in 

Fig.7.The Fig.8. is obtained using quantization 

process From Gray color image Bitmap image 

obtained as shown in fig.9. 
 
 
 
 
 
 
 
 

 

Fig. 8. Min. and Max. Quantized Image  
 
 
 
 
 
 
 
 

 

Fig.9. Bitmap Image 
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The fig.10 and fig. 11 are obtained Using color co-

occurrence matrix the image can arrange with 

vertical, horizontal centered points and diagonally 

ordered centered points. 
 
 
 
 
 
 
 
 
 
 

Fig.10.Ordered Matrix with centered Points  
 
 
 
 
 
 
 
 

 

Fig.11.Diagonal Ordered Matrix with 

Balanced Centered Point 
 

Fig.12.shows the Retrieved images using modified 

Canberra distance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.12. Retrieved Images 
 

The image retrieval task can be performed by 

using five different distance metrics. The simulated 

results of L1 and L2 distance listed in Table I and 

X2 and Fu distance results are listed in Table II.The 

modified Canberra distance shows the better 

accuracy listed in Table. III. 

Table.I  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table.II  
 
 
 
 
 
 
 
 
 
 
 
 

 

Table.III  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Performance Image Retrieval is 

graphicallyshown in Fig.13. And Fig.14. 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.13. Performance Graph of APR 
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Fig.14.Performance Graph of ARR 
 

 

COMPARISION OF RESULT WITH OTHER 

METHODS 
 

In this experiment we measure performance of 

system and compare with the other retrieval 

methods.It shows that the proposed system shows 

the better retrieval accuracy. The Author N.Jhanwar 

in [4] uses modif co-occurance matrix for image 

retrieval which achieves 0.5268 accuracy.In our 

method the average precision rate is 0.9125.Table 

IV. Shows the comparison of APR with other 

techniques. 
 

Table IV  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

In paper [2] author uses the Error Diffusion Block 

Truncation Coding and derives the two features 

which achieves the Precision Rate as 0.797 under 

Corel 1000. 

CONCLUSION 
 

To perform the Experiment DDBTC method and four 

number of image features are used. The bit pattern 

feature (BPF) and Bit Histogram Feature (BPH) 

recognize the contents of image. The color co-

occurrence feature (CCF) and color histogram feature 

(CHF) represents color distribution and image 

brightness. The simulated results shows better average 

recall rate and average precision rate. The Error 

diffusion kernels are employed to minimize the problem 

of blocking effect and false contour problem. The 

Modified Canberra distance shows better accuracy as 

compared to other similarity distance. In the future work, 

we can increase the size of dataset and computational 

time for image retrieval can also reduce. 
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Abstract—Cyber security is a most important 

trepidation in the widespread adoption of internet 

technologies in the everyday activities of human being. 

Even though more sophisticated technologies emerged 

on the Internet, but different kinds of attacks and threats 

are also increasing day by day. Cyber attacks causes loss 

of customer confidence in adopting internet based 

applications. Phishing attack is one of the common 

vulnerabilities in the cyber space. Most of the anti-

phishing solutions proposed so are focused only on a 

single issue and needs improvement. For malicious web 

page detection and prevention, an intelligent multi agent 

solution is proposed in this paper with the help of 

machine learning methods. The proposed approach 

detects both phishing sites and websites with malicious 

content. This multi-agent system contains four 

autonomous intelligent agents, which communicate with 

each other using the Extensible Messaging and Presence 

Protocol (XMPP) for decision-making. The first is a 

monitoring agent, second and third is for decision-

making (using the machine-learning classifiers) and the 

fourth is for action-performing. The first agent is 

responsible for extracting URLs. It passes the extracted 

URLs to the second agent for feature extraction and 

classification. If any phishing is detected, the second 

agent communicates with the fourth agent and the site is 

blocked. Otherwise, the second agent communicates with 

the third agent for malicious script detection. If any 

malicious script is detected then the fourth agent blocks 

the entire web page. We have tested the performance and 

accuracy of the proposed method and obtained results 

ensures its efficiency. 

Keywords—Phishing attack, machine learning, 

classifiers, intelligent agents, support vector machine. 

I.  INTRODUCTION 

 Cyber security is critical in adopting online services 

in today’s world. Both academia and industry had given 

much attention in this field due to high threat rate.   As the 

network becomes a more pervasive, all the cyber attacks 

have become a serious threat to the network users. Internet 

security is crucial, since most of the human business and 

social and financial activities occur through it. Even though 

more sophisticated technologies emerged for the internet, 

more focused attacks are also happening. Financial and 

personal information loss is the major hazard for a customer, 

while loss of trust and reputation is the resultant effect to the 

business owners due to security issues. Ultimately security 

threats will create lack of confidence in customers to adopt 

online services. The weak internet security, huge and quick 

economic benefit attracts criminals to this area. Since online 

services have become more popular, security risks on the 

internet is also grown exponentially. The attackers are more 

intelligent and they make newer and adaptable attacks that 

bypass existing security measures. Some of the attacks are 

DDOS, Man-in-Middle, Phishing, SQL injection, Cross-site 

scripting, etc. 
 

 One of the most common type of attack in cyber space is 

phishing. In phishing, a forged website is created by an 

attacker to mimic the original website so as to steal sensitive 

information or credentials of a user. In some cases, attackers 

may inject malicious scripts to the legitimate websites. The 

intruders adopt several methods to steal the information from 

the user. So it is difficult to provide security to the emerging 

new kind of attacks [3]. Phishing attack can be done in several 

forms. URL obfuscation, based on hyperlink and email are 

some of the common attacks. Many research proposals are 

offered to protect websites from this type of attack but the 

phishers are much smart, so that they try new methods to 

overcome the protection measures. 
 

 Recently phishing attacks became one of the serious 

issues due to the use of smart strategies for the creation of 

phishing websites. Phishing sites are actually a forged website 

created by an attacker that mimics the real website. Using 

these fake sites all the sensitive information are taken away by 

the attacker. First of all, an attacker creates phishing emails 

and sends it to the victim.  For the receiver this email seems to 

be from an authentic person and request victim to update or 

validate their sensitive information related to bank account, 
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other personal information etc., by using the hyperlink 

provided in the email. This link will leads to a phishing 

website and when the user enters the details to this site all 

their confidential information or credentials will be 

captured by the hacker. To prevent these types of attacks 

anti phishing techniques are available [3], but still these 

attacks are evolving and bypassing all the 

countermeasures and most of these solutions are imprecise 

because of false positive rates. There are some existing 

machine learning technique for the detection of phishing 

attacks [8][9] and more, but it focus on single objective. 

To overcome, this paper presents a machine learning 

based method. For improving the accuracy and efficiency 

here we have incorporated another detection mechanism 

known as the Link Guard algorithm [6].  
 

   The objective of this work is the detection and 

prevention of phishing and malicious script attack using 

machine learning classifier and agent based intelligent 

system. The rest of this paper is organized as follows. 

Section 2 describes about the various literatures in this 

field. The detailed description of the proposed method is 

given in the section 3. Experimental setup and 

performance analysis of the proposed method is given in 

section 4. Finally this paper concludes in section 5. 

II. RELATED WORKS 

  There are several methods adopted for ensuring 

phishing attack free website operations. These methods 

can be classified according to the mechanisms adopted in 

each one. Blacklisting, heuristic methods, visual similarity 

assessment methods and machine learning based methods. 

In the following paragraphs we have analyzed these 

methods. 

Blacklist Methods 

 Blacklist is actually a database that stores all the 

previously detected phishing URLs or IP addresses. The 

paper [2] is an enhanced blacklist method that detects 

phishing by extracting the key features from source code. 

In this method already existing or the imitation of phishing 

websites or its variations are identified.  Using the features 

these website are identified with a unique fingerprint.  The 

unique fingerprint generation is based on the Simhash 

algorithm. The key features used are filename in the 

request URLs, path name and attribute values of tags used 

in the scripting language. Now a large number of toolkits 

are available for creating phishing websites. So detecting 

phishing using blacklist method like [16] has become 

inefficient. The white-listing method proposed in [17] that 

automatically updates a list of all familiar original 

websites.  

Heuristic Methods 

 Blacklisted methods detect phishing sites, but still it 

has certain disadvantages such as new phishing attacks 

remain undetected. In order to address this issue heuristic 

methods are introduced. These are experience based 

techniques for solving a problem. These methods produce near 

optimal solutions. It finds solutions by learning the situation 

and then the discovery of solution to the problem under 

consideration. The solution obtained using these methods are 

not guaranteed to be optimal. The methods mentioned in 

[4][11] are heuristic approaches for phishing detection. The 

method in [10] called CANTINA is based on the term 

frequency and inverse document frequency of a word in the 

query.  
 

Visual Similarity Based Methods 

 Another technique used by the phishers is visual 

similarity method. They create visually similar websites to the 

original ones. This similarity usually confuses the users and 

sometimes they think or feel that the mimicked website as 

original. Some research works are based on this similarity 

identification [5] [18]. The method proposed in [18] considers 

content and format of text in the website. It also considers 

images, tags, style sheets, etc., to detect the phishing. [5] is 

based on the image level, which matches the suspicious Web 

page snapshot image with the legitimate Web page snapshot 

image, and therefore can deal with the non-text tricks that 

make similar Web pages with various HTML contents. [5] 

uses local and global features of the snapshot images which 

can be used for phishing detection together. 
 

Machine Learning Methods 

 Artificial Neural Network (ANN) is another method used 

to detect phishing attack [8]. The main aim of this machine 

learning based method is to model neural network to classify 

websites as legitimate or phishing. They have used one hidden 

layer for their experiments. They trained the neural network by 

changing the values of momentum and learning rate until a 

lower error rate is acquired. The papers [9][20] are also deals 

with machine learning methods for phishing detection. In [20] 

a wrapper-based features selection method was introduced. 

This method aid in the selection of most significant features. 

This selected features are subsequently used for the accurate 

phishing website prediction. But wrapper-based features 

selection method spends more time and need additional 

computational overhead than other methods. 
  
 The support vector machine achieved notable 

classification accuracy because it uses a labelled dataset. Web 

page source code characteristics can also be used for phishing 

detection [9]. There are certain features that differentiate 

phishing websites from original. Based on these 

characteristics, it finds the severity percentage. It considered 

characteristics like logos, suspicious URLs, short-lived, 

HTTPS, pop up window script, iframe and domain. 
 
 The paper [7] introduced multi-agents for phishing 

detection. In this paper, they try to detect a new type of 

phishing attack known as tab napping. They have used image 

retrieval method for detecting the website layout changes and 
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other reloads. Considering the above facts, an intelligent 

agent based method is proposed in this paper. 

III. PROPOSED METHOD 

 In the proposed method, effective phishing detection 

and prevention mechanism using agent-based intelligent 

system is introduced. Here an agent-based intelligent 

system is used for the detection and prevention of phishing 

attacks. It also detects malicious scripts present in non-

phishing sites. Agent technology is used to solve the 

critical problems with some sort of intelligence. Most of 

the existing methods used are based on single issue or 

agent. As the internet technology advances to horizon, 

new problem arises, so there is need for multi-agent based 

approach to prevent phishing attacks.  
 

 
Fig.1. Overview of the Proposed Method 

 
 The overview of the proposed method is given in Fig. 

1. The aim of this method is to use different intelligent 

agents for phishing detection. This multi-agent modular 

approach will increase the performance. The 

decomposition allows the agent to use the most 

appropriate technique for solving the problems. The 

multiple agents cooperate and coordinate with each other 

to solve the phishing issue continuously. These 

heterogeneous agents work autonomously.  These agents 

communicate to each other using message passing 

mechanism. 
 

  Proposed system contains three tier software layers 

with four agents. These layers are named as lowest, 

middle and upper most layers. The first two layers contain 

one agent each while third layer contains two agents. The 

function of lowest layer is the extraction of URLs. The 

classification of phishing attacks are done at layer 2. The 

upper most layer contains two agents. One agent for 

blocking the phishing URLs and other for unauthorized 

malicious script detection. The proposed layered 

architecture is shown in the Fig. 2. 

 
 
Fig.2. Layered Agent Architecture  
 
 In the proposed layered method the autonomous agents 

with high intelligence are distributed and they can cooperate 

each other. Here the task and responsibilities of each agent in 

the different layers are well defined. Each agent knows how to 

overcome a situation independently or collectively with the 

help of other agents. Thus, this multi-agent system has high 

learning capacity and it can easily adapt with the news 

changes in the system.    
 

 In the proposed architecture, the level 1 agent acts as a 

sensor module. It extracts the URL of web pages from email, 

browser or any other source.  The results or the extracted URL 

information at this level is passed to agent at the next level i.e. 

level 2 in the hierarchy of the classification process.  The 

detection of phishing is done at layer 2 with the help of agent 

at this level. Here webpage is classified as whether it is 

phishing or not. This is done using machine learning 

classifiers. In this level, we have used ANN and SVM for 

classification. At level 3 there are two agents. One agent for 

blocking the malicious website and another for script 

detection. After the script detection phase, if the URL is free 

from phishing attacks and scripts then it is marked allowable 

website. If any malicious script or phishing is detected then 

the URL is passed to blocking agent at this level and the 

webpage is finally blocked. 

IV. EXPERIMENTAL SETUP AND RESULT ANALYSIS 

 The proposed method is experimented using data set from 

[12][13][14]. In order to confirm whether the data used is a 

phishing dataset, we have tested it with link guard algorithm. 

This algorithm is to analyze the difference between actual and 

visual links. The algorithm first extracts the DNS names. If the 

extracted names are not identical then it can be considered as a 

phishing. Next it checks is there is any dotted decimal IP 

address is directly used in the DNS. This is also considered as 

a phishing. Sometimes, actual and visual links are to be 

checked. For this encoded visual links are decoded and 

compare with the original link. If the method unable to obtain 

the destination information from this provided visual DNS 
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then it analyze the actual DNS. While analyzing the DNS 

the method checks whether actual DNS is present in 

black-list or white-list. If it is not present in any of the list 

then go for pattern matching. The pattern matching is 

invoked mainly to find unknown attacks. In pattern 

matching process, it checks whether the actual DNS name 

is different from the sender’s DNS name. If it is similar 

then invoke similarity and calculate the minimal number 

of changes. If it is similar then the method concludes that 

two strings are identical. In the similarity check if number 

of changes are little, then there is high similarity rate. If 

two DNS names are similar but not exactly identical then 

they are also considered as phishing. 
 
 The proposed methodology is implemented using the 

Smart Python Agent Development Environment (SPADE) 

software framework [1]. The distributed multi-agents can 

communicate and cooperate with each other. For the agent 

communication the method used Extensible Messaging 

and Presence Protocol (XMPP). The XMPP is a protocol 

for streaming XML elements over a network in order to 

exchange messages. This protocol is mostly used in instant 

messaging applications. The agents are deployed at 

different levels to reduce the bad effect of a phishing 

attack and malicious scripts to a webpage.  
 

 Phishing and the malicious script are detected using a 

machine learning classifier. In the case of phishing 

detection, first system considers certain features from the 

URL. The features considered given in the Table 1. After 

feature extraction, the binary data is passed to the 

proposed model. This multi-layer multi-agent model first 

learns from the data set given. After that, we tests whether 

the model has learned properly or not. After the learning 

phase of the model, then a new URL are classified as 

phishing or non-phishing. In malicious script detection, a 

dataset is given to the model converted to vectors before 

learning and testing phase. Then the system classifies the 

inputs as malicious or not.  
 

TABLE 1. FEATURES FOR PHISHING ATTACK DETECTION [12] 

Features Description 

URL Length Length of URL. Sometimes long URL names are 

used to hide the doubtful part in the phishing site. 
IP Address IP address is a substitute of URL names. 
Shortening 

Service 
Short URL can also be used direct to the 

requested webpage. 
@ symbol Ignore the rest of a URL after this @ symbol. 
Double Slash 
Redirecting 

The “//” symbol in a URL also used as 
redirection to another location. 

Prefix or Suffix 
Adding some prefix or suffix terms especially 

separated by (-) to the domain name is a phishing 

method. 

Subdomain If a URL have more than two dots (.), i.e., 

subdomains high chance of phishing. 

Website Traffic 
Websites can be classified according to traffic 
into it. Phishing website or suspicious websites 

has less traffic. 

Favicon Loading favicon from a domain is considered as 

phishing. 

Port Port opening is crucial. Anybody can access the 
data or attack through an open port. 

HTTPS Token Sometimes https token is used for phishing. 

Request URL 
Usually the all the contents such as images, 

videos, etc., are embedded in the page itself and 
shares same domain. 

URL of Anchor This is same as previous Request URL. 

Links of Tags Link tags are to be connected to the same 

domain. 
Submitting to 
Email Proper use of mail() and mailto() functions. 

Abnormal or 

Nonstandard 
URLs 

In this type URL doesn’t contain the original host 

name. 

iframe Use of “iframe” tag and make it as invisible from 

the users. 
Age of Domain Phishing websites exists temporarily 

DNSRecord Entry in the DNSRecord is an attribute to find 
whether a website is original or not.  

On Mouseover 

Usually onMouseover() command is disabled in a 

phishing website. This is to prevent users from 
knowing the correct address shown in the address 

bar. 

Right Click 
Phishers also disable right click function. Since 

right click facility allows user to view and the 
page source code.  

Pop up Window An original website doesn’t use any popup 

window to submit personal information. 
Page Rank Phishing website does not have a page rank. 

Google Index Usually Google index is created for each 

webpage. A Phishing site doesn’t have any index. 

Links Pointing to 

Page 

Most of the phishing websites does not have 
hyperlinks points to them due to its volatile 

nature. 

Performance Analysis 

 For the performance analysis and comparison, two 

different classifiers with five types of dataset are used to test 

the efficiency of the proposed technique. The proposed model 

uses support vector machine for classification and artificial 

neural network for the comparison. For the evaluation, the 

confusion matrix is considered. From the confusion matrix 

accuracy, precision, recall and specificity can be calculated. 

Table 2 and Table 3 show the accuracy, precision, recall, 

specificity, false positive and false negative of the proposed 

ANN and SVM classifiers in five different datasets with 

different sizes respectively. Accuracy is that the whether the 

proposed method correctly labelled a website from all the 

phishing websites. We have used 80 percentage data in the 

data set for training purpose and 20 percentage data for testing 

phase. 
 

TABLE 2. ANALYSIS OF PROPOSED ANN CLASSIFIER (VALUES IN 

PERCENTAGE) 

No. of 
Data 

Accur-
acy 

Prec-
ision Recall Speci-

ficity 
False 

Positive 
False 

Negative 
779 91.2 81.5 93.9 90 6 100 

2456 59.6 25.2 76.5 56.4 23.4 43.5 
8550 89 84.4 96 81.7 3.9 18.2 

10000 87.8 83.5 93.7 82.1 6.2 17.8 
11055 89.3 82.7 97.1 81.6 2.8 18.3 

 

 From the tables it is clear that accuracy of the proposed 

SVM method is high compared to ANN based method. This is 
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also true in the case of precision analysis.  As the data 

increases the SVM shows good rate than ANN, i.e. it is 

correctly labelled phishing sites. Similarly recall and 

specificity value is high for the proposed method. False 

positive is the rate of incorrectly classified positive values 

and false negative is the incorrectly classified negative 

values.  
 

TABLE 3 ANALYSIS OF PROPOSED SVM CLASSIFIER 
(VALUES IN PERCENTAGE) 

No. of 
Data 

Accur-
acy 

Prec-
ision Recall Speci-

ficity 
False 

Positive 
False 

Negative 
779 92.3 79.4 100 89 0 10.9 
2456 92.5 91.6 91.6 93.2 8.3 6.7 
8550 97.4 98 97.4 97.3 2.5 2.6 

10000 96.8 97.5 97 96.6 3.3 2.9 
11055 97.1 97.7 97.1 97 2.8 2.9 

 

 From the table 3 it is clear that while comparing SVM 

and ANN, SVM shows better results for the every 

evaluation. 
 

     Next we have evaluated the script detection efficiency 

of the proposed SVM method with existing method in 

paper [15]. The obtained values are given in the Table 4. 

The experimental results shows that the proposed SVM 

have higher efficiency that the existing method. The 

comparison of evaluation parameters such as precision, 

recall, F-score and negative predictive power are better for 

the proposed method.  
 

TABLE 4 SCRIPT DETECTION EFFICIENCY 

Classifier Precision Recall F-score 
Negative 

predictive 
Power 

Proposed 

SVM 95 99 97.43 99 

SVM [15] 92 74.2 76.4 99.7 

 

 In the existing system, the malicious script detection is 
done based only on few features and in the proposed 
method the malicious script detection is done by directly 
converting the scripts into vectors. If the detection is 
completely based on few features it may limit the detection 
accuracy and sometimes all types of the script may not be 
able to detect. If certain condition fails detection process 
also fails. This is the one of the advantage of the proposed 
method. In future the proposed mechanism can be extended  
to block only the malicious script execution without 
interrupting the whole website. 

V. CONCLUSION 

  In this proposed method an attempt is made for 
implementing an agent-based architecture and machine 
learning classifier for resisting different types of phishing 
attacks. The existing phishing methods are single agent 
mechanism. In the distributed internet we need a system 
that works using multiple agents that communicate in a 
peer-to-peer fashion by message passing. This paper 

presented a layered multi-agent framework for detecting and 
rectifying web phishing attacks. The multi-agents are used for 
URL extraction, phishing detection, script detection, and 
blocking. The method is capable to recognize and learn 
according to the environmental changes. The experimental 
result indicates that the proposed system is capable of 
achieving the objective. The experiment results also show that 
the proposed SVM method is an effective mechanism to detect 
phishing attacks and malicious scripts. The phishing detection 
is done using machine learning classifier SVM and ANN. From 
the results, it is clear that many functions can be incorporated 
in one method using multiple agents and these multi-agents can 
be triggered to find a solution for different complex problems. 
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Abstract: Neural  Networks And Deep Learning 

Currently Provide  Best Sollutions To Many Problems In 

Image Recognition,Speech Recognition. Diabetic Is 

Diabetic Complication That Affects Eyes. Diabetic Can 

Easily Detect From Eye Image Of  Person Optic Disk 

Detection And Segmentation  Of Eye Is Very Difficult 

Due To Variation Of Size And Shape Of Optic Disk .In 

This Paper  Deep Learning Network Applied To  Train 

The Data .The Eye Images  Collect  From Public 

Database And Hospital . Train The Images By   Using 

Neural Network. Store Features And Results From 

Trained Images. Then Upload  Test Image To Get The 

Result Testing Image Procedure Include Preprocessing 

Feature Extraction, Then Random Forest Classifier Used 

To Extract Features And Classify The Image Based On 

Train Images Data Set .Accuracy Of The Model Is High. 

Key Words: Deep Learning; Optic Disk Segmentation; 

Feature Extraction; Diabetic      

                       

             .Introduction 

  Optic Disk Detection Is Key Step To Find 

Eye Diseases.   In This Process, OD Detection 

Plays An Important Role [3] [2] Diabetic 

Retinopathy Can Be Detect In Different Ways, 

Like Eye Image, Blood Samples The Main Cause 

For Diabetic Is Sugar Level High In Blood Vessel. 

Increase In Sugar Mainly Damage Eye Vision 

.Main Symptoms Of Diabetic Retinopathy Blurred 

Or Double Vision, Difficult In Reading, Eye Pain, 

And And Eye Pressure. In The   Eye Fundus   

Images OD Segmentation Can Be Categorized Into 

Three Categories [10] [11] Namely Template 

Based Methods, Deformable Model Based And 

Morphology Based Methods. Diabetic Disease Can  

 

 

 

Be Detects By Using Numerous Methods .Here 

Machine Learning And Deep Learning Methods 

Are Applied For Training And Classify Data. 

Preprocessing Of Eye Image And Feature 

Extraction [4] Optic Disk Segmentation Is 

Explained  

             . Related Work 

There Are Several Methods Are There To Detect 

Diabetic Disease.Multiaproach Method To 

Segment The Optic Disk. A Machine Learning 

Graph Method Is .Used To Detect The Disease [1] 

          An Accurate And Efficient Optic Disc (Od) 

Detection 0d Segmentation Technique. A Circular 

Transformation Is Designed To Capture Both The 

Circular Shape Of The Od And The Image 

Variation Cross The Od Boundary Simultaneously 

[2] Structure Preserving Guided Image Filter For 

Analysis Of Optic Disk. In Preprocessing Stage 

This Filter Is Used. Then Detecting Eye Disease 

Procedure Take Place [3] 

The New Algorithm Darwinian Particle Swarm 

Optimization Algorithm .This Algorithm Include 

Stages. Image Processing, Segmentation, Ellipse 

Fitting, And Od Localization. This Method Is 

Efficient Than Blood Vessel Based Method [4] 

Proposes Optic Disc And Optic Cup Segmentation 

Using Super Pixel Classification For Glaucoma 

Screening. This Paper Concatenates The Three 

Types Of Features From Different Sources. In 

Future Work, Multiple Kernel Learning   Will Be 

Used For Enhancement [5] 
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               New Method For Fast Optic Disc 

Segmentation In Retina Using Polar Transform. 

The Methodology Has Used Hierarchical 

Combination Of Morphological Operations And 

For The Optic Disc Localization. This Gives Better 

Results As Relying Only On The “Optic Disc As 

The Brightest Spot” Technique [6] 

                 A Rule-Based Method Is Proposed To 

Segment Optic Disc. Firstly, We Apply Two Over-

Segmentation Algorithms To Produce Super-

Pixels. Taking Super-Pixels Instead Of Pixels As 

Basic Processing Units Greatly Improves The 

Efficiency But Still Defected Part Gives Inaccurate 

Segmentation [7] 

               Hybrid Approach Optic Disc 

Segmentation For Retinal Images. The Success Of 

The Hybrid Approach Was Evaluated According 

To Both Localization And Segmentation. 

Performance Of The Study Was Evaluated With 30 

Images According To Dice And Jacquard 

Similarity. [8]Machine Learning Based Automatic 

Neovascularization   Detection On Optic Disc 

Region   Nv Particle Proves Indicator Proliferative 

Diabetic Retinopathy (Pdr) And It Is Featured By 

The Presence Of New Vessels In The Retina. The 

New Vessels Are Fragile And Pose A High Risk 

For Sudden Vision Loss [9] 

                   Detection Of Diabetic By Using Multi 

Layer Perception Neural Network Classifier And 

Dct Transform Is Used To For Feature Extraction 

[10] Deep Learning Algorithm Method [11] Is 

Used To Detect Different Types Of Diabetics Like 

Type 1 Or 2. .Here Convolution Neural Network 

Method Is Using To Detect  Automatic Detection 

Of Diabetic [12] 

                 . Proposed Method 

There Are 2 Stages Shown In Figure 1 

I Training Stage 

 2  Testing Stage. 

                   Deep Learning Neural Network 

Applied To Train The Model .In Testing Stage  

First Performed Preprocessing Stage ,In 

Preprocessing Stage Following Procedures Are 

Done .Sharpening Image, To Remove Noise, 

Detect The Edges Of The Optic Disk, Calculating 

Gradient  Magnitudes ..Here Dwt /Dct Feature 

Method Applied To Extract From Test Image. 

Extract Energy Contrast, Standard Deviation, 

Entropy By Using Random   Forest Classifier Then 

Classify Based On The Trained Data Set. Drion   

Database There Are 110 Eye Images. In Hospital 

Database 125   Images Are There. We Use 125 

Images For To Train The Model.110 Images For 

Testing .Deep Learning   Network Gives High 

Accuracy, 

 

 

Fig 1.Shows Flow Diagram Of The Proposed 

System 

                 Ⅳ .Implementation  

                      Mat Lab Software Is Used To 

Implement The Proposed System. Mat Lab Is High 

Level Computing   Language .Feasible And Easy 

To Work With Data. First Training Of The Image 

Is Done, After Completion Of Training, Upload 

The Test Image. Then Following Sections Are 

Performed 

1 .Preprocessing Stage 

                  First Crop The Eye Image To Get Optic 

Disk Portion. Then   Detect The Optic Disk Of An 

Eye.[6][9] There Are Several Steps In 

Preprocessing Of Image .Like, Thresholding 

Circular, Hough Transform Finding Boundary 

Edges, Gradient  Magnitude, Sharpening And Dct 

Of Image .Convert Color Image Into Gray Image. 

Gray Image Conversion Colors [7] [8] Displayed 
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On Retinal Images Are Usually Defined In Tri 

Colors As Red, Green And Blue Space Is Called 

As Rgb Color Space. There Are 2 Conversion 

Methods Are There 

1, Average   Method 

2, Luminosity Method 

Average Method Add All 3 Colors Of Image. Find 

Average 3 Colors. 

Gray Scale Image = R+G+B/3 

In Luminosity All Color Wavelength Is Change 

According To Intensity Of Wavelength, Grayscale 

Image Get From Below Equation 

Gray Scale = ((0.3*R) + (0.59*G) + (0.11*B)) 

1.1 Canny Edge Detector 

               Canny Edge Detector Is Used To Detect 

Edges Of Optic Disk. It Contain Following 

Procedure. . Apply Gaussian Filter To Remove 

Noise .And Smoothening And Sharpening Of 

Image Find Intensity Of Gradient.  Non Maximum 

Suppression Method. Apply Double Threshold To 

Get Edges .Upper And Lower Threshold. Then 

Track The Edges, Finally Get Boundary Of Optic 

Disk Haris Edge Detector Is Also Used To Get 

Perfect Boundary.[5] [14]                       

 

             Fig 1.1 Shows Preprocessing Stage  

1.2 Dct/Dwt   Method For Feature Extraction   

            There Are Numerous Methods Are There 

To Extract Feature. In This Model Feature 

Extraction Is Done By Dct /Dwt Type. .Dct 

Decomposes The Signal Into Underlying Special 

Frequency. Allows Preprocessing Technique To 

Reduce Precision Of Dct   Coefficients. Dct 

Coefficients Considered As Feature. And Ability 

To Represent Regularity, Complexity. Find Mean 

And Standard Deviation From Dct Coefficient 

Matrix .Dwt Generates Coefficient Matrix 

Horizontal, Vertical, Diagonal Components. For 

Example  Dwt Generates 3 Horizontal, 3 Vertical, 

3 Diagonal Matrix .Instead Of Using All Matrix 

Dwt Features Are Shown In Fig 1.2 And 1.3 

Compute  Mean And  Standard  Deviation Of Each 

Matrix. Store In Feature Vector .Dwt Is More 

Accurate And Efficient. Har Is Used As Mother 

Wavelet, By Comparing All Wavelet To, Mother 

Wavelet   Finally Extract Dwt And Dct Features 

Segmented Images Are Shown In Figure 1.4 And 

1.5

 

    Fig 1.2 Shows Sub Bands of Dwt Features  

Fig: 1.3shows segmented image 
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             Fig 1.4 shows segmented BW image 

 

1.3. Deep Learning 

               In Deep Learning Neural Network Play 

Important Role.  Neural Network Have Multiple 

Hidden Layers Plus Mathematical Optimization .In 

Real Life Training Neural Network Is Not So Easy. 

Lot Of Procedure Must Be Done On Inputs To 

Make Them Learnable. Ann Work By Multiplying 

X Values (Weights) And Adding To Constant 

Called (Bias).  Train The Model Until Model Learn 

Perfectly. Then Upload The Test Image. The 

Extracted Features Of Test Image Is Compared 

With Trained Image Data Set. Un Till   Get Zero 

Error Or Best Result While Comparing With 

Trained Data Set, First Iteration Error Generated 

From The Model. Error Is Propagate Backward And 

Inputs Are Change Until Get The Correct Result, Or 

Zero Error. No Of Iteration Depends On Input 

Image [1] [8] That Zero Error Trained Eye Image Is 

Sent To Classifier .In This  Model 125 Images Are 

Trained .In Dataset Diabetic Non Diabetic ,Mild 

,Severe Type Diabetics Images Also There.[12] All 

The Images Are Well Trained Using Deep Learning 

Neural  Network. And Results. Are Stored Trained 

Image Is Used As Target Image Neural Network Is 

Shown In Fig 2.1 And Neural Network Graphs Are 

Shown In Fig2.2 , 2.3 and 2.4 

           Random Forest Classifier Is Supervised 

Machine Learning Algorithm. .Decision Trees Are 

Generated Based On Nodes. This Algorithm 

Generates Forest With No Of Large Tress. More 

No Of Tress Give High Accuracy. In This 

Algorithm We Find Root Node And Splitting 

Feature Nodes Will Run Randomly. This Classifier 

Can Be Used For Both Classification And 

Regression Purpose [13] Test The Features 

Randomly Then Predict The Outcome. Again Start 

Predicts Until  Get The Final Outcome. High 

Voted Predicted Target Is Final Outcome. By 

Using This Method Classification Is Too Easy No 

Missing Any Feature Or Value Over Fitting 

Problem Is Eliminated. 

                       Ⅴ.Experimental Result  

 

                     Fig2.1 .neural network 

 

 Fig 2.2 best validation performance    

The Graph Shows Best Validation Occur At 

Epochs 6. For Given Test Image .The Plot Consist 

Three Lines   In Fig 2, 2 Shows Trained, Test And 

Validation. 
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          Fig  2.3 error histogram with 20 bins   

 

     Fig 2.4 Shows States of Training Model 

              Zero Eror Is Shown In Fig 2.3 In Yellow 

Line.Validation Check Is Equal To 6 . .Errors  Are 

Repeated 6 Times  After Epoch 12. .Test Is 

Stopped  At Epoch  12  Error Repeat Starts At 12 

Epoch .Epoch 11 Is Base For The Given Test 

Image. And Its Value Is Final Output. 

 

  

Fig 2.5 shows decision tree,no of grown tress 

 

 

              Fig 2.6 shows the result 

 

 The Result Is Appeared In Command View 

                Mat  Lab   Software Used For This 

Model. The Preprocessing And Dwt Features 
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Results  Are  Shown. The Neural  Network Graphs 

For Training Data Is Also Shown. The Result Is 

Too  Accurate,  And   Over   Fitting  Data Problem 

Is  Eliminated  By Using  Random Forest  

Classifier .Duration Of Time   For Training The 

Data  Is Also   Less  Random Forest Classifier 

Gives Correct  Result. There Is  Minimize  In False 

Result. Accuracy   Of The  Model Is  100%   

          Ⅵ. Future Scope& Conclusion 

This  Model Can   Be Extend  To Distinct Type 1, 

Type 2 Diabetic. And Also % Of   The Disease. It 

Is  Easy To Train The High Rate   Data Using This 

Model. .Mode L Can Be Extended To Train Large 

Number  Of  Data. It Can Be Implementing To 

Find All   Disease, Its Easy To Predict   Diabetic In 

Early Stage From The Trained Model .It Can Be 

Easy To Find Patient Condition Earlier Like Mild 

Or Serious Or Critical Or Normal. By Using This 

Classifier We Can Classify All The Eye Diseases 

Glucoma, It Gives 100% Accuracy. And   Easy To 

Implement. 
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Abstract—V2V, also known as Vehicle-to-Vehicle communi-
cation system comprises of wireless networks where, the au-
tomobiles communicate with each other by sending message
(which may include direction of travel, speed, location or loss
of stability). In this paper, we are implementing IEEE 802.11p
in a V2V communication system with mesh networking topology
and Hybrid wireless routing protocol using NS3 Simulator. The
vehicles (which here we symbolise as nodes) are stationary.
Further, the paper presents performance analysis of proposed
system on the basis of various parameters like Packet Size, Data
Rate, Packet Delivery Function and Throughput etc.

Index Terms—V2V, DSRC, WAVE, HWMP, NS3

I. INTRODUCTION

The era of wireless communication has enabled the ex-
change of data between vehicles (V2V). The IEEE802.11p
amendment has enabled the vehicles to communicate with
each other through Dedicated Short Range Communication
(DSRC). The Dedicated Short Range Communication (DSRC)
and Long-Term Evolution for V2V (LTE-V2X) are two
prior technologies used for V2V communication [1]. The
broadband Internet and phone services to the mobile phones
and other devices are spared by the Long-Term Evolution
(LTE) network, a type of wireless communication network
compatible with GSM and HSPA network [2] . Wireless
Access in Vehicular Environment (WAVE) was added to the
IEEE 802.11p protocol is an approved amendment to the
IEEE 802.11 standard [3]. The half-duplex communication
exists in DSRC by transmitting the data at rate of 3 to
27 Mbps. The modulation technique elaborated in DSRC
[4] having communication range of up to 1000 meters is
Orthogonal Frequency Division Multiplex (OFDM). DSRC
has 7 channels in which for safety communication, the first
channel is used, for critical safety communication- the second
channel is used and for high power safety communication-
the third channel is used, while the rest of the channels
are used for either non-safety or safety communication [5].
While establishing the link between the two vehicles or in
V2V communication system, the physical layer and the MAC

layer are considered in implementation of the IEEE 802.11p.
The physical layer is composed of two sub layers namely,
the Physical Layer Convergence Protocol (PLCP) which is
responsible for communicating with the MAC layer and the
Physical Medium Access (PMA) which is the interface to
the physical transmission medium, its task is to manage data
encoding and perform modulation [3]. On the other hand,
MAC layer provides flow control and the multiplexing for
the transmission medium. Frame delimiting and recognition,
addressing of designation stations, protection against errors,
and control access to the physical transmission are the major
functions of the MAC layer. In this paper, we present a V2V
communication system using the mesh topology and as routing
protocol we have considered the Hybrid Wireless Mesh Pro-
tocol(HWMP). To simulate the V2V communication system,
here we have used the NS3 simulator as it provides substantial
support for simulation of TCP, routing and multitask protocol
over wired and wireless networks. The paper is divided as
follows: Section1: Introduction provides a brief description of
the V2V communication system using IEEE 802.11p and the
considered topology. Section 2: Defines the parameters that
we have considered for the proposed model. Section 3 defines
the proposed methodology with its materials and methods and
section 4 and 5 provides the result, conclusion and future
direction.

II. SYSTEM DESCRIPTION

Vehicle-to-vehicle communications is a system consisting
of an inbuilt wireless network infrastructure in which the
convertibles can send messages to each and every vehicle
about the information of the real-time. These data may include
speed, location of the vehicle, capacity of the vehicle and
stability loss of the vehicle. In carrying out any simulation
process, one needs a workflow via which the whole process
is carried out. Below Fig1 is the workflow of the considered
model.
According to Fig. 1, the first step is the topology definition.

Generally, topology definition is used in defining the interre-
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Fig. 1. Work Process

lationships and in providing easy creation of basic facilities.
So, here we have considered the mesh topology to establish
a link between the nodes. An extensible mesh networking
framework has been defined to ensure a common standard
that will synchronize all WLAN mesh network devices from
all vendors.
In wireless mesh network, data packets travel over multi
wireless hops [6]. The topology and routing information
is shared by nodes in wireless mesh while communicating
with other neighbouring nodes. The enlarged network capacity
through various factors like spatial frequency reuse, shortened
communication distance, automatic network configuration and
better robustness has enabled high data transmission rate in
WLAN mesh network [7]. Mesh stations are the devices
that form mesh and forwards the frames wirelessly. The
information about the mesh that helps other mesh stations to
detect and join the mesh are carried by mesh station’s beacon
[6]. A single transceiver is used by mesh which operates in
single frequency channel. If a larger channel precedence value
is held by mesh station, it broadcasts its value and indicate
different frequency channel [6]. Mesh network does not
provide end-to end encryption as both mesh stations initiate
together and both links are independently secured [6].
One of the benefits of mesh topology is its expanding nature
as the new nodes can be added easily to self-adjusting network
[7].The routing protocol that we have considered here is
HWMP. It is a default routing protocol for wireless mesh
network which is based on Ad hoc On-demand Distance
Vector Routing (AODV). It has both reactive components
and proactive components [8]. Proactive routing protocols
periodically update its routing information and share the whole
topology with other nodes. In reactive routing protocol, routing
tables are constructed on the requirements of nodes, and the
complete topology of the network is not shared with other
nodes in a network [7]. In case of mesh networking these
use MAC addresses for ”routing”, instead of IP addresses.
Therefore, we call it as “path selection” instead of “routing”.
As per [8], HWMP has the lower average latency and the
higher data transmission throughput .
As per Fig. 1 The next step is the model development
which is shown in Fig. 2. In Fig. 2, we have considered
the V2V communication model with 3 rows and 9 stationary
nodes (3 in each row). All the adjacent nodes are 50m apart
from each other. Here, a client-server type communication is

Fig. 2. V2V Communication Scenario

considered. The server node can broadcast its information to
other nodes (Client). The Client node can become the server
node according to the need of the communication system.
Again considering Fig. 1, the next process in the simulation
workflow is the node and link configuration. To establish
the node and link configuration we use the NS3 Simulator.
NS3 is designed as a set of libraries that can be combined
together. NS-3 is more modular as compared to other some
simulation platforms. With NS3, one can easily use several
external animators and data analysis and visualization tools.
However, users should expect to work at the command line
and with C++ and/or Python software development tools. NS3
has a work flow which needs to be followed while using the
simulator.

Fig. 3. Mesh Network Simulation

As per system description given in reference with Fig 2,
the simulation is carried out in NS3 Simulator using NetAnim
and the simulated result is shown in Fig. 3 and Fig. 4. Both
the figures show a mesh network among the 9 nodes. All
the adjacent nodes are placed at a constant distance of 50m.
The total simulation time that is taken for simulation is 100s
irrespective of the size of the packet.

III. RESULT AND DISCUSSIONS

The following results have been found from the
extensive simulations from NS3 Simulator using Ne-
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Fig. 4. Mesh Network Simulation

tAnim(Flowmonitor). In Fig. 5, a comparison is carried out

Fig. 5. Packet Size vs Data Rate

among Packet Size(kbits) and Data rate(kbits/sec). It is ob-
served that, as we increase the amount of Packet size, the
Data rate also increases. From the above observation, it is
concluded that, the Packet Size is directly proportional to the
Data Rate irrespective of the increase or decrease in the above
two parameters.

PDF is defined as the ratio of the number of data packets
delivered to the total number of packets. This gives the
efficiency of data delivered to the destination.
In Fig. 6, a comparison is carried out among Packet Size
and PDF. It is observed that, as we increase the amount of
Packet size, the Packet Delivery Function(PDF) decreases.
From the above observation, it is concluded that, the Packet
Size is inversely proportional to the Packet Delivery Function.
In Fig. 7, a comparison is carried out among Packet Size
and Throughput(bits/sec). It is observed that, as we increase
the amount of Packet size, throughput also increases. From
the above observation, it is concluded that, the Packet Size
is directly proportional to the throughput, irrespective of the

Fig. 6. Packet Size vs Packet Delivery Function(PDF)

Fig. 7. Packet Size vs Throughput

increase or decrease in the above two parameters.

IV. CONCLUSION AND FUTURE DIRECTION

The overall aim of this paper was to implement
IEEE802.11p in V2V communication System for stationary
vehicles using NS3 Simulator. In the beginning, we presented a
brief description of the layers on which IEEE 802.11p is based
upon and further discussed about DSRC. For establishing a
link between the vehicles, mesh networking as the network
topology and HWMP as the routing topology is considered.
The results have been simulated using NS3 simulator and
parameters are analysed based on the obtained result.
This paper consider stationary vehicle whereas in future mobil-
ity in vehicles can be added in comprehensive understanding
of implementing IEEE802.11p in V2V communication system.
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Abstract – The tightly coupled control plane and data plane in 
inbuilt hardware devices such as switches and routers are not 
suitable to meet the current needs of vehicular network 
requirements. The complexity to integrate moving devices with 
other high-speed moving devices and heterogeneous elements in 
the vehicular network is due to high-speed mobility where 
network topology changes dynamically and sometimes 
communication is also broken because of short network range of 
devices. The decentralized decisions of routing and switching in 
the traditional network architecture, where control plane and 
data plane are tightly coupled, demands an innovative approach 
for the routing and switching of network packets. Software-
defined network (SDN) is a promising network architecture, 
which decouples the control plane from the inbuilt device. SDN 
can be a single or multiple controllers based network system. An 
SDN having multiple controllers with self-organization capability 
provides fault tolerance and handle heterogeneity and scalability 
with collaborative behaviour. In this paper, we propose to 
augment the traditional vehicular network architecture with 
SDN to embrace the required computational demand in 
networking with fault tolerance. The controller is a software 
program that can be programmed to address various issues of 
vehicular network intelligently by improving the performance of 
information exchange between the vehicles. OpenNet with POX 
controller is used to emulate the SDN on network topology and 
confirm its effectiveness.   

Keywords – Internet-of Vehicles, VANETs, SDN, IoV 

I. INTRODUCTION 
 The Internet of the vehicle (IoV) is a vehicular ad hoc 
network in the wireless network environment and works on 
the concept of Mobile ad hoc network (MANETs). It supports 
creating the communication network spontaneously between 
vehicles with no pre-configured network infrastructure, which 
is unlike mobile ad hoc network [1]. The participating devices 
in the communication network rely on each other and are 
required to act as a router, to forward the network packets for 
all the devices including nodes that are not in range to keep 
connectivity. VANET creates an ad-hoc network 
spontaneously with communication capability for the high-
speed moving devices and roadside units (RSUs). In 
VANETs, the moving devices communicate with no 
restrictions of energy unlike Mobile ad hoc Network 
(MANETs). The Internet of vehicles is engaging many 
researchers due to the potential it has to support connectivity 
with communication capable devices and provide network 

functionalities by improving safety and traffic such as 
Intelligent Transport System (ITS) [3]. ITS is not limited to 
road transport but includes all kind of transportation devices 
including inside vehicle, between the vehicles and also to rail, 
water and air transport. Therefore, ITS is a superset of the 
vehicular network [3].  

 The traditional network architecture is unable to meet the 
current trends in emerging communication technologies and 
innovation, this is due to the vendor-specific configuration 
where data plane and control plane are tightly coupled and 
prohibit the customization of routers and layer 3 switches as 
depicted in Fig.1. The current emerging computing 
technologies demands for the new communication network 
architecture, that is not vendor specific, open and flexible to 
adapt the recent changes in requirements [9]. SDN is a 
promising paradigm, implements the concept of decoupling of 
the control plane and data plane from tightly coupled devices 
in networking. 

 
Fig.1. Distributed Control Plane 

 Software Defined Network (SDN) [3] envisioned and 
promotes innovation continuously by considering the 
vehicular network requirements, designed to work on the 
concept of flexible and customizable network configurations. 
SDN innovates continuously by providing an environment to 
program and customize according to the nature of change as in 
vehicular network [14]. It addresses the challenges of the 
vehicular network by increasing the efficiency of network 
services including resource management and network 
applications by the centralized SDN controller at the control 
plane. OpenFlow specification is developed to support the 
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programming interface (southbound interface) for the control 
plane to interact with data plane on the principle of 
communication technology [5, 6] protocol. The objective is to 
promote innovation by programmability, flexibility and 
simplify the network management operations for the network 
communication [4]. 

 Augmenting vehicular network with a software-defined 
Internet of vehicles promotes innovation in communication 
network technology of vehicular network to meet the current 
computing demands. The separation mechanism of SDN 
decoupled the control plane from dedicated devices (refer to 
one or more switches) and leaves the switches to work only as 
a forwarding device. The OpenFlow foundation has developed 
the OpenFlow protocol to leverage the SDN principles using 
open source platforms. The protocol is developed based on the 
open architecture that can be programmed to modify the 
forwarding tables and used for the communication between 
the control plane and the data plane [3]. The main idea behind 
the SDN architecture is to decouple the control plane from the 
data plane. The control plane is used to manage and control 
the network traffic and the data plane is used for the data 
forwarding. The controller in the SDN is responsible to 
manage the flow control for the entire network. Fig.2 depicted 
the components of SDN. 

 The objectives of this research are to contribute in the area 
of software-defined Internet of vehicles by exploring the 
previous work and to augment the vehicular network with 
SDN for programmability and promote innovation [12]. There 
are following contributions made to increase the acceptance of 
an SDN approach into the existing vehicular network: 

• Existing communication network architecture is 
reviewed and analyzed along with exploration on 
how SDN promotes innovation and programmability 
in the network and can be one of promising solution 
over the traditional approach. 

• Simulate sample network topology on OpenNet with 
POX controller and evaluate its functions for 
common network operations. 

 The remaining work is organized as follows. In Section II, 
we discuss the related work on the architecture of the 
vehicular network and software-defined network. Section III 
presents the basic vehicular network model and its limitations.  
In Section IV, augmented software defined vehicular network 
is compared with existing network architecture. In section V, 
experiment and analysis of SDN on OpenNet with POX 
controller is discussed. In Section VI, conclusions and future 
work are discussed. 

 
Fig.2. SDN Components 

II.RELATED WORK 
 In this section, we reviewed the existing research work in 
vehicular network and adaptability of SDN for the network 
applications. Due to the emergence of network services in the 
vehicular network, the research organizations and industries 
are interested in improving on limitations of the traditional 
network, by proposing new network architecture in order to 
support services effectively.   

 I. Ku et al. [3] considered the services offered by VANETs 
as essential for the vehicles, which need to be improved, such 
as safety services, network management services and 
infotainment services. However, it lacks in flexibility and 
makes the deployment hard. They proposed software-defined 
based network architecture for the inter-vehicle ad-hoc 
communication in a vehicular network by introducing SDN 
controller in the network system. The simulated routing 
algorithms exploit the global view of the network and the 
results show its effectiveness. Jun Li [2] proposed an SDN 
controller based ARP for the network scalability that managed 
the network packets traffic effectively. Further, it considered 
some network application and fallback mechanism in 
vehicular network scenarios during the design of SDN for the 
deployment. The simulation and comparison of routing 
protocols in the traditional MANETs/VANETs were 
performed to highlight the benefits of using SDN in the 
network. 

 N.B Truong et al. [4] proposed the architecture of SDN 
with Fog computing in order to support the low latency 
services in network effectively. They considered the research 
in recent years on the offering of several network services by 
VANETs and the limitations during the deployment and 
management of traditional network, especially due to the poor 
connectivity, non-scalability, and less flexibility. The SDN 
based network architecture provides programmability in the 
network and makes the network to be more flexible, scalable 
and intelligent by the features of SDN controller, whereas the 
Fog computing managed to offer delay sensitive and location-
based services to meet the demands of the future vehicular 
network. Further, they studied use cases of the data streaming 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1590



 

and lane change assistance with illustration benefits of the 
proposed architecture.  

 S. Wang et al. [7] proposed a novel architecture based on 
SDN to address the limitations by leveraging the decoupled 
mechanism of network control logic from the tightly coupled 
control plane and data plane in dedicated devices (refer to one 
or more switches). The proposed architecture provides a 
uniform way to configure heterogeneous switches. The tightly 
coupled devices in traditional networking are complex to 
configure and change, as it requires a lot of manual effort and 
physical presence for the network management activities. 
Further, it is observed that the network infrastructure cost is 
high to maintain. This novel architecture for Internet-of 
vehicles has the limitation on the size of flow tables and it 
impacts during the flow rule installation, hence it is required to 
build compact flow tables for OpenFlow enabled switches for 
the scalability of IoV [11]. 

III.BASIC VEHICULAR NETWORK MODEL 
 In this section, we describe the basic vehicular network 
components and communication model based on traditional 
network architecture.  

  The vehicular network comprises of high-speed moving 
devices that is vehicles, access points as roadside units 
(RSUs), mobile broadband (4G/LTE), and wireless broadband 
(WiFi/WiMax) to provide the network related application 
services. Vehicle-to vehicles communication performed by 
establishing a spontaneous communication network via RSUs 
and vehicles-to Internet communication by network broadband 
services. The interconnected network components and method 
for the communication in the traditional approach are depicted 
in Fig. 3 [3]. The network application related services in the 
VANETs includes safety of the vehicles, safety on the road, 
traffic management and infotainment-related services within 
vehicles. The vehicle and road safety services help in reducing 
accidents and loss of life of travellers. Traffic services 
network applications support in regulating the regular traffic 
on road by coordinating between vehicles and provides 
information from the local map. The infotainment-related 
services within vehicles include surrounding information on 
the road, music and multimedia by global Internet access. 

 The control plane and data plane are tightly coupled in 
inbuilt network devices such as switches and routers in the 
communication model of the traditional vehicular network, 
which is less flexible, less scalable, and less intelligent. To 
forward network packets from source to destination, there is a 
need to pre-configure the network communication elements 
that cannot be changed at the later stage of the 
communication. This method of communication prohibits 
supporting emerging networking technology in the 
communication network. The basic model of communication 
is depicted in Fig.1 in which switch’s ports are pre-configured 
to accept and forward the packets in the connected network 
between source and destination. All the applications are 
required to be loaded with information about a pre-configured 
network and in case of any change in the network 

configuration, the inbuilt devices need to be reconfigured 
again, which is time-consuming and so is not practically 
feasible. 

 
Fig.3 Vehicular Network Communication and Its Components 

IV.SOFTWARE DEFINED VEHICULAR NETWORK  
 There have been several attempts made to resolve various 
issues of the traditional vehicular network in the era of the 
Internet-of vehicle, in which there are heterogeneous devices 
connected to work together in a collaborative and coordinative 
way for a common goal. These attempts are made mainly to 
meet the current network computing trends and improve the 
productivity of each network elements along with minimizing 
of various applications silos. 

 The proposed architecture embraces the dynamic nature of 
the vehicular network, i.e. it is a paradigm shift from 
traditional networking to software-defined networking, which 
enables programmability and intelligence in the network. Due 
to the centralized networking, SDN directly impacts the 
various issues in traditional IP networking such as improved 
resource utilization, better network management, avoiding 
redundant flow entries and collision. The software-defined 
network (SDN) is an emerging and promising paradigm shift 
in communication technology. It decouples the control plan 
from the tightly coupled devices and makes it work as a 
forwarding device only. The forwarding device works based 
on the instructions from the controller. The SDN controller is 
capable to monitor and control the entire network centrally 
with a global view [9].  

 The vehicular network architecture extends with SDN as it 
will be operated in wireless vehicular network environments 
that are expected in future VANETs and enable innovations 
[14]. According to the proposed architecture, different 
communication technology can be used in the control plane 
and data plane as depicted in Fig. 4, i.e. for control plane 
LTE/4G and for data plane WiFi/WiMax. There is a known 
problem in the vehicular network, that is all the network 
access points are not reachable via roadside units due to the 
network range and design of network infrastructure. The 
augmented software defined vehicular network with SDN 
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controller is depicted in Fig. 4 that includes the various access 
points and components of communication in the network. In 
this architecture, the inter-vehicle and intra-vehicle 
communications are efficient in data flow management, where 
the vehicles and roadside units are working as open flow 
enabled switches, and OpenFlow protocol is used for the 
communication between the control plane and the data plane. 

 
Fig.4 Software Defined Vehicular Network 

 The main idea behind augmenting the vehicular network 
with software-defined Internet-of vehicles paradigm is to bring 
flexibility, scalability and intelligence into the vehicular 
network. It is to meet the current computing demands in 
communication technology, where evolving requirements of 
user impacts the performance of the network badly. The 
existing communication system prohibits innovation due to 
tightly coupled control logic on inbuilt device and decision for 
a request is decentralized. This is to change the way the 
current vehicular network is adopting the changes in network 
technology. In this paper, we researched the functioning of the 
traditional vehicular network and analyzed how SDN can 
embrace the dynamic nature of vehicular network to meet the 
current developments in the communication network. 

 SDN promotes programmability and flexibility support in 
resolving the limitations of the vehicular network by providing 
a centralized control mechanism for the entire network. The 
centralized approach has the limitation to scale the network 
but can be addressed using the method of controller placement 
by placing multiple controllers in a network. Table-1 depicts 
the comparative benefits of the software-defined network over 
traditional networking. 

TABLE-1 SDN ARCHITECTURE VS. TRADITIONAL NETWORK ARCHITECTURE 

No. Parameters Software Defined Network Existing Network 
1 Network controlling and Monitoring  Control plane decoupled and function 

independently and make it easier 
Complex due to the tightly coupled control plane in 
inbuilt device  

2 The global view of Network Centralized view due to SDN controller and an 
entire knowledge of network  

Distributed view and limited knowledge of network 

3 Maintenance cost  Lessor Higher  

4 Required time to update/error or resolve issues Easy Difficult and depends. Sometimes takes a month  

5 The controller (s) utilization Important  Not relevant  

6 Network Consistency and Integrity Important  Not Important  

7 Network State and Forwarding tables  Important  Important  

8 The capacity of the controller (s)  Important  Not relevant  

9 Network resource utilization  High Less 

   
V.EXPERIMENT AND ANALYSIS OF SDN ON OPENNET  

An emulator for SDN is OpenNet, which integrate 
MiniNet and NS3 to emulate the software-defined network 
[8][10]. It creates a virtual network environment in which 
network topology can be emulated as a real network.  As 
shown in Fig. 5, it depicts an example of tree network 
topology with 7 open flow enabled switches, 1 SDN controller 
and 8 hosts. We simulated the two hosts h1 and h8, connected 
with switch s1 and s4 respectively to check the network 
connectivity. The OpenFlow enabled switches and SDN 

controllers are design to support the OpenFlow specification, 
the OpenFlow v.1.0 has been considered during this 
simulation. There are 7 OpenFlow enables switches in the tree 
topology depicted in Fig. 5, are interconnected to form the 
network and all switches are connected with an SDN 
controller (c0). When a packet arrives at OpenFlow enables 
switch, the switch has been programmed to connect with SDN 
controller using secure channel TCP connections and 
forwarding the packets based on the routing decisions and 
instructions installed into the forwarding table by the 
controller (c0). The programmed OpenFlow devices (s1-s7) 
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maintain a forwarding table, which SDN controller modifies 
by inserting or updating the flow rules as the installation 
process of the controller [8][10]. 
 

 
Fig.5 Network Tree Topology with 8 Hosts 

MiniEdit along with POX controller is used to create the 
tree topology and simulate an instance of SDN. POX-
controller supports OpenFlow protocol and installs the rules 
on the number of switches connected in the network. The 
controller is instantiated by running the python script of POX 
and is connected using port number 6633 as shown in Fig.6. 
An experiment has been performed to confirm the impact of 
the controller on the network i.e. when the POX controller is 
not instantiated, the network does not function and connected 
hosts are unreachable. It has confirmed that the SDN 
controller should be instantiated and functional for the 
network to function. The SDN controller has the control logic 
of the entire network, which is designed and programmed to 
initialize and modify the flow table contents of an OpenFlow 
enabled switch. Each entry of flow table consists of the field 
to match, request priority, required action, timeout, cookie and 
instructions. For an example, when a request of 64 bytes 
packet arrives on OpenFlow switch s1 then switch searches for 
the matching field in the table as per the programmed, on 
successful match the packet gets processed otherwise a table-
miss occurs. 

 

Fig.6 SDN Remote Controller C0 with 8 Hosts (Dump Information) 

     The created virtual hosts h1 to h8 on MiniEdit are 
connected in the network of 7 OpenFlow enabled switches s1 
to s7 using Ethernet virtual links s1-eth1 through s7-eth2. For 

simulating the tree network topology and checking the 
consistency in connectivity in SDN, we measure the round trip 
time (RTTs) by ping operation between host h1 and h8 as it is 
on one of the longest path [13], as shown in Fig.7. When the 
ping command starts executing from h1 to h8, it first requests 
64 bytes from h8. The connected switch s1 sends the request 
to SDN controller (c0), the controller then installs the required 
open flow rules after taking routing decision for packets into 
the forwarding table of switch s1 [12][13]. 

 

 
Fig.7 Ping Command On Tree Topology from H1 to H8 

The SDN network test has been conducted using ping and 
iperf command for 30 and 15 iterations respectively to check 
the reliability and consistency of the produced result on tree 
topology network on OpenNet. We recorded the results and 
plotted the trends for minimum, average and maximum RTTs 
along with TCP bandwidth in Fig. 8 and Fig.9 respectively. 
Where round trip time (RTTs) is an important metric to 
determine the health of connection and TCP bandwidth is to 
measure the quality of connection in a network. There are 10 
packets of size 64 bytes used in the iteration of experiment and 
RTTs are recorded for the analysis. The minimum, average 
and maximum RTTs of the first request is higher as compared 
with rest of the RTTs, this is because OpenFlow switches (s1, 
s5, s7, s6, s4) are needs to initialize the forwarding tables in 
communication with SDN controller (c0).  

SDN controller installs the forwarding rules in flow table 
considering the routing path in the network. In the measure of 
TCP bandwidth, the iperf command is executed 15 times to 
check the consistency (h1, h8) in performance of the network 
and recorded for the evaluation as trend depicted in Fig.9. 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1593



 

 
Fig. 8 RTTs of ping test on OpenNet (h1 to h8) 

 

 
Fig. 9 TCP bandwidth between h1 and h8 

VI.CONCLUSION AND FUTURE WORK 
The main idea to augment the vehicular network is to 

meet the current emerging computing technology's demands in 
communication. The augmented vehicular network with SDN 
can change the way of communication in a traditional 
network, this research work concluded that SDN could 
embrace the dynamic nature of the vehicular network and can 
be one of the promising solutions to suppress the limitations of 
a traditional network. We conducted an experiment on 
OpenNet with POX controller to emulate a sample tree 
topology, to confirm the effectiveness of SDN in the network. 
The augmented vehicular networks with SDN paradigm 
transform the traditional approach of communication and 
dynamically control the network packets flow by controlling 
the vehicles applications intelligently.  

 
Most of the existing research work in the architecture of the 

vehicular network has considered the application in offline 
mode with global knowledge and centralized approach but 

there are cases where online approach is essential to consider 
such as works related to finding the route for a destination are 
required to consider the local knowledge and decentralized 
approach in online mode. The future work would consider the 
simulation of advanced network scenarios to validate the 
effectiveness of SDN in the vehicular network such as SDN 
connectivity strength or loss of connectivity with SDN 
controller, where isolated nodes are required to form the 
cluster network and connect with SDN controller.   
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Abstract— Coordination in neural activity is thought to be a 

key element in propagation of information. Coordinated spiking 

in neurons in an effective signaling mechanism and helps in self-

organization of the network over time. Using computational 

techniques, this study investigates the parameters affecting the 
coordinated activity of a population of granular layer neurons of 

the cerebellum. This study investigates the spike train 

coordination using two basic measures: spike correlations and 

spike synchrony.  The values were quantified from modeled 

granule neurons of the cerebellum under various excitatory and 
inhibitory synaptic balances and under induced plasticity states.  

Increased excitation from mossy fibers (MFs) increased the 

output correlation of granule neurons while increased inhibition 

from Golgi neuron reduced the output correlations. Synchronous 

firing of granular layer population under in-vivo like inputs was 
increased with the increase in excitation and inhibition. 

Synchrony was also estimated under different induced plasticity 

states of the modeled neurons. The firing was more synchronous 

under the long-term potentiation (LTP) state compared to 

control state and was more asynchronous under long-term 
depression (LTD) state compared to control .  S ince plasticity 

signifies the learning activity in the neurons and is affected by 

temporal coordination in spiking, these results have greater 

relevance in understanding the nature of neural code.  

Keywords— computational neuroscience; spike train analysis; 

correlation; synchrony;granule neuron  

I.  INTRODUCTION  

A nerve cell (neuron) in the brain carries electrical impulses 
and fire signals to communicate with each other through the 

tiny gaps between them called synapses [1]. Depending on the 

nature of the neuron receptor present in the postsynaptic side, 
the postsynaptic membrane either becomes more electrically 

positive (excitatory) or become more electrically negative 
(inhibitory) and produce postsynaptic potentials (PSP) called 

Excitatory Postsynaptic Potential (EPSP) or Inhibitory 
Postsynaptic Potential (IPSP). PSPs thus formed are 

nonlinearly integrated across time (signals from the same pre 

synaptic neuron, one after the other) and space (signals from 
various presynaptic neurons, received at the same time) in the 

axon hillock and result in producing a signal called action 
potential. 

Even though there are minor variations in the amplitude or 
shape of different such signals, these variations are assumed to 

be irrelevant. Neurons are assumed to use stereotyped and 

pulsed variants of such action potentials or spikes to 

communicate over long distances.  A sequence of spikes from a 

neuron is represented as a spike train, consisting of a sequence 
of their spike times.  Each spike typically lasts for 1-3 

milliseconds approximately and are separated from other 
spikes by a few milliseconds[2]. These spike trains can be 

modeled as random processes since the same neuron produces 
a wide range of responses for the multiple invocation of 

identical stimuli. Neurophysiologists use multi electrode arrays 

to record simultaneous activity of several neurons within a 
particular brain region.  Simultaneously recorded data from 

multiple neurons represent multidimensional point process time 
series.  

Various coding schemes are used to study the 
transformation of information from one processing stage to 

another in a neural circuit. Rate coding assumes that the firing 
frequency of the neuron carries information. Since the shape of 

the action potential is not assumed to be significant in carrying 

information, the time of arrival of the action potential is used in 
many studies to measure the information content of the 

signal[3]. Hence time code considers the temporal patterns as 
information carriers. Inter spike interval based and first spike 

latency-based coding schemes also exist[4]. In frequency 
coding, neurons act as an analog to frequency converter while 

in latency code[5], neurons act as an analog to delay 

converter[6]. All these above-mentioned coding schemes study 
the neuron from a single neuron perspective and fail to 

represent the emergent properties of the joint activities of a 
group of neurons. Population level coding schemes are used to 

estimate the relationship between groups of neurons. For e.g., 
correlation coding studies suggest that correlations or 

synchrony between neurons could convey information in 

neuronal population level which is not contained in other 
coding schemes.    

Correlation coding schemes are in practice from early 
1960’s [7] and several studies demonstrated the functional 

correlates of this measure with a multitude of parameters such 
as shared inputs, shared presynaptic partners, distance between 

neurons and receptive fields, intrinsic properties such as 

synaptic time constants etc.[8] It has been suggested that the 
neural responses are influenced not only by the firing rate of 

the inputs that it receives but also by the input correlations [9]. 
Spike train distance-based estimates also exist to measure the 

synchrony in neural firing[10].  
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This study investigates the correlation and synchrony 

between specific types of tiny neurons in the cerebellum, called 
granule neurons. The granular layer of the cerebellum, has 

more than 50% of the total number of the neurons in the brain. 
Granule neurons are present in the input layer of the 

cerebellum and receive inputs from various brain regions 
through long axons called mossy fibers. These mossy fiber 

inputs are excitatory in nature while the input connection that 

the granule neuron receive from another type of neurons called 
Golgi neurons, is inhibitory in nature. Each granule neuron, on 

an average receive one to four excitatory and inhibitory 
connections. Using computational models, this study 

investigates the coincident activity of multiple granule neurons 
under different synaptic conditions. The functional significance 

of these very tiny and densest neurons in the brain has greater 
relevance in computational modeling studies. 

II. METHODS 

A. Computational Modeling of Neurons 

In computational modeling studies a neuron is abstracted 

as an RC circuit describing the electrical properties of the 

neuron [11].The RC circuit equivalent model is used to  

mathematically model the current flow in the circuit .  In 

simulation studies, this mathematical framework is converted 

into a computational model. The biophysics of a single neuron 

is often abstracted as resistance-capacitance (RC) circuit with 

low-pass filtering properties wherein the lipid bi-layer of the 

neuronal membrane is modeled as capacitance (C), the 

voltage-gated ion channels in the membrane as electrical 

conductance (g) and the electrical gradient across the 

membrane as reversal potentials. Ohm’s and Kirchhoff’s laws 

are used to calculate the total current flowing and the voltage 

generated across the membrane of the neuron. The lipid bi-

layer of the membrane acts as a capacitor by accumulating 

charges over its surface. The intracellular and extracellular 

solutions of the membrane act as the conducting plates 

separated by the non-conducting membrane. Total current 

flowing across the membrane is the sum of the capacitive and 

ionic currents: 

 

            (1) 
When the capacitor is further charged with the input 

current Iext which is applied into the cell, the current leaks 

through the membrane. Open membrane pores or channels in 

the membrane gives rise to more resistance components in 

parallel. Conductance of the channel increases with the 

increase in number of open ion channels in the membrane. 

Ionic current flow through a neuron with Sodium, Potassium 

and Leak channels can thus be modeled as, 

 

       ( 2) 

B. Multi compartmental modeling of granule neurons of the 

cerebellum 

In multi-compartmental neuron modeling, each neuron is 

abstracted as a cylinder which is divided into different RC 

compartments. Each compartment is modeled with voltage 

gated ion channels and synaptic channels. The equations 

model close correspondence with the biophysical properties of 

neurons, ion channels and synapses. They also consider the 

propagation of membrane voltage change over axons and 

dendrites. Cable theory is used to model the variation of 

voltage across the axon. Every compartment is assumed to be 

iso-potential i.e., the voltage within each compartment is 

assumed to be constant and is modeled as an RC circuit. 

Multi-compartmental model of granule neuron used in this 

study contain 52 compartments [12] : NA –No. of axonal 

compartments, ND –No. of dendritic compartments, NS –No. of 

somatic compartments, NH –No. of hillock compartments  

(Figure 1: A). The membrane voltage     is estimated 

separately for each of the compartments separately. 
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where the conductance of ion channel i is modeled as g , syn 

(synaptic dynamics),     representing the neighboring attached 

branch and gtot (total) is the total conductance. The time 

constant is represented as          Rm  is the membrane 

resistance and Cm is the membrane capacitance. The multi 

compartmental     model used included stochastic synapses 

where each synapse was constituted by few releasing sites 

comprising of pre-synaptic dynamics and release 

mechanisms.  The granule cell model includes 1-4 excitatory 

and 1-4 inhibitory connections. Excitatory post-synaptic 

mechanisms were shown as AMPA and NMDA receptor 

components as seen in granule neurons [13]. AMPA receptor 

dynamics was modeled using a three-state scheme that was 

activated by a direct component of glutamate, modeled as 

pulse, and an indirect component representing the spillover of 

glutamate from nearby synapses in the glomerulus. Similarly, 

the NMDA receptors were modeled as five-state kinetic 

scheme, activated by the same direct and indirect glutamate 

components, and magnesium block was modeled by a 

Boltzmann equation [12]. The         inhibitory synapses 

were modeled as in [13]. The granule neuron model was 

provided with 1-5 input spikes through each of the four MFs 

(Figure 1: B) and the simulations were performed in the 

presence and absence of inhibitory inputs to the neurons .  

 

 
Figure 1: Computational modeling of neuron. A) The granule neuron model 
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used in this study included 52 compartments: 1 for the soma, 4 each for the 
four dendrites, 5 hillock compartments and 30 compartments for the axon. B) 

Input of varying spike rate was applied to the granule neuron model (GrC) 
through mossy fibers (MF). Cross correlation coefficients between paired 
neurons (C12, C13, C14, C15) was estimated as shown.  

Plasticity states were also introduced in the neuron model. 

LTP and LTD were introduced by modifying the intrinsic 

excitability of the cell and also by modifying the release 

probability of the synapses[14].    

C. Modeling the neural responses 

Individual responses to the same stimulus are highly 

variable in the neurons. The process of action potential 

generation is a stochastic process. Poisson point processes on 

real line are used to model these spiking responses of neurons 

which are random spiking events in time. Point processes 

describe random events whose occurrence are timed. A 

Poisson point process is defined as a collection of random 

elements located on some mathematical space which can be 

used as mathematical models of some phenomena. The inter 

spike interval (ISI) of spike trains follows exponential 

distribution (Poisson distribution). 

                                                      (4) 

where λ is the inter-spike interval. Refractory periods modify 

this Poisson process to form Gamma distributions. 

Simultaneously recorded spike trains from multiple neurons 

are considered in our study as stochastic- dynamic multi-

dimensional point process time series whose properties 

probabilistically change over time.  Standard signal processing 

techniques used to analyze continuous valued data is not 

suitable to analyze such discrete datasets. The following 

sections describe the different techniques used in this study for 

spike train data analysis (Figure 2). 

D. Measures of Spike Coordination  

1) Cross correlation 

Paired association between neurons (say a reference 

neuron and a target neuron) is  tested traditionally using cross 

correlation measures.  It shows the dependence of firing 

events of two neurons. The degree of correlation between 

neurons is quantified generally using various correlation 

measures. This study uses standard measures of correlation. 

Given two time series, 

                                           
the correlation coefficient   measures the linear “similarity” 

between them. 

                 (5) 

Cross correlation measures the degree of similarity between 

spike trains as a function of its time shift. The values range 

between 0 and 1 where a 1 represents increased correlation 

strength.   

2) Spike Train Synchrony 

 

Since the standard measures of correlations work on a rate-

based framework, neural coordination is also estimated by 

measuring relative timing in spiking events of two neurons.  

 
Figure 2: Analysis of spike trains. The neuron is abstracted into a biophysical 
model and is converted into computational model. The spike train responses 
of neural simulations are then used to quantify the coordination between 

neurons using the estimates of correlation and synchrony.  

 

 

This study used a spike pattern distance measure called 

Victor-Purpura distance to estimate the synchrony in the 

neural responses [10][15]. 

Consider p and q as two spike trains with spike times  

          and          , . A measure of spike train synchrony 

maps the pair to a positive real number. A high value 

corresponds to two closely related spike trains and is 

expressed as  (   ) and a low value corresponds to very 

similar spike trains .In the case of dissimilarity measures 

expressed as the distance between spike trains   (   ), a 

measure of dissimilarity is a metric , so that  (   )    

implies       

 

The Victor-Purpura distance measure 

 

It is a measure of the amount of change required to transform 

one spike train into the other [15].  It uses a cost-based metric, 

measured while changing one spike train into another using 

three basic operations: spike insertion, spike deletion and 

spike shift. Spikes can be added or deleted at a cost of one for 

each operation, and spikes can be moved at a cost of       for 

a cost per time unit q and a temporal distance   . 

Population measures were calculated in two ways in this 

study: those which measure the similarity (or dissimilarity) 

between a pair of responses and those that measure the over-

all similarity of a set of responses and are calculated by 

averaging single-neuron measures.  

III. RESULTS AND DISCUSSION  

A. Neural  correlation affected by synaptic excitation and 

inhibition  

In order to estimate the effect of excitation and inhibition 

on coordination between neurons, two modeled neurons with 

differing synaptic balances were chosen and the paired 

correlation coefficient was estimated. In order to change the 

effect of input firing rate on correlation, MF inputs with 1 to 5 

spikes through the four synapses was applied (Figure 1:B). 

Cross- correlograms were generated for paired spike trains.  
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  It has been observed that cross-correlation was reduced as 

the neurons more differed in their firing frequency. The 

number of mossy fiber inputs were also changed from 2 to 4 

and found that the correlation increased with the increase in 

mossy fiber inputs to the neuron (Figure 3: A). The granule 

neuron responses were also recorded in the presence of Golgi 

neuron inhibitory inputs and found that the correlation was 

high in the absence of inhibition and reduced with the 

introduction of more and more inhibition into the neurons  

(Figure 4: A).  These correlation estimates suggested that the 

paired association between neurons is increased with more 

excitation and reduced with more inhibition into the neurons. 

Correlation for time lags of     ms, centered on the first 

spike train was calculated and the peaks in the correlogram 

indicated the highest value of correlation between the spike 

trains. The correlation measures are the maximum values from 

the cross-correlograms of the spikes. Peaks in the cross 

correlograms represent the simultaneous firing events of target 

and reference neurons. The width of the correlogram increased 

with increase in excitation and the correlation peaks were 

more shifted towards the left (Figure 3: B, C, D). The width of 

correlogram was reduced with increase in inhibition and the 

correlation peaks were more shifted towards the center (Figure 

4: B, C, D). 

B. Neural synchrony  affected by synaptic excitation and 

inhibition  

The synchronous firing of granule neurons under different 

synaptic conditions were estimated using a spike distance 

measure. MF input spikes of 1 to 5 were applied to a granule 

neuron population and the multi-neuronal responses were 

recorded. Average spike distance between all pairs of 

responses (DMean) in the response set was estimated (Figure 5: 

A). This measure was observed to be decreased with the 

increase in MF excitatory inputs to the neuron, suggesting the 

increased synchronous firing with increased excitation.  

DMean was also estimated with and without inhibition into 

the neurons in the population (Figure 5: B). Reduced distance 

measure with the increase in inhibition suggested the 

increased synchrony between firing responses. 

 

 
Figure 3: MF excitation and granule neuron response correlation. A) Cross 

correlation reduced with the increase in firing rate and increased with the 
increase in mossy fiber inputs. B, C, D) Cross correlograms plotted for 

three different synaptic conditions: I0E2 – Inhibition 0 excitation 2, I0E3 – 
Inhibition 0 excitation 3, I0E4 – Inhibition 0 excitation 4. 

 

C. Firing synchrony during induced plasticity states  

Simulations were performed under induced plasticity states 

of the neurons[16] .Long term potentiation (LTP) was 

introduced by increasing the intrinsic excitability of the 

neuron and by increasing the release probability of MF 

synapses above 0.41. Long term depression (LTD) was 

induced by reducing the  

intrinsic excitability of the neuron and by decreasing the 

release probability of the MF synapses below 0.41. DMean was 

estimated for LTP, control and LTD conditions of the neuron 

and it was observed that DMean was decreased during LTP from 

control while DMean was increased during LTD from control 

(Figure 5:C). These results suggested that the neurons fired 

more synchronously in their LTP state compared to the control 

state and the firing was more asynchronous during LTD state 

compared to control state. 

 

CONCLUSION 

 

The observation from the study suggested how the 

inhibitory and excitatory synaptic balance modulates the post 

synaptic responses of a neuron. Also we propose that, 

coordinated activity is controlled in the neuronal level using 

such balances. Enhanced firing synchrony during plasticity 

conditions also reflect its influence on functional connectivity 

between neurons.   

 Due to the high dimensionality of the multi neuronal 

data, population coding studies are less advanced compared to 

studies on information coding in single neurons [17] . Even 

though cross correlation represents relationships that exist 

between the spiking activities of two neurons, this method 

assumes that the spike trains are stationary. The time varying 

adaptation of the spike trains in the time course of the 

stimulus, is not addressed in the method and it is assumed that 

the statistics of the spike trains are constant over time. 
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Figure 5: Average spike distance as a measure of synchrony.  A, B) 
Average spike distance increased with increase in excitation (A) and 

inhibition (B). C) Average spike distance was decreased in LTP 
compared to control and increased in LTD compared to cont rol. 

 

Spike distance-based measures are able to capture the 

temporal structure and synchrony in the responses and is a 

powerful tool in mutual information-based studies[18] . Spike 

correlations and spike synchrony may function as an 

additional information transfer mechanism in neurons and 

further work is required in this direction to study the effect of 

such coordinated activities in the information encoding 

properties of the neurons.  
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Abstract—In this paper,real time Facial expression recognition
on a raspberry pi using K Nearest Neighbors (KNN) classifier
is proposed. Global shape features are extracted with Histogram
Of Gradients (HOG) and Local texture features are extracted
using Grid of Local Binary Patterns (GoLBP) and both the
vectors are combined. Various block sizes for GoLBP feature
vector extraction are evaluated. Genetic Algorithm is used
for feature selection and optimisation, Change in efficiency of
classification with number of iterations (Generations) is studied.
The proposed method is tested using Japanese Female Facial
Expression Database, Taiwanese Facial Expression Database and
Cohn-Kanade Expression Database. The proposed technique is
compared with some state of the art techniques. The proposed
technique is trained with locally developed Indian facial ex-
pression dataset and deployed on raspberry pi Single Board
Computer(SBC).

Keywords: HOG, GoLBP, Genetic Algorithm, KNN.

I. INTRODUCTION

Facial Expression recognition is essential for human com-
puter interaction and to build smarter systems. Today smart ap-
pliances and home automation work on the basis of interaction
between the smart system and humans. According to Albert
Mehrabian, a professor of psychology, In communication just
7% information is transmitted via verbal communication and
93% information is transmitted through non-verbal means [1].
These non-verbal modes range from Facial Expressions to
body language and the tone of speech. Similar words said with
different facial expressions often convey different emotions
and give different meaning to the same message. Facial ex-
pressions are universal and dont vary over nationalities. Facial
Expressions can be classified into seven categories, Happy,
Surprise, Disgust, Unhappy, Fear, Anger and Neutral.

The above facial expression can be broadly classified into
two emotional states. The facial expressions of Disgust, Un-
happiness, Fear and Anger representing a persons negative
emotional state. The facial expressions of Happy and Sur-
prise representing and positive mood and a Positive state
of mind. Classification of emotion is a binary classification
problem, whereas facial expression classification is a multi-
class classification problem. Apart from human computer
interaction there are a lot of application areas where detection
negative emotions can be applied. Few Such application areas

are Crime-scene investigation from CCTV footage, Crimi-
nal Interrogation, It can be also applied to surveillance and
preventing crimes. Other applications of Facial Expressions
include medical sciences , E-learning and market research.

Genetic Algorithm is an algorithm which tries to mimic
the process of natural evolution put forth by Charles Darwin.
Genetic Algorithm is capable of extracting features from a
given pool of features, which helps in reducing the total
number of features and at the same time increase the accuracy
of classification. Genetic Algorithm achieves this by selecting
the fittest features from a pool of features. Our work is
validated with help of widely used standard databases such as
Japanese Female Facial Expression (JFED) [13] , Taiwanese
Facial Expression Image Database (TFED) [12] and Cohn-
Kanade Facial Expression Database(CKFED) [14].

II. RELATED WORK

Viola and Jones proposed haar feature based face detection
technique which used adaboost training and cascaded clas-
sifiers [3]. Zhe Sun et al. in [10] proposed a discriminative
learning scheme for facial expression recognition. V-2DLDA
was used to aid in classification tasks. The algorithm achieved
accuracy of 91.87% on ck+ dataset, 82.24% on kdef dataset.
Stefanos Eleftheriadis et al in [6] proposed a multi-view
and view invariant classification of expressions using DS-
GPLVM. The method achieved accuracy of 93.55% on Multi-
pie database. Shojaeilangari et al in [7] proposed a model that
can jointly learn dictionary and non-linear classification model.
A spatio-temporal distinctive and pose invariant descriptor
was proposed, the method also works on video data. The
technique is computationally slow. Evangelos Sariyanidi et
al. in [8] represented facial expression variation as localised
basis functions. The technique utilizes svm for classification.
Mengyi Liu et al. in [9] proposed method for video data.
The technique extracts SIFT and HOG features. Universal
Manifold model is learnt from low level features. S L Happy
and Aurobinda Routray in [11] proposed method for low
resolution images using SVM classifier. They proposed a novel
framework by using appearance features of selected active
facial patches. Khorsheed and Yurtkan in [16] used LBP for
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feature extraction, a novel classifier was proposed, which used
chi square distance metric. The technique has accuracy of
82%. The above methods have limitations such as illumination
variations leading to misclassification, lack of global or local
features

III. FACIAL EXPRESSION RECOGNITION SYSTEM

Facial expression recognition system comprises of 2 phases.
The 1st stage is the training phase where the system is trained
to recognize various facial expressions. In the training stage
image samples for each facial expression are applied as input.
The system learns from this input data. The input images to the
system are first pre-processed. In pre-processing stage a face
is extracted from the image. From the detected faces feature
vectors are extracted. Best features are extracted from the
feature vector in feature selection stage. The selected features
are applied as input to learn a classification model. In testing
face an unknown image is given to the system. The system
pre-processes the image, extracts the features and then predicts
the facial expression.

Face detection is the process of capturing a face of a person
from an image frame. There are various methods for detecting
faces, such as viola jones method [3] and various deep-learning
based detectors. Due to better performance of deep learning
techniques in real-time applications, in this proposed work
deep learning based technique has been utilized. Andrew G.
Howard et. al. proposed efficient convolutional neural network
called MobileNet for mobile phones and embedded applica-
tions in [4]. Wei Liu et al. proposed a multi-box detector
for detecting objects in images using single deep neural
network in [5]. Googles tensorflow api provides an api which
is combination of both the above works. The api is called
ssdlite-mobilenet, and was designed for implementation on
mobile-phones, embedded devices and single board computers
such as raspberry pi. In the proposed work, tensor-flow object
detection api is installed on the raspberry pi device. Tensor-
flows, ssdlite mobilenet model is transfer trained to detect
faces in an image. The model is trained using 1200 images
with different facial orientations and inclinations.

The tensor-flow model gives detection boxes, detection
scores and detection classes as outputs. If the detection score
is greater than 50%, it is assumed that the detected object is a
human face. The detected face image is then pre-processed
to make it robust for further processing. The face image
is histogram equalized. Histogram equalization makes the
face image invariant to illumination variations. To reduce the
computation time, the image is converted to gray scale and
resized.

Feature Extraction module is the most vital component of
the entire system. The features extracted from each image
provide vital information in identifying expressions. To extract
features, a combination of Grid of Local Binary Pattern and
Histogram of Gradients is used and a single feature vector is
obtained. Feature extraction reduces dimensionality to a single
dimension. The extracted features undergo feature selection,
where the best features are selected from the pool of available

features. After feature selection a feature vector of reduced
length is obtained. The reduced features are used for further
classification. A feature can be categorized either as a global
or a local feature. Global features such as HOG try to capture
the shape of structures in the image by capturing gradient
information. In contrast Local descriptors such as LBP give
information about textures in parts of the image. By applying
feature extraction, the aim is to convert large quantity of pixel
data into computationally efficient feature vector. The accuracy
of classifications is directly impacted by the choice of feature
descriptors.

The next step in Facial Expression Recognition System is
Feature Selection. Feature selection has impact on both, the
computational time required and the accuracy of classification.
Feature Selection takes the feature vector as an input and
selects the features which contribute most to describing an
emotion. In doing so, redundant features are discarded and the
length of feature vector is reduced. Reduction in feature vector
length results in less computational time and also greater accu-
racy. Genetic Algorithm is used for feature selection. Genetic
Algorithm is an Evolutionary Algorithm which follows the
process of natural selection. Genetic Algorithm is ruled by
the law of survival of the fittest.

The Final step in Facial Expression Recognition System
is classifying the extracted features into predefined classes.
Those classes are: Happy, Unhappy, Surprise, Disgust, Fear
and Anger. Machine Learning is utilized for classification of
these expressions. K- Nearest Neighbors (KNN) is a super-
vised learning Algorithm. KNN estimates output directly from
the test data and training data, based on the classes of training
data points surrounding the test data point. The entire system is
deployed on raspberry pi for real time emotion classification.

A. Grid of Local Binary Pattern

Local Binary Patterns(LBP) are local texture descriptors
proposed by Ojala et al [18]. LBP are simple yet powerful and
robust features. LBP have been widely used for detection and
recognition applications. LBPs illumination invariance make
them highly suitable for face recognition and facial expression
recognition applications. Ngoc introduced a modified version
of LBP know as Grid of LBP (GoLBP) [19]. GoLBP provides
better texture description as compared to original LBP [18].
LBP and its versions are applied on gray scale images. But
it has also been extended to Colour images, videos and other
volumetric data.

Fig 1 represents the GoLBP structure and the manner in
which different pixel values are to be compared. Equation
(1), shows that all the 8 neighbouring pixels contribute to
the calculation of the GoLBP value. In calculating GoLBP,
the difference between pixels according to GoLBP structure
is calculated. If the difference between the numbers is non-
negative, then 1 is assigned. If the difference between the
pixels is negative than 0 is assigned.

A = d0,c + d2,c2
1 + d3,c2

2 + d5,c2
3 + d1,42

4

+ d1,62
5 + d7,22

6 + d7,42
7

(1)
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Fig. 1. GoLBP Structure [19]

dx,y = s(x, y) =

{
1, if gx ≥ gy.

0, otherwise.
(2)

If Fig 2 is the input image block, than by applying the
grid structure and equation (1), the GoLBP code obtained is
111100012 . The decimal code equivalent is 241. Therefore
a single decimal value is obtained for the entire block. The
process is repeated over all the blocks in an image and an
image feature vector is obtained. The biggest advantage of
GoLBP and other LBP codes is that, it is invariant to illumi-
nation variation, as even after change in lightning conditions
the difference between the pixels remain the same. Due to
this GoLBP and other LBP variants are highly suitable for
real time applications.

Fig. 2. Input Image Block

B. Histogram Of Gradients

Histogram of Gradients(HOG) are global features intro-
duced by Dalal et. al. [17]. The aim of HOG is to extract shape
information in an image. The shape information is obtained by
extracting gradient and edge information. To calculate HOG,
first gradients in x direction Gx and gradient in y direction
Gy are computed. From the gradient information, the gradient
magnitude and orientation are calculated.

M(x, y) =
√
Gx(x, y)2 +Gy(x, y)2 (3)

θ(x, y) =
Gx(x, y)

Gy(x, y)
(4)

The HOG features are extracted as follows: In a gray-scale
or Colour image the gradients are calculated in horizontal
and vertical direction. From horizontal and vertical gradients
the magnitude is calculated according to equation(3) and
orientations are calculated according to equation (4). The
gradient histogram is divided into 9 bins from 0 to 180 degree.
According to magnitude, each pixel is voted for its orientation.

C. Genetic Algorithm

K.F. Man et. al. proposed genetic algorithm as an evolu-
tionary algorithm [20]. Genetic algorithm attempts to mimic
the process of natural evolution. The algorithm is based on
principle of survival of fittest, where the fittest features are
selected to produce a next generation of features. The next
generation inherits characteristics from parent features and are
supposed to be fitter features. There are five phases in Genetic
Algorithm:

• Obtaining Initial Population
• Evaluating Fitness using a fitness function.
• Feature Selection
• Cross-over
• Mutation

The Algorithm begins with a set of features called a popu-
lation. Each point in a feature vector is called a gene. Each
feature vector is called a chromosome. In genetic algorithm,
the set of genes is represented as binary values. Thus chro-
mosome is represented as a vector of 1s and 0s. Initially
a random population is selected from the available features.
Fitness score is calculated for each individual using a fitness
function. Fitness function can be the classification score of a
classifier. The individuals with higher fitness score are selected
for further operation. Then the selected individuals will be
used to create a new generation. A cross over point is selected
and the genes of the two individuals are exchanged. The new
generation created, inherits the fitness from both its parents.
The new generation is now subjected to Mutation, where some
genes are flipped from 0 to 1 or 1 to 0. After this again the
fitness of new population is computed and the procedure of
cross-over and mutation repeated.

Fig. 3. Population, Chromosomes, Genes

Fig 3 shows how each feature vector is represented as a
chromosome, and each element of the vector is represented
as a gene. In genetic algorithm the genes are represented as
one and zeroes and during the crossover operation, according
to crossover, certain number of genes of a chromosome
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Fig. 4. Cross-Over Operation

Fig. 5. Mutation Operation

represented in binary form is exchanged with same number of
genes of another chromosome as shown in fig 4. In mutation
operation the genes are flipped as displayed in figure 5.

For application in image processing, a single feature vector
will be considered as a chromosome and individual data points
in the vector are genes. Initially fitness is calculated for all
chromosomes and all the genes are considered. Then randomly
for every chromosome some of the genes are neglected in
computation. This genes can be represented by zero. The genes
considered for evaluation are represented by 1. Fitness score
is evaluated with this reduced number of genes. If greater
fitness is obtained the cross-over and mutation operations are
performed else a new population is generated.

IV. PROPOSED ALGORITHM

The proposed algorithm was developed to perform real time
facial expression recognition on raspberry pi. In the proposed
algorithm pyramid approach is used for feature extraction,
the detected pre-processed face image is resized to 256x256
image. In pyramid approach a set of features are extracted
and then image is resized to half its size and another set
of features is extracted. The GoLBP image is calculated for
256x256 image. The image is then resized to 128x128 and
HOG of the image is calculated. The GoLBP image is divided
into blocks of equal size and histogram of each block is
obtained as shown in fig 6. Histograms from various blocks
are concatenated and at the end HOG vector is concatenated.
The concatenated vector is the feature vector. Feature vectors
from different images are obtained.

In the training phase, the genetic algorithm is applied
to the extracted features. From the training images, 20 %
images in the training set are used as validation images for
the genetic algorithms fitness function. In the proposed work
K-Nearest Neighbour(KNN) classifier is used as a fitness
function. Higher KNN classification accuracy corresponds to
higher fitness. Genetic Algorithm computes a solution which
takes into account which element of the vector contributes
how much information to the classification process. The best

Fig. 6. Decomposition of Face Image into Feature Vector

TABLE I
OVERVIEW OF EXPERIMENTS PERFORMED WITHOUT GENETIC

ALGORITHM

Block Size of GoLBP
(Vector Length)

JFED TFED CKFED

256x256 (2020) 88.57 88.23 90.59
128x128(2788) 88.57 88.23 92.30
64x64 (5860) 92.85 90.19 93.16
32x32 (18148) 67.14 89.22 74.36

feature elements are selected, in doing so the length of feature
vector is also reduced. The final result of genetic algorithm
is a long integer number, which when represented in binary
form, provides information about which Feature elements to
be considered and which feature elements are redundant to
the classification problem. With help of training set, and the
validation set, a solution to genetic algorithm is obtained. This
solution is used for feature selection in the test dataset and for
real time execution on the raspberry pi.

V. EXPERIMENTATION AND RESULT ANALYSIS

The FER algorithm is developed to detect the basic emotions
such as Happiness, Disgust, Fear, Surprise, Anger, Unhappy
and Neutral. Different sets of images were used for training
and testing the system. The Algorithm iteratively loads images
from the datasets and features vector is calculated using
combination of GoLBP and HOG. The image is divided into
different block sizes and Histograms from different GoLBP
image blocks and HOG are concatenated together to obtain the
feature vector. KNN classifier then classifies the test images
into one of the emotion depending on the trained image
dataset.

Table I summarizes recognition rates at various block sizes
leading to varying lengths of features vectors. It is observed
that highest accuracy is obtained when the GoLBP image
is divided into 16, 64x64 blocks. The histograms from the
16 blocks are concatenated into 4096 length vector. The
HOG vector of length 1,764 obtained by resizing image to
128x128, using cell size of 16x16 and block size of 2x2 is
concatenated at the end of the 4096 length vector. The HOG
configuration is selected as it provides good balance between
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HOG feature length and the amount of information captured.
The confusion matrix for high accuracy recognition cases are
tabulated further.

TABLE II
FER WITH GENETIC ALGORITHM ON COHN KANADE DATASET.
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Neutral 21 1 0 0 1 1 0 87.5
Happy 0 21 0 0 0 0 0 100
Surprise 0 0 29 0 0 0 0 100
Disgust 0 0 0 8 0 0 0 100
Unhappy 1 0 0 0 7 1 0 77
Fear 0 0 0 0 0 10 0 100
Angry 0 0 0 0 0 0 16 100

Overall Accuracy (Test Set):95.72%

To optimize features using genetic algorithm, images from
train set were used as validation set and optimized solution
representing the features to select and features to discard was
obtained. The solution is applied to test data set and optimized
features are obtained from test data set too. This process was
repeated for Cohn Kanade, Japanse Female and Taiwanese
Facial Expression Datasets. Cohn Kanade train Dataset had
296 images out of which 60 images were included in validation
set to calculate genetic algorithm solution. Using that solution,
feature selection for test dataset is accomplished. Table II
represents confusion matrix for Cohn Kanade dataset, where
test set had 117 images and accuracy of 95.72% was obtained.
Thus Genetic Algorithm increased accuracy from 93.16 to
95.72%.

TABLE III
FER WITH GENETIC ALGORITHM ON JFED.
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Neutral 20 0 0 0 0 1 0 95
Happy 0 20 0 0 0 0 0 100
Surprise 0 0 14 0 0 0 0 100
Disgust 0 0 0 16 0 0 0 100
Unhappy 3 0 0 0 10 1 0 77
Fear 0 0 0 0 0 13 0 100
Angry 0 0 0 0 0 0 13 100

Overall Accuracy (Test Set):96.36%

Japanese Female train Dataset had 254 images out of which
60 images were included in validation set to calculate genetic
algorithm solution. Using that solution, feature selection for
test dataset is accomplished. Table III represents confusion
matrix for Japanese Female dataset, where test set had 110
images and accuracy of 96.36% was obtained. Thus Genetic
Algorithm increased accuracy from 92.85 to 96.36%.

Taiwanese train Dataset had 245 images out of which 60
images were included in validation set to calculate genetic
algorithm solution. Using that solution, feature selection for
test dataset is accomplished. Table IV represents confusion
matrix for Taiwanese dataset, where test set had 102 images

TABLE IV
FER WITH GENETIC ALGORITHM ON TFED.
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Neutral 18 0 0 0 0 0 0 0 100
Happy 0 15 0 0 0 0 0 0 100
Surprise 0 0 11 0 0 0 0 0 100
Disgust 0 0 0 8 0 0 0 0 100
Contempt 1 0 0 0 23 0 0 0 96
Unhappy 2 0 0 0 0 7 0 0 78
Fear 0 0 0 0 0 0 8 0 100
Angry 1 0 0 0 0 0 0 7 78

Overall Accuracy (Test Set):95.09%

TABLE V
PERFORMANCE COMPARISON OF VARIOUS STATE OF THE ART

TECHNIQUES WITH PROPOSED WORK

Database SVM+
Bi-
directional
LBP
[21]

SVM+
LBP +
LDA
+AFP
[11]

BPN
[22]

RBF
[22]

LBP +
GRNN
[23]

Proposed
work

JFED 96.91 92.22 69.82 85.71 95.48 96.36
TFED 94.66 - 83.85 92.85 94.25 95.09
CKFED - 94.09 - - 94.91 95.72

and accuracy of 95.09% was obtained. Thus Genetic Algo-
rithm increased accuracy from 90.19 to 95.09%.

Fig 7 represents the number of generations Genetic algo-
rithm is allowed to run for, and the accuracy corresponding
to the number of generations. It can be seen that accuracy
keeps on increasing to a certain point, after which the accuracy
remains same, despite the number of generations the Genetic
Algorithm runs.It is also seen that, genetic algorithm leads to
50% reduction in size of feature vector. On an average the
feature vector length, for 64x64 GoLBP block was reduced to
an average of 3000 from 5860. The Accuracy also varies with
change in the size of initial population that is initiated, In our
experiments, optimum results were obtained by considering an
initial population of 50.

Fig. 7. Genetic Algorithm Training Generations vs Accuracy

It can be seen in table V, that the proposed work gives
comparable results to state of the art techniques while at the
same time providing optimized features.
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For real-time implementation, a local database of Indian
facial expression images was constructed and fed to the
algorithm to be learnt. The dataset consisted of 78 images
of angry expression, 126 images of disgust expression, 92
images of fear expression, 78 images of happy expression,
119 images of surprise expression and 151 images of unhappy
facial expression. A validation set of 28 angry images, 26
disgust, 26 fear, 25 happy, 25 surprise and 25 unhappy images
is constructed and Genetic Algorithm solution is evaluated.
The solution is used for feature selection on the real time
faces detected via tensor-flow model.

Fig. 8. Real time Angry Emotion detection

Fig. 9. Real time unhappy Emotion detection

Fig. 10. Real time happy Emotion detection

Fig 8,9 and 10 show the real time detection results. The face
is detected by raspberry pi using tensorflow model and marked
with a green box. The face region is passed to the proposed
algorithm to predict the facial expression. In fig 8, Unhappy
emotion is predicted, in fig 9 anger is detected and in fig 10

Happy is detected. The FPS, in the figure represents the time
required for entire process from, frame capture, face detection
feature extraction and emotion prediction to complete. A FPS
of greater than 1 represents computation time of less than 1
second, which is good enough for real time applications on a
raspberry pi board.

VI. CONCLUSIONS

A new approach based on combination of global and local
features has been proposed to encode shape and texture infor-
mation. Genetic Algorithm is proposed for feature selection
and optimization. The optimum block size for GoLBP image
which generates a feature vector that gives highest accuracy,
has been evaluated. The increase in accuracy with number
of generations of Genetic Algorithm has been studied, It
is seen that population of 50 and running the Algorithm
for 300 generations gives the best optimized solution. The
proposed work is tested on standard datasets, and the results
are comparable to state of the art techniques. The algorithm
operates at frame rate of more than 1fps, which is because
of the light weight feature extraction algorithm, which still
provides good accuracy. The future scope of the study can
include applying Genetic Algorithm to other feature extraction
techniques. Experimenting with Genetic Algorithm to use
different mutation techniques and selection techniques such as
roulette wheel, tournament and others. Creating a more robust
dataset, for training the algorithm for real world application.

To deploy the system, for real time applications in real world
scenarios, the system needs to be trained with a much robust
dataset, where in the faces are inclined at certain angles or
rotated in some direction.
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Abstract— In this work, the design guidelines for conformal 

reflector backed printed dipole antenna for directional UAV 

applications is presented. Firstly, the concept of re flector 

backed printed dipole antenna for directional radiation is 
presented. Secondly, the concept of conforming the printed 

dipole antenna to the shape of a typical wing leading edge is 

studied by embedding the printed dipole antenna inside a 

Glass Fiber Reinforced Polymer (GFRP) structure for 

radiation transparency, backed with low dielectric constant 
foam with a thickness of λ/4 ending with a Carbon Fiber 

Reinforced Polymer (CFRP) ground plane to essentially 

produce directional radiation normal to the antenna plane. 

The conformal antenna is fabricated and tested for 

performance giving a gain of 5.22dB across a 1.66% measured 
bandwidth from 3.580 GHz to 3.638GHz. The 3dB beamwidth 

in the H-plane is around 700 and E-plane beamwidth is around 

900. This idea readily satisfies the UAV conformal antenna 

requirements for high throughput directional communications.  

Keywords—printed dipole; conformal load bearing antenna 

structure; wing leading edge; unmanned aerial vehicles (UAVs) 

I. INTRODUCTION 

The recent advances in Unmanned Aerial Vehicle 
(UAV) technologies has led to an increasing demand for 

small, lightweight, directional and high gain antennas to be 
used for communication systems. UAVs are widely used in 

military, scientific and exploration missions. They are used 

routinely to collect data and send information back to a 
ground station that provides real-time information on the 

covered area. Through wireless links the data transmission 
from UAVs is done [1-2].  For transfer of data through RF 

link we require antennas. There are many antennas available 
in literature to meet these requirements with limited 

feasibility to use in case of UAVs. To meet these 

requirements for UAVs, the printed antenna is chosen as the 
candidate antenna to be embedded as it can meet the 

minimum gain required over ± 45
0
angle [3-6]. 

In this paper, firstly, a bi-faced printed dipole antenna 

which is fed with a coaxial feed presented for low profile, 
conformal requirements of UAV applications [7-8]. The 

antenna radiates Omni directionally by nature. To have the 

directional radiation, secondly, the antenna is backed with a 
reflector spaced with a space of λ/4 in order to produce in 

phase reflected signal. The design optimization is carried 

out using FEKO’s EM tool. Thirdly, the reflector backed 

dipole antenna is conformed to the wing leading edge of 
typical UAV, fabricated and tested for its performance. 

II. DESIGN AND DEVELOPMENT OF REFLECTOR BACKED 

PRINTED DIPOLE ANTENNA   

The configuration of the proposed printed dipole antenna 

(PDA) is shown in Fig. l. The physical parameters of the 

antenna are calculated by using formulae available in the 
literature [3-6] [9-11]. The antenna consists of two arms 

printed on both sides of the substrate in alternate 
configuration (each arm onto opposite sides).  

First, the conventional printed dipole antenna (Antenna 
1) is designed for 3.70GHz with FR4 dielectric substrate 

material of relative permittivity (εr) 4.4 and dielectric loss 

tangent (tanδ) 0.03036 with thickness of 0.2 mm. Secondly, 
the conventional antenna is backed by finite perfect electric 

conducting (PEC) ground plane (Antenna 2) with 
approximately quarter wavelength of gap (g). Thirdly, the 

aperture in the PEC ground plane exactly below the feed 
point with an aperture radius of 10mm is named as Antenna 

3. The aperture is to accommodate the cable connection. 

The method of coaxial feed is used for 50Ω impedance. An 
impedance transformer is used for matching the input 

impedance to the feed impedance. All the physical 
dimensions are tabulated in Table 1. Altair’s FEKO 17.1 

EM Simulation tool is used for the modelling, simulation 
and optimization of doubled sided printed dipole antennas 

[12]. 
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Fig. 1. Geometry of printed dipole antenna with ground 

TABLE I.  FINAL OPTIMAL PHYSICAL DIMENSIONS OF PROPOSED PRINTED 

DIPOLE ANTENNA 

Sl. No. Parameters Value(mm) 
1 Length of one arm of the dipole 

(Ld) 

11.18 

2 Width of the dipole (Wd) 5.13 

3 Length of the feed (Lf) 17.33 

4 Width of the feed (Wf) 3.68 

5 Length of the substrate (Ls) 50 

6 Width of the Substrate (Ws) 50 

7 Length of the ground (Lg) 50 

8 Width of the ground (Wg) 50 

9 Gap between the patch and ground 
(g) 

15 

10 Thickness of the substrate (h) 0.2 

III.DEVELOPMENT OF CONFORMAL LOAD-BEARING ANTENNA 

STRUCTURE (CLAS) 

When the antenna has to be conformal to the surface of 
the UAV, it is required to have essential structural strength 

to endure the aerodynamic forces and still perform as an 
antenna with desired characteristics. The material design for 

embedding the dipole antenna at the leading edge of a 

typical UAV airframe for the development of Conformal 
Load-bearing Antenna Structure (CLAS) involved 

innovative employment of GFRP and CFRP composites and 
their foam sandwiches using combination of co-curing and 

co-bonding processes. The multi stage development process 
initially involved vacuum thermoforming (to conform to 

leading edge) of high performance rigid polymeric foam, 

which had dual (electrical and mechanical) functionalities in 
CLAS, viz., creating the necessary dielectric spacing 

(15mm) between the antenna and the conducting back plane 
/ reflector as well as imparting the structural rigidity through 

the sandwich construction. The said dielectric spacer, 
carbon-epoxy back-plane and the glass-epoxy leading edge 

structure were then co-cured by out-of-autoclave processing 

of prepregs and the antenna was then conformed and bonded 
to the same on the dielectric spacer foam surface after 

creating necessary opening to pass the connector of the 
antenna to form an integral multi-functional structure. The 

process was completed after finally covering the mentioned 
structure with 0.5mm glass-epoxy skin acting as thin wall 

radome on the frontal foam side matching to the profile of 
the leading edge by co-bonding process. The schematic 

representation of the CLAS is given in the below Fig.2. The 

developed CLAS is shown in Fig. 8 (a) and (b). 

 

Fig. 2. Schematic representation of CLAS 

IV.RESULTS AND DISCUSSION 

A. Simulation studies 

Fig. 3 shows the comparison of simulated VSWR versus 

frequency of Antennas. From the figure we can observe that 
the antenna with ground plane is tuning at lower side with 

113MHz when compared to without ground plane. 

 

Fig. 3. Simulated VSWR versus frequency of Antenna 1, Antenna 2 and 
Antenna 3 

Fig. 4(a) - (c) shows the simulated radiation patterns 

of antennas without ground and with ground plane. From 

these figures it is clear that the antenna with ground plane 

giving peak gain of 6.29 dBi with directional 3dB 

beamwidth of ±67.75
0
 in H-plane and ± 92.59

0
 in E-plane. 

But, the Antenna 3 with aperture giving peak gain of 4.84dBi 

with directional 3dB beamwidth of ± 70.80
0
 in H-plane and 

± 126.75
0
 dBi in E-plane at its respective resonating 

frequency. This variation in pattern is due to the aperture in 

the ground pane.  

Fig. 5(a)-(c) shows the simulated 3D far field 

radiation patterns of antennas without ground, with ground 

and with aperture in the ground plane respectively. Fig. 6 

shows the simulated gain versus frequency of Antenna1, 

Antenna 2 and Antenna 3 from 3GHz to 4.5GHz.  

 

 
 

(a) 
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(b) 
 

 
(c) 

Fig. 4. Simulated far field radiation pattern of antennas, (a) without ground, 
(b) with ground and (c) with aperture ground  
 

 

(a) 

 

(b) 

 

(c) 

Fig. 5. Simulated 3D far field radiation patterns of antennas, (a) without 

ground, (b) with ground and (c) with aperture ground 

 

Fig. 6. Simulated gain versus frequency of Antenna1, Antenna 2 and    
Antenna 3 

 

B. Measurement studies 

In order to verify the validity of design method, the 
proposed fabricated antenna parameters are measured.  A 

vector network analyzer is used to measure VSWR of the 

antenna and radiation pattern measurements are carried out 
in microwave anechoic chamber. Fig. 7 (a) shows the 

photograph of the fabricated reflector backed printed dipole 
antenna and corresponding measured VSWR versus 

frequency plot is shown in Fig. 7(b). The Measured 
Radiation characteristics of Antenna 3 is shown in Fig 7(c). 

Table 2 shows the comparison of results of simulated and 

measured results of printed dipole antenna without and with 
aperture in the ground plane. 

 

 

(a) 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1610



 

 

(b) 

 

(c) 

 

Fig 7. (a) Photograph of the fabricated reflector backed printed dipole 

antenna (Antenna 3), (b) Measured VSWR and (c) Measured Radiation 
characteristics 

TABLE II.  COMPARISON RESULTS OF SIMULATED AND MEASURED 

PRINTED DIPOLE ANTENNAS 

 

In next step, the measurements of fabricated reflector 

backed printed dipole antenna embedded in the leading edge 
of a typical UAV airframe is carried out (refer Fig. 2 for 

details). Fig. 8 (a) and (b) shows the photographs of CLAS 

– view 1 and CLAS – view 2 of the developed CLAS. Fig. 
9(a) shows the measured VSWR versus frequency of 

Antenna 3 loaded inside wing. The frequency range in 
which VSWR is less than 2 is from 3.580 to 3.640GHz with 

a bandwidth of 60MHz, which is less than that of simulated 

antenna without loading inside the wing. This variation in 

result is due the 0.5mm glass-epoxy layer in front of the 
antenna. 

Fig. 9(b) shows the measured radiation pattern of     
Antenna 3 i.e., printed dipole antenna embedded inside the 

typical wing leading edge of UAV. From the figure we 
observe that the perturbed radiation pattern is due to loading 

inside the wing and a peak gain of 5.22dB when normalised 

with respect to standard gain horn antenna. The asymmetry 
of about 4dB is observed in the H-plane is attributed to the 

asymmetric lossy wing surrounding the right hand side 
(RHS) of the antenna.  

Fig. 10 shows the photograph of anechoic chamber setup 
for radiation pattern measurements. 

   

(a)                                            (b) 
Fig. 8. Photographs of (a) CLAS – View 1 and (b) CLAS – View 2 

 

 
(a) 

 
 

 

(b) 
Fig. 9. (a) Measured VSWR and (b) radiation pattern of Antenna 3 

embeded inside leading edge of a typical UAV airframe. 

Antenna Resonating 
Frequency 

(GHz) 

Bandwidth  
(MHz) 

VSWR 
 

Gain(dBi) 

Sim Meas Sim Meas Sim Meas Sim Meas 

Antenna 1 
(Without 
Ground) 

3.68 3.75 156 143 1.17 1.12 0.06 0.68 

Antenna 3 
(With 

aperture 
Ground) 

3.64 3.72 180 147 1.06 1.14 4.84 5.22 

  E Plane                 H plane   

  E Plane                 H plane   
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Fig. 10. Photograph of radiation pattern measurement setup in anechoic 
chamber 

 

IV. CONCLUSION  

The design and implementation of conformal reflector 

backed printed dipole antenna as a load bearing structure of 
a typical wing leading edge of a UAV is demonstrated and 

tested in anechoic chamber. The simulation and 

measurement results of the VSWR, radiation and gain 
patterns of antenna loaded wing structure are presented and 

compared to be in good agreement. The proposed concept 
will enable directional, high throughput communication link 

while occupying small space and volume. Such features will 
also reduce the power requirements of a transmitter to meet 

the given range compared to using on-board Omni 

directional antennas. Further study will be carried out to 
study the feasibility of such               multi-functional CLAS 

with respect to the actual scale of UAV. 
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Abstract: Analysis of microarray data for disease prediction is an 
arduous machine learning job. Due to its high proportions and low 
samples, the computational risk is high. To increase the efficiency 
of the classifier a Signal-to-Noise Ratio algorithm can be used to 
get the most relevant genes. Then to these selected gene datasets, 
an ensemble-based classification algorithm is applied to get an 
efficient classifier for future prediction. The ensemble-based 
algorithm is an optimal combination of a set of learner algorithms. 
Our research focuses on 3 main classification algorithms namely 
SVM, KNN and Decision Tree which increases the performance 
and give confidence to the result. The ensemble is done using 
majority voting method which outperforms the base classifier.  
  
 

Keywords—gene expression, SNR feature selection, SVM, 
KNN, Decision Tree. 

 
I. INTRODUCTION 

 
All organisms in the world excluding viruses consist of cells. 
Yeast has only a single cell, whereas human beings have trillions 
of cells. Humans have trillions of cells in them and each cell 
consists of a membrane, cytoplasm, and nucleus which provide 
structure for specialized functions. Nuclei contain most of the 
cell's genetic material organized as DNA molecules. Gene 
expression profiling has been proved to be a valuable resource 
for the classification of complex diseases such as cancer. By 
using feature selection methods on a large microarray Gene 
Expression data we can get the most probable cancer-associated 
genes. We use DNA microarray which consists of a collection 
of microscopic DNA. Proteins in genes are generated in two 
steps. First, DNA is converted to mRNA and the second, mRNA 
is translated into proteins. Gene expression can be defined as a 

protein which is the result of activations in genes and these 
proteins can be defined as the blueprints for the characteristics 
of each and every living organisms. A microarray is a particular 
arrangement of dots of DNA, proteins, or tissues aligned in an 
array for easy diagnosis. DNA microarray is a soul of the gene 
expression profiling that plays a vital role in classification 
purposes. Materials like glass, plastic or silicon chip are 
received as an end product of this process. Identification of 
genetic individuality, diagnosis of genetic and infectious 
diseases are the applications of the microarray. 

 
 

  
         

 Fig 1: Conversion of cells to microarray 
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In general, abnormalities in the genetic material of the converted 
cell is referred to as being subjected to cancer. Cancer is known 
to be as a deadly disease, so there is a high scope for the research 
on these topics. We can predict the output of the data by using 
machine learning techniques like feature selection and 
classification.  

 
The objective of the present work is to attain an enhanced 
classification accuracy by gene profile data comprising of a 
number of genes and samples of patients. These data are then 
used for cancer classification and prediction that if a person has 
colon tumor or not. For that, we are using feature selection 
methods to get the most probable and precise cancer-associated 
genes or features from large microarray gene expression profile, 
for that we use feature selection algorithms like SNR, Top 
Scoring and T-Statistics algorithms. Once we apply the feature 
selection methods we go for feature classification techniques 
like Decision Tree Induction, K-Nearest Neighbor (k-NN), 
Support Vector Machine (SVM), etc. 

 
 

                          

                  

 

 

 

 

 

 

 

 

 

   Fig 2: Feature Selection and Classification  
 

 
The pinnacle of our paper is to make the study of gene 
expressions easier. That is techniques that can be used for 
finding the patterns or by doing the feature selection using 
SNR ranking and we apply a modification to the SNR by 
normalizing the equation and then applying the feature 
classification algorithm to analyze the result. The way in 
which we are going to normalize our data is by removing 
all the null values, remove all the space and making all the 
values unique. Then we can use this result to know which 
classification algorithm gives significant meaning to 

classify the genes using the SNR feature selection 
algorithm.  

    

II. RELATED WORKS 
 

Debahuti Mishra and Barnali Sahu. Feature Selection for 
Cancer Classification: A Signal-to-noise Ratio Approach, 
presents a comparative analysis of the SNR ranking applied 
with KNN before clustering and SNR ranking applied after 
clustering. We get all the top scored features from each of 
the clusters which will give as more accurate value as 
compared to that of the gene profile data without clustering 
i.e.; randomly selected features. In the second case, we are 
getting redundant features or unwanted noisy features with 
the same score and hence there is no chance of having any 
relevant information about our data and hence it will affect 
the performance of learning algorithm.  

 
In Gene-Expression-Based Cancer Classification Through 
feature selection with KNN and SVM Classifiers by Sara 
Haddou Bouazza [6] presented a way of using filter 
approach of predicting the accuracy of the supervised 
classification in the field of medicine as a part of feature 
selection methods. In this, a comparative understanding of 
various feature selection algorithms like Fisher, T-
Statistics, and SNR are applied out between different gene 
expression profiles and using two classifiers KNN and 
SVM intermediately. The pinpoint of the paper was to 
differentiate the entered data as Acute Lymphoblastic 
Leukemia or Acute Myeloid Leukemia. 

 
In Feature Gene Selection and Classification with SVM for 
Microarray Data of Lung Tissue by Si-Hao [7] states that 
microarray analysis can be a widely used tool for detecting 
the diseases. They started the work by using SVM but as 
there continued they find it difficult for them to make use 
of SVM as the classifier so they go for finding an advanced 
version of SVM. It is better to classify the gene after 
epsilon-SVR analysis. This paper also says that SVM gives 
as the highest prediction with less number of original genes. 
And hence, writers say that it is better to use SVM as the 
classifier. 

 
Jun Chin Ang, Andri Mirzal, Habibollah Haron and Haza 
Nuzly Abdul Hamed Supervised, Unsupervised and Semi-
Supervised Feature Selection: A Review on Gene 
Selection”, proposed the classification of the entire dataset 
to a set of three groups: supervised, unsupervised and semi-
supervised. In this, they have done a comparative study 
between the top 5 gene expression and it shows that the 
accuracy of semi-supervised and unsupervised feature 
selection results is good enough as compared to that of the 
supervised feature selection algorithm result. As we have 
the output in supervised learning and we are training our 
dataset on the basis of this. So if we give new input to the 
supervised learning it will predict the output only on the 
basis of the data that we have trained but it is not in the case 
of the unsupervised or semi-supervised dataset. 

 

 

                             

Training Data 
 

Feature Selection 
 

Selected features 
 

Learning algorithm 
 

Classifier 

Test dataset 
 

Prediction 
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Johannes Mohr [9] Automated Microarray Classification 
Based on P-SVM Gene Selection, presented a newly 
microarray gene selection and classification algorithm 
called P-SVM-GS. The method makes use of the P-SVM 
for getting the small subset of genes and a ν-SVM will give 
as a result which we can use as a classifier. It is said that the 
experiment conducted on two datasets gives the proof that 
a sparse set of the gene will give as a good prediction 
performance. 

 
 
 

 
III. PROPOSED WORK 

 
This part describes the proposed system. The modules are 
described here, 

A. Feature Selection 
 

  
The algorithm which can be used to reduce the overall 
features available in our gene expression profile. There are 
certain algorithms that can be considered as feature 
selection algorithms. Some of them are: 

a. SNR (Normalized) 
b. T-Score 
c. Top Scoring  

 
a. Signal to Noise Ratio 

 
The collection of microarray data is known as a microarray 
gene expression profile. Here we have a microarray gene 
profile of colon tumor cancer which is given to modified 
SNR feature selection methods.  In this method, we will 
find out all the mean and standard deviations of the class 
labels available. The means in this dataset refers to signal 
and the standard deviation refers to the noise. Then we 
apply mean and standard deviations to all the class labels 
for getting the ranks of each sample. 
 

𝑠𝑠𝑠𝑠𝑠𝑠 = (µ1 +/µ2) (σ1 +  σ2)  
 

Where µ denote the mean of the gene expression data and 
σ denotes the standard deviations of the entries in each class 
labels. 

 
These ranks of the samples can be used to find out the 
number of columns to be taken for feature classification. 
Since the SNR we applied is good enough it is necessary 
for us to normalize it, so that we can increase the accuracy 
of the algorithm. 
 
b. Normalized SNR 

 
Data normalization means converting all the variables in the 
data to a specific range and its main purpose is to minimize 
the redundancy and remove null values, blank spaces.  Data 
redundancy happens when the same data is held in two 
separate places. In order to reduce redundancy, we use a 
hash set. It contains unique elements only. The algorithm is 
normalized by removing a null value, removing blank space 

and also it stores unique details by using this hash set. By 
applying this our algorithm became more accurate and it 
gives most affected genes as the output thus feature 
selection become more efficient. 
 
From the dataset we take the data and store it to an array list 
of an array, to store a dynamic collection of elements, then 
we convert that ArrayList to two-dimensional arrays. 
Finally, we will find mean (μ) value, standard deviation (σ) 
of each column of two-dimensional arrays then find the 
normalized SNR value. 
 

 
Step 1: mean (μ) = ∑ X / n 
Step 2: standard deviation (σ) = √∑(X-μ) 2 / n-1 
Step 3: to find the snr value 

snr = μ / σ 
 

 
 

Fig 3: System Architecture 
 

 In parallel to this, we are going to apply SNR to the 
different feature classification algorithms like K-NN, SVM, 
and Decision Tree to get the comparative study of finding 
out which SNR is best suited with which of the above 
algorithms. We are then giving the result to an ensemble 
based classifier to group it into one. Then we are evaluating 
and testing our results to get a final output and this final 
output will be shown in the form of a graph. 
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B. K-Nearest Neighbor (K-NN)  

 
 In KNN for each training dataset values, we will be 
calculating the K nearest values of training data sets and 
then taking the most regularly occurring classes in the 
dataset and then assigning that class values to the test data. 
Therefore, K means the number of training data sets values 
falling in close to the test dataset point value which we are 
going to use for finding the class labels. If we don’t have a 
separate testing dataset we can use the same training dataset 
as the testing dataset values. 

 

  
    

 
Algorithm 2: K- Nearest Neighbor (KNN) [1] 

 
Input: {r1,r2,r3,..,rn} where r is each row of a dataset. 

Output: The k nearest value of each row will be returned 
Output: the threshold of the features to remove 

       
1. Load testing and training dataset. 
2. Pick a random the value for k. 
3. For any data in the testing dataset: 

a. Find the Euclidean distance to all the training dataset. 
D =√∑ (𝑥𝑥𝑥𝑥 − 𝑦𝑦𝑥𝑥)2)𝑘𝑘

𝑖𝑖=1  
b. Store these results in a list and sort it 
c. And then select the first k point 

4. Return the K nearest value. 
 

C. Support Vector Machine (SVM) 
 

In machine learning, supervised learning models such as 
SVM is mainly implemented for pattern recognition and 
data analysis. SVM mainly is mainly known for 
classification and regression analysis. Its theory is mainly 
based on the structural risk minimization and is one of the 
best classification techniques which can best split the given 
data and discriminate between objects that belongs to one 
of the two categories(+ve or –ve). The distance between the 
support vectors (points) and the hyperplanes (lines) are as 
far as possible. SVM uses large margin and kernel function 
as a key concept to discriminate the data. The important 
factor in SVM is to select the appropriate kernel function as 
it is very important for higher dimensions. SVM is used in 
classification due to its high accuracy, ability to deal with 
high dimensions (gene expression) and its flexible 
technique in modeling the data. SVM technique is a very 
promising supervised learning tool in dealing with 
microarray gene expression data. 
We are using Linear SVM for our data. 
 
D. Decision Tree 

Decision tree is one of the most successful classifications  
and decision tool that uses branching method to classify 
the example and each branch represents outcomes of the  

test. 
  

In our work, we have used the J48 algorithm from Weka1, 
which is a library having a large number of machine 
learning methods. Weka J48 is a Java implementation of the 
well-known algorithm C4.5. 
 

a. Apply decision tree on the input dataset 
b. We have used the same dataset for both train 
and testing purposes. 
c. Evaluate dataset and find correct and  
Incorrectly classified instances 
d. Give the output for Ensembling. 
e. Visualize the tree using a visualize function  
 
 
 

 
 

IV.   EXPERIMENTS AND RESULTS 
 
The experiments and testing are conducted on two public 
available dataset Colon with 2000 genes and Leukemia with 
3572 genes.  
 
  The initial experiment is conducted in order to decrease 
the dimensionality of the dataset by SNR based feature 
selection algorithm. The number of selected features after 
SNR is shown in the below table. 
 

TABLE 1: AFTER APPLYING SNR BASED FEATURE 
SELECTION 

 

Dataset Total  
Number 
of genes 

Number of 
Features Selected 

Leukemia 3571 1534 
Colon 2000 865 

 
 

 

          Fig 4: Number of genes after applying SNR algorithm 
 

 
For evaluation purpose, we are initially ensemble all the 
feature classification algorithm that we have implemented. 
So, we go for a majority voting algorithm. Since each 
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algorithm makes a prediction that is voted for each instance 
of test and the final result is the prediction that receives 
votes more than half of its total votes. If any of the 
algorithms don’t get any of the votes more than it’s total 
votes, we can say that the particular algorithm doesn’t have 
a consistent (stable) prediction for the particular instance. 
So the majority voting algorithm is mainly based on the 
majority of the voting, even if an instance doesn’t have a 
majority of voting we go for the votes that have more 
number of prediction. This is also known as “plurality 
voting”. 

 
If we were using the nearest neighbor algorithm for 
evaluation purpose then the result will we the 100% 
accurate as we are using the same set of data, that is a 
dataset, for training and testing purposes. In general for 
evaluating any data mining algorithms with a testing dataset 
which is a subset of the training dataset results in the 
optimistic value generation which is not good. So in order 
to improve the evaluation pattern more accurate we use 
another algorithm which uses all the data of the dataset 
more efficiently and does the same process in an iterative 
manner and we can take the final value from the average of 
the resultant values from each iteration. 

    
For the evaluation purpose, we are using a k-fold cross-
validation method in which we are dividing the entire 
dataset to k packets each of which is having a set of values. 
We are taking the value of k as 10 hence we can say that we 
are using 10-fold cross-validation. In this we are dividing 
the entire dataset into 10 packets from which we are taking 
the first 9 datasets as the training dataset and the rest 1 
dataset as the testing dataset in one iteration and in the next 
iteration the 9 testing dataset will change and as a result of 
this, the corresponding training dataset also changes. This 
will continue until the 10th iteration.  The resulting value is 
added up to form the final result.  
 

TABLE 2: EVALUATION OF EMBEDDED BASED CLASSIFIER  

Dataset Total Features Accuracy Error Rate 
Lukemia 3572 98% 2% 
Colon 2000 97% 3% 

 

 
 
   Fig 5: Accuracy and Error Rate of the Embedded Classifier 
 

We can say that the 10-fold cross validation is an 
excellent choice because we are almost training 90% of 
the data. For example, if we have 2000 entries, we will 
train our classifier in 1999 of them and then test on 1 and 
repeat this process for 2000 times. We can increase the 
accuracy of our classifier by using the maximum amount 
of data that we possibly have for testing.  

CONCLUSION 

In our work we initially had a large dataset which is 
reduced to minimal size with all the necessary features 
that we want, for that purpose we used the Signal-to-
Noise Ratio algorithm. Then to this reduced dataset, we 
apply feature classification algorithms like Support 
Vector Machine, K-Nearest Neighbor and Decision Tree. 
If we do these feature selection algorithm independently 
it will have more error rate and less accuracy as compared 
to that of the accuracy we get from an ensemble based 
system which has a combined effect of the above three 
algorithms. For ensemble, we have used the majority 
voting algorithm which is used to get the majority of the 
three algorithms. And finally, to this ensemble system 
apply 10-fold cross-validation to evaluate and test the 
dataset we get relatively high accuracy ie;98% for 
Leukaemia dataset and low error rate ie;2% for the same 
dataset. This work can be extended to include multiclass 
gene expression.    
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Abstract—in the recent years, Internet of Things basically 

applied into smart city applications only, nowadays Internet of 

Things playing a vital role in changing the manual controlling 

and monitoring in agriculture towards automated and remotely 

controlled and monitored operations. Recent improvements to 

the Internet of Things help to increase efficiency in precision 

agriculture. Use of the Internet of Things is remodeling 

agriculture environment. By making farmers capable to face 

problems related to precision and sustainable agriculture. 

Internet of Things technology helps in remotely collecting 

information from various sensors placed in the field. Sensors are 

like soil pH, Moisture level, Humidity, temperature, the fertility 

of the soil, level of water, insect population, pest detection, crop 

growth. Farmers are remotely connected with his farm using 

IoT and Smartphones.  By using wireless sensor network nodes 

collects crop and environmental related data from the field. 

Then transfer information through the ZigBee network to the 

server node. The main node performs processing on collected 

data. Microcontrollers are used to automatically monitor and 

control the processes on the farm. For visualizing farm 

conditions cameras are placed into fields. The use of 

smartphones keeps farmers updated regarding the changing 

condition in his farm automatically at anywhere and anytime. 

Due to the use of the Internet of Things in agriculture, it reduces 

farmer efforts, enhances productivity, save the cost and time 

and provides automated controlling and monitors agriculture 

remotely. Automated irrigation system, pest controlling, 

monitoring plant growth, analysis of pesticides, controlling the 

insect population, etc. are implemented through the Internet of 

Things which converts traditional farming into automated 

farming.   

Keywords—automated irrigation, pest control, crop 

productivity, precision agriculture 

I. INTRODUCTION 

Things on the earth connected to each other with the help 
Internet of Things for communicating with each other. 
Internet of Thing connects thing to thing, the thing to human 
and human to things for sharing information. The Main goal 
of the Internet of Things is to bring out the large network be 
connected. Combining and connecting various types of device 
to each other forms a large network. Cost saving, automation 
in everything and communication are major pillars of the 
Internet of Things. It allows users to remotely monitor and 
control routine activities. Using the internet and handheld 
devices like smartphones and IoT makes framers’ life easy. It 
ultimately increases productivity and saves the cost and time 
of farmers. Remotely enables objects to be sensed and 
actuated with in-network using the Internet of Things.  

Internet of Things plays a vital role in automated 
irrigation, smart farming, monitoring greenhouse, crop 
monitoring, crop growth monitoring, pest controlling and 
monitoring, insect population controlling and monitoring, etc. 

Collects real-time data from various sensors placed into the 
farms. The node contains sensors like temperature sensor, soil 
moisture, humidity sensor, ultrasonic sound, light intensity, 
atmospheric pressure sensor, and leaf wetness sensors. 
Cameras are used for capturing the images and videos of the 
farm. Zigbee protocol [16] takes care of all data collected from 
all sensor nodes. Also handles operations based on threshold 
values. ZigBee low powered device which helps in energy 
saving. Solar panels may be used for saving energy at wireless 
sensor network nodes.  All information collected from sensors 
transferred to the main server (microcontroller/ Raspberry Pi, 
Arduino) node through the internet or local network for further 
analysis. Using moisture level and temperature sensor data 
converts manual irrigation system into automated irrigation 
[3] [5] system. Switching motor on/off sprinkling system 
results in the optimum use of water. With the help soil pH 
values and environmental conditions, soil condition is 
measured. According to results, required pesticides list is 
generated. Align with environmental conditions suitable 
solution is generated. The solution is provided to the farmers 
which result in over usage of pesticides into the farm. Also 
saves cost and time and increases the productivity of the crop. 
It’s proved by science music helps to increase the growth ratio 
of crop and increases crop productivity. The major issue in the 
agricultural field is pest control [23]. Farmers make use of 
chemical for controlling pest in the farm. This harms crop 
growth as well as farmers health. An appropriate list of 
chemicals aligns with environment suggested to the farmers. 
Significantly proved, with various frequency ranges pets get 
affected. Various sound frequencies effects on pest brain and 
nerves system. This also effects on reproduction system of 
pets.  Use of sound emitter will result in pets controlling. 
Making use of ultrasonic sound emitter into the fields helps in 
pest control. Generating various frequency farmers can 
control pest and saves cost. Also, it will increase the growth 
of the crop. Capturing real-time images from fields with insect 
[26] affected area and an environmental condition. 
Processing/server station informs farmers regarding the 
density of insect population through notification as SMS. 
Real-time data and historical data considered for monitoring 
and controlling the insect population in farms. 

Using the latest low energy protocols like LoRaWAN, 
LoRa, ZigBee saves power consumption. Also secured data 
transfer from nodes to the main server [1] [2]. Challenges 
consider while a designing system using the Internet of things 
are security, key management, authentication and 
authorization, access control, routing protocol and data 
aggregation [8]. Farmers are notified regarding monitoring 
and controlling information via smartphones. With the help of 
the appropriate use of ICT [7] and various visualization tools.  
which result in ease of using. Farmers are remotely connected 
with their fields. Farmers can control and monitor their own 
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field operations through smartphones using GSM/ Cellular 
module [1] [2]. Making use of Internet of things enabled 
drones/ Agrobots get used in pesticide spraying. This will 
result in decreasing the death ratio of farmers.  

II. LITERATURE SURVEY 

The survey is based on the following points  

a. Smart automation in irrigation. 

b. Smart agriculture. 

c. Plant/Crop growth monitoring and controlling. 

d. Pest control. 

e. Insect population controlling. 

f. Use of latest technology, issues, and challenges 
in IoT based agriculture system. 

 

A. Smart Automation in Irrigation  

Vijay Kumar [1], Lin Zhang [2] work on automated water 
sprinkler irrigation system.  Provide information regarding 
water usage, soil pH values using wireless sensor technology. 
WSN nodes formed with sensors like moisture sensor, 
temperature sensor, soil pH, atmospheric pressure sensor and 
leaf wetness sensor. All information collected from nodes and 
according to the soil moisture level sprinklers are controlled 
automatically and stopped when an adequate level of water is 
sprinkled. All information regarding water level and soil pH 
send to the farmer’s mobile through the GSM module. Using 
this information farmer plans for fertilizers. 

Joseph Haule [3] designed a system using a wireless sensor 
network for automation in irrigation. Based on moisture levels 
of soil optimum use of water distribution managed through 
automatic communication using wireless sensor technology in 
irrigation. A designed process which set parameters like time 
for water and the frequency of watering for proper water 
management and produce a high-quality crop.  Build system 
using wireless sensor technology with making use Zigbee for 
battery life. The overall system is controlled with devices 
based on inputs received from various sensors with efficient 
manner.  

G. Nisha [4] designed a system for automated irrigation using 
WSN and disease monitoring using Image processing 
technique. Images captured from the camera mounted in the 
field and send through WSN nodes for processing and inform 
to the farmers using GSM modules. An automated irrigation 
system designed for the adequate use of water in farming in 
dry areas using distributed nodes consisting of sensors like 
moisture, temperature, etc placed in the field. Automated 
irrigation system builds using WSN, Zigbee protocol, 
microcontroller, solar panels, and cellular network. Desired 
threshold values set for the proper functioning of the 
automated irrigation system. 

R. Balamurali, K. kathiravan [5], Yunseop Kim [6] proposed 
a system considering parameters low power consumption, 
appropriate network topology, protocols with high reliability.  
Research major focuses on automatic irrigation monitoring 
and controlling.  Using a wireless sensor network with 
network capabilities and sensor nodes deployed as Adhoc for 
monitoring and controlling the irrigation system. Operates 
based on data collected from sensor nodes which collect data 

from water level and motor movement. A system contains 
base stations place near to the residence which process all data 
and reduced farmers efforts, save the cost, minimal training 
required for installation of the system. 

Manish Bhimarao Giri, Ravi Singh Pippal [43] designed 
system for smart irrigation system using Wireless Sensor 
Network and Linear Interpolation Programming. A system 
based on three parameters temperature, soil moisture, and 
light intensity. Based on readings timings are formulated for 
controlling water distribution using drip.  

B. Smart Agriculture  

K. A. Patil, N. R. Kale [7] designed a model for smart 
agriculture with the help of the Internet of Things and ICT. 
The system provides a real-time monitoring system for soil pH 
value, temperature, moisture and provides the advisory system 
for paste and diseases control and disease identification 
through SMS alerts system to the farmers. Also provides the 
facility to control various operations remotely with the help of 
smartphones.   

Liu Dan, Cao Xin, Huang Chongwai, Ji Liang [8] 
experimented using Zig Bee technology on the greenhouse 
monitoring system. A system designed with low cost and 
minimizes human efforts and converted from wired 
technology to wireless technology. Provide good controlling 
and monitoring of greenhouse. The main motive behind 
research to provide an efficient system to manage the 
greenhouse environment and reduce farming cost with low 
energy. Make use of IoT technology with B-S structure and 
cc2530 as processing chip for coordinating wireless sensor 
nodes within the Linux environment. 

Sivasankari S. Gandhimathi [9], Alan Main-Waring [10] 
reviewed a study of real-world agriculture operating through 
wireless sensor technology.  Considered the set of design 
requirements and developed system with the help of Wireless 
sensor technology, accessing data remotely, processing at 
center places and monitoring based on data processing results. 
According to the above details implemented prototype which 
is tested at James San Jacinto Mountains in California 
reserved forest. 

Zulhani Rasin [11], Wang Weighing, Cao Shuntian [12] 
presented a system based on Remote intelligent Monitoring 
System based on Zigbee and Wireless Sensor Network 
technology. A system designed using wireless mesh topology 
instead of wired connections. 

K. Satish Kannan, G. Thilagavathi [13], Nguyen Tang Kha 
Duy [14] focuses on industrial household’s shrimp farming. A 
designed system which provides a versatile solution to 
improving the accuracy monitoring environmental conditions 
and reducing human efforts. The proposed system is capable 
of collecting data, analyzing data and generating the graphical 
representation of data. A system designed in such a way that 
which reduces human efforts as well as electricity usage and 
result in helping small/medium scale farming.  

Nelson Sales [15] making use of wireless sensor technology 
and cloud computing designed build system for monitoring 
and controlling agriculture. Smart objects interact with each 
and share environmental information and send to the main 
node for processing and analysis. Cloud computing provides 
high storage and processing capability for rapid processing 
and data analysis which defiantly make changes in agriculture 
computations. 
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C. Plant/Crop Growth Monitoring and Controlling  

Arvind G. Athira, V. G. Haripriya, Akshaya Rani, Arvind S. 
[16] designed a system with advanced irrigation, paste control 
and seed germination with the help of Internet of Things, 
Artificial Intelligence and machine learning. With the help of 
moisture, humidity and temperature sensor data collected and 
send to the remote processing unit using an Arduino 
microcontroller and send via Zigbee to the database. Irrigation 
system gets controlled and monitored by the analysis 
performed on stored data during the lifecycle of the crop. Paste 
control is a major issue in agriculture. Basically, every farmer 
makes use of chemicals for controlling the population of paste. 
Researchers designed a system for paste control using 
ultrasonic sound emitters by placing emitters in the field. 
Which effect on pests brain and nerve a system. Research also 
focuses on plant growth by using sound emitters placing into 
the field. Scientifically it is proved that plan growth rate 
increased due to musical sounds. 

Fu Bing [17], V. Sandeep, K. Lalith Gopal, S Naveen, A. 
Amudhan, L. S. Kumar [18] designed system in China making 
the transition from precision agriculture to modern 
agriculture. Research focuses on fruits production and 
controlling the quality of fruits. An experiment carried out on 
organic melons and fruit production and quality control.  The 
system makes use of IoT and RFID and a sensor which results 
in to reduce farmers’ efforts also reduce production cost by 
increasing fruit quality. Internet of Things plays a vital role in 
the transition to modern agriculture. 

Sonal Verma [19], A. Sivasankari, S. Gandhimathi [9], Chen 
Xion Yi, Yang Xiong, Jin Zhi Gang[20] discussed the 
approach for crop growth monitoring using inexpensive 
camera system called crop phonology recording system. 
While estimating biophysical parameters camera based 
vegetation index helps. The design explores recorded header 
region of EXIF formatted JPEG files with RGB and proposed 
with vegetation indices like ev-NDVI, ev-SR and ev-CLgreen 
calculated using cDN and daytime exposure. With results en-
VAR, I worked best for the maize and ev-CLgreen for 
soybean. 

Meng Ji-Hua [21] designed a system for crop growth 
monitoring which satisfies the need for global crop growth 
monitoring. Research carried out on variations in growth 
trends of crop, status and crop seedlings. Design methods for 
crop real-time growing methods and crop growing status time 
by time through remote sensing techniques. Consider real-
time data as well as historical data for processing information 
their result is prepared to show variations in crop growing 
levels with respect to the conditions. Used three scales based 
on geographical orientation like state level, country level and 
continent level for global crop growth and status of crop 
growing process. 

So Yahata, Tetsu Onishi, Kanta Yamaguchi, Seiichi Ozawa, 
Jun Kitazono, Takenao Ohkhawa [22] research focuses on 
decision making for good yield for various agriculture 
condition. This paper focuses on soybean growth monitoring 
and controlling in real fields. Using image sensing methods 
observation are captured automatically of soybean flowers 
and seedpods. Appropriate cultivation of soybeans achieved 
through available bigdata on the growth status of agriculture 
and environment conditions. Research focus on flower 
detection and counting, Flower counting and seedpot 
detection which results in growth management of soybeans. 

Santosh Warpe, Ravi Singh Pippal [44] research focuses on 
the appropriate distribution of fertilizers to increase the 
growth of corp and plants to increase yield. Soil with less 
amount of nutrients is nitrogen, phosphorus, and potassium. 
These nutrients should be applied to proper preparation to 
increase the crop yield. With the help of wireless sensor 
network, authors proposed a system for fertilizers distribution 
with proper proportion. 

D. Pest Controlling  

Archana Chougule, Vijay Kumar Jha, Debajyoti 
Mukhopadhyay [23] designed system using the Internet of 
Things for paste management with the use of algorithm 
ontology. The system works by considering data from 
Integrated Pest management generates ontology based on the 
text then performance relationship extraction, apply the pest 
description ranking algorithm and with help weather IPM 
appropriate conditions for calculated for applying pesticides. 

Balaji Banu [24] designed system managing sensor node 
failures and energy efficiency. The system observes the 
conditions of the farming and increasing the crop yield and 
quality using a wireless sensor network. A system designed 
using various sensors like humidity, temperature, water level, 
etc. processor ATMEGA8535 and IC-S8817BS, analog to 
digital conversion, Zig bee protocol, and wireless sensor 
nodes.  

Hemantkumar Wani, Nilima Ashtankar [25] research focuses 
on the prediction of pest/diseases of various crops using 
machine learning algorithms. Yield per hector is lesser in 
India than international standards. The main cause of lesser 
yield is planted diseases. Diseases are increased because of 
pest. Improper water management, the fewer number of soil 
nutrition which leads to increasing the pest. Using the Navie 
Bayes Kernel algorithm used to find out the patterns which 
control the flow of plant disease and flow of pest control. 

E. Insect Population Controlling  

N. A. Bhorgese, P. Tirelli [26] designed a system with 
visualizing insect population graph for predicting regions and 
monitoring and controlling insect populations with weekly 
span. Insect population affects crop production. The system 
captures images of insect population from different locations 
and forwarded to the main unit which will perform severity 
analysis and generate alarms to inform farmer regarding the 
insect intensity. Client nodes are mounted into fields which 
captures images and send to the master nodes for further 
processing which will generate graphs based on the insect 
population. A system based on wireless sensor network 
technology in a distributed manner which automatically 
captures images and performs the analysis. 

Nikesh Gondchawar et al., [27] research based on smart 
agriculture using the Internet of Things. Designed and 
developed a robot for performing operations like spraying, 
weeding, and sensing. Spraying harms farmer’s health. 
Spraying is done using robot will save farmer’s life as well as 
proper spraying of pesticides. Systems designed with sensors, 
robot, ZigBee, microcontrollers, and raspberry pi. Provides 
information field condition. Irrigation issues detected and 
handled using remote based robots. 

Tanmay Baranwal et. al., [28] this research proposed system 
on protection for field grains from various insects. PIR sensor 
used to identify heat and starts URD sensor and camera to 
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detect insects. Which provides security and protection of 
agricultural products from rodents and various insects. 

G. Naveen Balaji et. Al., [29] proposed system provides a 
solution to protect the crop from animals using image 
processing techniques. Image processing using video 
surveillance detects animal intrusion into the agriculture land. 
Based on movement detection animal images will compare 
with stored data and animal is detected. Once the animal is 
detected will be identified and informed in the form if text 
message to the farmer through the GSM module. 

F. Use of Latest Technology, Issues and 
Challenges 

Danco Davcev, Kosta Mitreski, Nikola Koteli [30] designed a 
system for agriculture with the help of the Internet of Things 
with LoRaWAN and cloud computing. LoRaWAN network 
basically used to transfer data from nodes to backend cloud 
services. 

Soumil Heble, Ajay Kumar, U. B. Desai [31] proposed system 
smart agriculture with the help of low power IoT network. 
Introduce solar-powered features sensors and nodes. For 
covering large agricultural area LoRA based gateways are 
used to solve line power problems. In future scope planning 
for drone-based remote controlling and monitoring precision 
agriculture. 

Chen XianYi, Yang Xiong, JinZhi Gang [20], Rwan 
Mahmoud [32] research focuses on challenges and security 
issues in the Internet of Things. Focus on wide applications 
using IoT facing security issues. Paper starting with the basic 
architecture of IoT, Layered architecture of IoT and security 
issues and provides solutions to those issues. Discuss focuses 
on security, key management, routing protocol, access control 
and authentication with data fusion technology. 

Fiona Edwards Murphy [33] research deals with monitoring 
honeybee colony and surrounding area using a wireless sensor 
network. Make use of a Wireless sensor network, Internet of 
things, cloud computing designed smart hive system. Cloud 
used to monitor data from a different colony collected from 
various sensor nodes with low power consumption. The 
system consists of smart hive communication, data 
aggregation, and visualization tools. Making system 
intelligent machine learning techniques adapted for extracting 
meaningful information for supervising and additional 
deployments of the system without the intervention of human 
efforts. 

Ling-Ling [34], research major focus on software and 
hardware used for developing a system using Wireless Sensor 
Network nodes, topology, network, and Zigbee platform. The 
experimental result shows appropriate data capturing from 
various sensor nodes through network nodes from various 
sensors mounted into greenhouse like humidity, temperature, 
moisture, etc. system makes complex greenhouse monitoring 
automated and controlled inefficient manner. Provide good 
network stability to the system. 

R. Balamurli [5], Chen XianYi, Yang Xiong, Jin Zi Gang 
[820, Narut Soontranon, Panwadee Tangpattarnakul, Panu 
Srestasatheirn [35]  major focus on analyzing routing 
protocols like integrated MAC, DSR, AODV, AOMDV and 
routing protocols used in precision agriculture using wireless 
sensor network. For precision agriculture using wireless 
sensor network Integrated MAC and routing algorithm is 
suitable for multi-hop routing. Discussed regarding real-time 

precision agriculture based on soil pH sensor, moisture, 
humidity, etc. sends recorded data to the remote server for 
analysis and take appropriate action based on collected data. 

Lei Xiao [36], Meng Ji-Hua, Wu Ning-fang, Li Qiang-is [21] 
designed system based on wireless sensor network which 
monitors agriculture conditions using real-time data collected 
from sensors like humidity, temperature, etc.  Experimental 
setup handles all challenges regarding protocols, network 
topology, and data processing. Experimented on data 
collection and transmission ultimately improves production 
efficiency agriculture. The system builds with the appropriate 
framework, lightweight, good performance, and appropriate 
operations. 

Elias Yaacoub [37], K. Satish Kannan, G. Thilagavathi [13] 
discussed system which monitors and analyze air quality in 
Doha based on wireless sensor technology. Using R 
programming performs analysis on stored data in a different 
form as per end user requirement.   

Giuseppe Anastasi [38] designed a system for monitoring and 
controlling productivity in high-quality wine and deployed at 
Silicon winery. A system designed based on wireless sensor 
technology. Sensor nodes are placed in grapes fields as well 
as in the factory where wine is produced. A system designed 
with proper planning infield and in preservation workshops. 
WSN based Infrastructure controls distributed production 
chain nodes. All data collected the main unit which process 
information and monitors and controls the quality of graphs in 
the field and aging of produced wine in the workshop. Ensure 
good quality production of grapes and wine. 

Dragos Mihai Ofrin [39], Zulhani Rasin, Shahrieel Mohd 
areas, Hizzi Hamzah Mohd [11] based on parameters like 
performance, efficiency, and flexibility designed system for 
controlling and monitoring environmental conditions. 
Parameters like accuracy, resolution, energy consumption and 
data acquisition system considered while designing. Low 
power Zigbee protocol is used in the system. The major 
disadvantage of the system is power consumption. The author 
predicts alternative for power consumptions, energy 
resources, traffic, alternative resources, etc. to monitor and 
control operations over long distance make use of Wi-Fi or 
GSM connectivity. 

Duan Yan-e [40] enhancing agriculture production and 
utilizing all resources researcher explained Agriculture 
Information Technology used in every part of agriculture. 
Agriculture production efficiency gets affected by agriculture 
information management. MIS is designed with detailed 
agricultural data.    

 Rachel Cardell-Oliver [41] research more focuses on 
environmental drastically changing condition. Based on such 
conditions reactive event-driven network should build for 
controlling and monitoring environmental conditions. 
Reactive means as soon as condition changes system should 
predict and control.  More focus is on dynamic responses and 
limits the useless data gathering as well as network lifetime 
and robustness. The researcher demonstrated on reactive 
sensor network gathering data in rainy and dry seasons based 
on soil moisture levels. Future scope provides improvement 
regarding the network, packet delivery, and event interest. The 
implemented system monitors the environment effectively 
based on moisture levels in the reactive driven model. 
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Mohanraj et. Al., [42] research uses ICT to provide help to 
farmers regarding agriculture yield. As farmers required 
guidance at different stages of plant/crop growth at the right 
time. Farmers facing various problems like weather condition, 
market analysis, irrigation planner, crop profit /loss analysis 
and water utilization. Using ICT authors connecting farmers 
to huge knowledge dataset which will increase productivity 
and yields by providing accurate information. 

III. DISCUSSION 

With the above survey, we can provide a complete solution 

for smart farming using Wireless Sensor Network and 

Internet of Things. Smart Irrigation, Smart Agriculture - 

greenhouse monitoring, crop growth monitoring and 

controlling, pest controlling using various techniques 

mentioned above with the help Wireless Sensor Network and 

Internet of Things. With the help of Smartphones will make 

farmers life easy by maintaining and controlling of all 

agricultural activities on a single click. 
 

 

 

Table I 

Survey – Problem faced by farmers and their IoT based solutions 

Reference 
Papers 

Survey 
Parameters 

Problem Faced by Farmers IoT based Solution to the problems 

1, 2, 3, 4, 
5, 6, 43 

Smart 
Irrigation 

Adequate water levels, Improper usage of water  

Water distribution according to various plants 

Proper utilization of water with the help WSN 
systems based on parameter like temperature, soil 
moisture, and leaf wetness sensors. Drip irrigation 

7, 8, 9, 10, 
11, 12, 13, 
14, 15 

Smart 
Agriculture  

Facing problems in Greenhouse Management Auto controlled greenhouse management  

9 16, 17, 
18, 19, 20, 
21, 22, 44 

Plant/Crop 
Growth and  
Monitoring 

Selection of pesticides for different plant/crop 

The ratio of pesticides according to plant and 
environmental conditions 

Real-time monitoring of large scale farming 

Accuracy monitoring of environmental 
conditions 

Fertilizers distribution with the proportion 

Growth trends and growth methods of various 
crops according to geographical conditions 

Fertilizer distribution with proportion to the 
available neutrinos with the help of soil testing. 

Easy to monitor large scale farming with the help 
WSN systems. 

Equal distribution of fertilizers and pesticides using 
remote control robots. 

With the help ICT tools, farmers get all information 
on their smartphones which leads to increased 
yield. 

23, 24, 25 Pest 
Control  

Controlling pest and Insect population without 
using pesticides 

Seed germination and Pest management 

Detection of various plant and crop diseases 

Using Machine Learning techniques plant crop 
disease are predicted and appropriate solutions 
provided to farmers. 

Alternative options to control pest population using 
ultrasonic sound & save the life of farmers. 

26, 27, 28, 
29 

Insect 
population 
Controlling 

Controlling Insect population 

Protection of field storage grains and crop 
from animals  

With the help of image processing density of insect 
population is calculated and informed to farmers. 

With the help video, surveillance technique plants 
and grains are protected from animals. 

5, 13, 11, 
21, 30, 31, 
32, 33, 34, 
35, 36, 37, 
38, 39, 40, 
41, 42 

Used of 
Technology 

Lack of  technology usage With the help ICT tools, farmers get all information 
on their smartphones which leads to increased 
yield. 

 

 

IV. CONCLUSION 

With the help of survey smart irrigation, smart agriculture, 
pest controlling, insect population controlling as well as plant 
growth management is improved with the help of Internet of 

Things. Death ration of farmers is minimized with such 
systems. Yield is increased with the help of technology. Using 
Wireless Sensor Networks technology nodes with various 
types of sensors placed into the farm. Node collects 
information regarding real-time environmental changes, 
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insect population, pest and crop conditions, etc. Then this 
information is processed and analyzed.  Then the information 
is transmitted using the GSM network through smartphones. 
Actuators are controlling devices with corrective actions. 
Internet of Things profits the farmers by enabling manual 
operating into automated operating. Also makes crop 
monitoring easy. Pest monitoring and controlling and enhance 
crop productivity. Use of Internet of Things connects farmers 
remotely to their fields at any time. Predicting future 
conditions by using analytics on uncontrolled conditions like 
rainfall and drought enhance water usage and use of 
pesticides. Making use of cloud computing, Machine learning, 
Image processing makes smart farming much easier.  
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Simulink Model of Controlling Fuel Cell Powered 

Direct Current Motor with Comparative Performance 

Analysis

Abstract— the paper focuses on a Simulink based model and 

design of the different control mechanisms of a DC motor 

powered via fuel cell. At first, fuel cell is used as the prime power 

source of the DC motor and a differential controller is used to 

achieve a uniform output. Then, the differential controller is 

replaced with Proportional Integral (PI) controller, Proportional 

Integral Differential (PID) controller and Fuzzy Logic Controller 

(FLC) subsequently to compare and demonstrate the variations 

that occur in the different characteristic curves with the change 

in various parameters. If Photovoltaic cell is used instead of fuel 

cell, the output operation of the DC motor may vary. So, in 

addition, a comparative performance analysis of both methods of 

power with regards to DC motor control is also presented. 

Keywords— DC motor; Fuel Cell; PI & PID controller; FLC 

controller; Simulink. 

I.  INTRODUCTION  

Currently, there are finite source of conventional energy 
resources. Therefore, the only feasible solution for the future 
is to move towards the proper utilization of sustainable power 
sources. A Fuel cell derives energy from the reaction of two 
atoms of hydrogen with a molecule of oxygen producing water 
as by-product, hence converting chemical energy into 
electrical energy. It is considered a renewable source as it does 
not diminish with time. Fuel cells are used in applications such 
as in transportation systems and portable power backup 
systems. There are many different types of fuel cells like PEM 
(Polymer Electrolyte Membrane), AFC (Alkaline Fuel Cell), 
SAFC (Solid Acid Fuel Cell) and PAFC (Phosphoric acid fuel 
cell) [1]. On the other hand, the applications of DC motors are 
countless where optimization and fine-tuning is most desired. 
In order to calibrate DC motors at a proper level, controllers 
are necessary. Therefore, the prime objective of this paper is 
to design a DC motor control system which will be powered 
by PEM fuel cell and produce calibrated outputs with 
maximum performance targeting both efficiency and 
sustainability. A buck-boost DC to DC converter has been 
used for the purpose of switching the DC motor properly. It 

operates in discontinuous conduction mode and the duty 
cycles have been supplied to the converter using controllers 
which calculate and find the optimized performance factor of 
the DC motor. 

II. LITERATURE REVIEW 

There are many kinds of fuel cells currently available on 

market. PEM fuel cells need a common electrolyte called 

perfluorosulfonic acid. The operating temperature is below 

120°, typical stack size is below 1 KW-100KW and electrical 

efficiency is around 60%. It is the most used fuel cell which 

has many advantages like how the solid electrolyte reduces 

corrosion, it works at low temperatures and it has quick start-

up and load following. The only disadvantage of this cell is 

that it needs expensive catalysts and is sensitive to fuel 

impurities [2].  It has been observed that with increase rate of 

air flow, the maximum current increases in PEM fuel cell 

because of the decrease of the level of concentration 

polarization losses and also the voltage regulation for load 

increases. Maximum power generation in a PEM fuel cell is a 

logarithm function of rates of air flow [7]. Nevertheless, the 

Simulink model of fuel cell that is used in this paper is a 

generic model which represents most popular types of fuel 

cells operated with oxygen and hydrogen [3]. The simplified 

model represents a particular fuel cell stack operating at 

nominal conditions of temperature and pressure [2]. PEM fuel 

cells are the leading fuel cell technology which is used in 

material handling applications such as forklifts and for 

transportation applications [10]. Electric vehicle’s main focus 

is DC motor. Robotic manipulators, guided vehicles, steel 

mills and electric traction are driven by DC motor which is 

highly controllable electrical drive [12]. Since our main focus 

is achieving optimized DC motoring outputs, this model was 

selected. For optimizing speed of DC motor, three different 

controllers have been used in this paper. Buck boost converter 

has the expertise to generate both step up and step down 
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output voltage [8]. Inductor’s reluctance to allow rapid change 

in current is used to best understand the operation of a buck 

boost converter [9]. Proportional Integral controller is mainly 

used to eliminate the steady state error emerged from only 

proportional controller. The proportional parameter controls 

the reaction to the current error, the integral parameter 

controls the reaction established on the sum of previous errors 

and the derivative parameter controls the reaction based on the 

rate of changing error i.e. future error [11]. 

III. METHODOLOGY 

Fig. 1 exhibits the basic block diagram of the Simulink 

model. A fuel cell with 48 Volt DC rating specially designed 

to meet the demands of a 10 HP DC motor has been used. The 

fuel cell supplies the Dc motor via a controller and a Buck-

boost converter. The controller controls the duty cycle of the 

converter which in turn enhances the performance of the 

motor. A feedback loop consisting of a voltage sensor and a 

voltage feedback used to render reference voltage to the 

controller. 

 
Fig. 1. Block Diagram of the Controlling System 

 

IV. MODELLING OF PROPOSED SYSTEM 

Fig. 2 shows the overall Simulink model of the proposed 

system including Fuel cell, Converter and DC motor. Each 

component used are described below. 

 
Fig. 2. Simulink Model of the System 

A. Fuel Cell 

The design utilizes a generic hydrogen fuel cell, a 

renewable source, of model PEM 50 KW 635V DC. Fig. 3 

shows the VI (Voltage and Current) & PI (Power and Current) 

characteristics which is an inbuilt characteristics of the 

selected fuel cell. This is a simplified model appropriate for 

the system. 

 
Fig. 3. VI & PI Characteristic Curve of Fuel Cell 

B. Controller 

       Different types of controllers have been used in system 

for analysis. First, a differential controller was used and the 

outputs examined. Secondly, PI controller replaces the 

differential controller and the outputs are monitored again. 

Lastly, PID controller was used and the process is repeated 

and all of the observations are compared. All the converters 

are used in the discrete time domain. 

 

1) Differential Controller 

Fig. 4 illustrates the Simulink model of the differential 

controller with input 1 being the output voltage of the buck 

boost converter. Similarly, input 2 is the reference voltage of 

48 V. The saturation and repeating sequence block used helps 

to generate proper duty cycles for the converter. 

 
Fig. 4. Simulink Model of Differential Controller 

 

2) PI Controller 

Fig. 5 presents the Simulink model of the PI (Proportional 

Integral) controller situated between the rational operator and 

saturation block. It refines the system and provides improved 

outputs. 

 
Fig. 5. Simulink Model of Proportional Integral (PI) Controller 
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3) PID Controller  

Fig. 6 shows the Simulink model of PID (Proportional 

Integral Differential) controller. It further upgrades the design 

and provides smoother outputs. 

 
Fig. 6. Simulink Model of PID Controller 

 

4)  FLC Controller 

A fuzzy controller with empirical rules are very useful in 

operator controlled plants [13]. Fig. 7 shows inclusion of 

Fuzzy logic controller between saturation and regional 

operator block. Fig. 8 shows fuzzy logic designer where input 

is taken from adder/comparator and output is going to out1 

which is basically duty cycle for buck boost converter. In 

fuzzy logic designer, three membership function is taken 

which corresponds with three output functions. In fig. 9, the 

input rules have been arranged with the output functions. Input 

is taken from range 0 to 0.5 while output range is 0 to 1. For 

three MF(membership function), three parameters have been 

selected, first one is 0 to 0.1, second one is 0 to 0.5 and third 

one is 0.3 to 0.5. The output is taken corresponding to three 

input rules.  

 
Fig. 7. Simulink model of FLC controller 

 
Fig. 8. Fuzzy Logic Designer 

 
Fig. 9. Rule editor of Fuzzy logic designer 

 

C. Buck Boost Converter 

A DC to DC MOSFET switched buck-boost converter is 

used in the system as shown in Fig. 10. The inputs of the 

converter,  (+ve) and  (-ve), are outputs of the fuel cell. 

Port number 1 of the MOSFET serves the duty cycles supplied 

by the controller. Scopes have been used to obtain the curves 

of the switching elements. The outputs are connected to DC 

motor via ports. The inductor and capacitor values are chosen 

4.5 mF and 15mH respectively for minimizing ripple effect of 

voltage and current. 

 

 
Fig. 10. Simulink Model of Buck Boost Converter 

 

D. DC Motor 

 

A PMDC motor is used in this system [4] as shown in Fig. 11 

with ports 2(A+) and 1(A-) connected to Vout (+ve) and Vout (-

ve) of buck boost converter. Port 1(TL) is connected to a 

constant torque of 5 N-m considering load torque. The given 

parameters are stated below [4]: 

Power = 7776W 

Voltage = 48 V 

Full load current = 162 A 

Break down torque = 21N-m 

Constant torque = 0.13N-m 

Motor speed = 367 rad/s 

 

 
Fig. 11. Simulink model of the DC motor 
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V. RESULT ANALYSIS OF OUTPUT VS. STEP TIME CURVE 

A comparative analysis of the output characteristic curves 

of the DC motor and converter which varies with the use of 

different controllers has been conducted in this section. In 

some characteristics curve, spikes are generated because of 

turning on and off power or by increasing and decreasing the 

flow of power. It is caused by using buck-boost converter 

which operates on pre-determined duty cycle. Speed reference 

load torque and drive inertia are the quantities that can 

influence performance of a speed controller [12]. 

A. Differential Controller 

From Fig. 12, it can be seen that the output voltage of the 

buck boost converter is 35.84 V and current is 1.7mA. A 

simulation step time of 20 is considered and varying voltage 

and current curves are generated as shown in Fig. 13 and Fig. 

14 where small spikes are generated in range step 2 to step 

3.5. At step 3.25, the spikes have high frequency and abruptly 

drop before reaching step 3.5. Voltage and current spikes are 

created due to improper generation of duty cycle which causes 

inefficient operation of buck boost converter. 

 
Fig. 12. Output obtained using Differential Controller  

 
Fig. 13. Voltage curve of Buck-Boost Converter using Differential Controller 

 

 
Fig. 14. Current curve of Buck-Boost Converter using Differential Controller 

Fig. 15 shows the output speed curve of the DC motor. It can 

be seen that there is a change in gradient at point (3.45, 358) 

and the speed of the motor drastically decreases with steps 

number. 

 
Fig. 15. Output Speed Curve of DC motor at 5 N-m torque using Differential 

Controller 

B. PI Controller 

In order to obtain smoother outputs, a PI controller is used 

the second time. From Fig. 16, it can be seen that the output 

voltage of the buck boost converter is 47.99 V and current is 

32.87 A. A simulation step time of 20 is considered and 

varying voltage and current curves are generated as shown in 

Fig. 17 and Fig. 18 where there are small spikes at some 

intervals of curves. The curves are not completely smooth but 

compared to Fig. 10 and 12, they are improved and yield 

better results. 

 
Fig. 16. Output Obtained using PI controller 

 
Fig. 17. Voltage curve of Buck-Boost Converter using PI Controller 

 
Fig. 18. Current curve of Buck-Boost Converter using PI Controller 
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Fig. 19 shows the output speed curve of the DC motor using 

PI controller. The speed curve is smoother compared to the 

one using differential controller shown in Fig. 13. This curve 

also contains small spikes from approximately step 4 to 14.  

 
Fig. 19. Output Speed Curve of DC motor using PI Controller 

C. PID Controller 

A PID controller is used to further obtain smoother and 

stable characteristic curves. From Fig. 20, it can be seen that 

the output voltage and current of the buck boost converter is 

48V and 38.66 A. A simulation step time of 20 is considered 

and varying voltage and current curves are generated as shown 

in Fig. 21 and Fig. 22 where there are no spikes and the curve 

is completely smooth and stable, yielding the most desirable 

and efficient results of the three controllers used. 

 
Fig. 20. Output Obtained using PID controller 

 
Fig. 21. Voltage curve of Buck-Boost Converter using PID controller 

 

 
Fig. 22. Current curve of Buck-Boost Converter using PID controller 

Fig. 23 shows the output speed curve of the DC motor using 

PID controller which is completely smooth with no spikes. 

The value of current is also better due to the stability and 

uniformity of the curve. Table. 1 presents a summary of the 

results obtained using all three controllers. 

 
Fig. 23. Output Speed Curve of DC motor using PI Controller 

D. Fuzzy Logic Controller 

Finally, an FLC controller is used to obtain voltage and 

current output from buck boost converter. From Fig. 24, it can 

be seen that the output voltage and current of the buck boost 

converter is 48.53V and 45.78 A. A simulation step time of 20 

is considered and varying voltage and current curves are 

generated as shown in Fig. 25 and Fig. 26. Small spikes are 

generated in current and voltage curves. 

 
Fig. 24. Output obtained by using FLC 

 
Fig. 25. Voltage curve of Buck-Boost Converter using FLC controller 

 
Fig. 26. Current curve of Buck-Boost Converter using FLC controller 
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Fig. 27 shows the output speed curve of the DC motor 

using FLC controller which is completely smooth with no 

spikes.  

 
Fig. 27. Output Speed Curve of DC motor using FLC Controller 

VI. COMPARATIVE PERFORMANCE ANALYSIS OF DC 

MOTORED POWERED BY FUEL CELL AND SOLAR PV 

If solar PV is used instead of fuel cell, the performance of 

DC motor will be reduced to some extent. This can be 

observed by comparing the speed characteristic curves of both 

designs using PID controller. The output curves using solar 

PV power are shown in Fig. 28 and Fig. 29. It can be observed 

that the output of motor’s speed is stable due to the use of PID 

controller but there are still a few spikes at. Hence, it is 

concluded that the motor will have steadier operation when 

powered using fuel cell compared PV cell. 

 

 
Fig. 28. Speed Curve of DC motor using PID controller with Solar PV as 

Power Source (System response of variable irradiance) [4] 

 

 
Fig. 29. Speed Curve of DC motor using PID controller with Solar PV as 

Power Source (System response of variable temperature) [4] 

 

VII. SUMMARY 

In this paper, fuel cell powered DC motor system has been 

designed. For efficient output, converters and controllers have 

been used. Different controllers were used to compare and 

obtain the best result. It is finally observed that using PID 

controller yields the best output curves. PID always provides 

better results than FLC in such cases where uncertainty of 

characteristics (Current & Voltage) is bounded. Lastly, a 

comparison of using two different renewable sources is 

presented. It is concluded that fuel cell powered DC motors 

are more preferable in terms of efficiency and performance. 

Table. 1 presents a summary of the results obtained using all 

four controllers. 

TABLE I.  SUMMARY OF OUTPUT RANGE FOR FOUR CONTROLLER 

Controller Voltage 

(volts) 

Current 

(Amps) 

Speed(rad/s) 

Differential 48-35.84 0-1.7*10-3 275-367 

PI 47-48 0-40 355-367 

PID 48 0-40 354.5-367 

FLC 48.53 0-45.78 357-367 

 

VIII. FUTURE SCOPE 

In the proposed model, some changes can be brought for better 

performance. An ideal speed characteristics curve of DC 

motor can be obtained by continuously tuning different 

controllers. Adaptive neuro fuzzy inference system or fuzzy-

PID can be used instead of PID or fuzzy logic controller for 

future research. Instead of buck boost converter, CUK 

converter or H-bridge buck boost converter can be used for 

swifter switching. Moreover, instead of DC motor, servo 

motor can be implemented.  

 

IX. CONCLUSION 

Fuel cells are increasingly becoming involved in vehicular, 

portable and stationary power generation systems [5]. 

Operating fuel cells in optimized conditions is very important 

in order to achieve optimum efficiency. In the design 

presented in this paper, a DC motor is provided power via a 

fuel cell. Optimizing the power efficiency is the main concern 

intention. By utilizing different converters, different 

optimization results have been analysed. PID controllers 

yielded the best output among all the controllers. The output 

of DC motor by using PID controller powered by solar PV is 

extracted from another research paper and compared with the 

outputs obtained in this paper using fuel cell. A DC motor is a 

machine with many applications therefore it is crucial to 

design systems of operation that are both sustainable and 

efficient and this paper presents exactly that. Overall, using a 

fuel cell has proven to be advantageous in terms of 

performance and sustainability. Future applications of this 

design in the field of electric vehicle which gained wide 

popularity because of the problem of increases in prices of 

fossil fuels in addition to lessening of this fuel [6]. The only  
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constraint is the expense of such systems but with the vast 

ongoing research in this field, this may be overcome as well. 
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Abstract— The volume of data entering into cloud is rapidly 

increasing; therefore, on-demand cloud services should be 

provided to clients at any time, whereas providers must be able to 

preserve system availability as well as process a large volume of 

data. It is obligatory for cloud service providers to lessen large 

volumes of data; thereby they can reduce costs for maintaining 

large storage systems. Infrastructure level performance is an 

important problem which directly affects the overall working of 

cloud computing environment. The objective of our framework is 

enhancing the performance of cloud infrastructure. Our 

approach demonstrates high effective in cloud performance 

enhancement, as it displays enhancement in both the service 

providers as well as for cloud users. 

Keywords— Resource allocation; Cloud Computing; Fuzzy 

Scheduling; Hadoop 

I.  INTRODUCTION  

Security issues and privacy are the main threats that 
threatens the field of cloud computing. This is due to the 
nature of multi-tenancy and the subcontracting infrastructures 
that are the reasons for the cloud computing challenges. Cloud 
computing are widely accepted in many fields, which includes 
several education institution, business organization and many 
other enterprise organization. Security is the main concern in 
the field of cloud services for the reliable and secured 
connection that helps the vendor with their computational 
needs and their business needs. Several malicious activities 
such as unusual software and application from the illegal users 
where they try to have an access with the confidential data that 
are typically used by the cloud handlers. Virtual environment 
is promoted in the cloud computing field. Important 
technologies that deal with the virtualization, networks, 
memory management, transaction management, load 
balancing, resource scheduling, operating system and finally 
the concurrency control face the security issues. These 
capacities deal with the security and hence special attention is 
required. Cyber-attacks are possible when necessary security 
frameworks and measures are not taken. A single malware 
could provide a pathway to several other attacks. Replication 
of confidential information could be done by these cyber-
attacks. These challenges should necessarily be taken care in 
the industries and the academia. The storage enterprise that 
promotes the cloud services could be anonymous and several 
confidential data could be connected with the identical data 

that could lack in trust of an organization. Several linking 
attacks and identity theft could be overcome with the identity 
information technique known as the Anonymization. Further, 
the problem that arises due to the identity information and 
authentication should be necessarily addresses. Effective 
resource management can also benefit from authentication at 
least at its conceptual level. In cloud the amount of 
information is stored in the form of storage and computation. 

II. CLOUD METRICS 

In order to enhance cloud services, metrics must be taken 
into account since a metric delivers information about features 
of a cloud property by its parameters namely, unit, rules and 
expression and the values emerging from the observation of 
the property. For example, to estimate a particular response 
time property from one client to another, we can consider the 
customer response time metric employed in a cloud email 
service search feature. By considering the customer response 
time metric, we can drive indispensable information which can 
employed for verification of observations as well as analyzing 
the results. 

Metrics for cloud computing services can be described 
employing the Cloud Service Metric model which states 
higher level perceptions about the abstract metric definitions 
employed for a precise cloud service property which maybe a 
service uptime. Definitions for abstract metrics contain 
parameters and rules to direct a formal understanding the 
property of interest. The CSM model entails concrete metric 
definitions that are based on abstract metric definitions. 

Nevertheless cloud metrology has to be understood in a 
proper way. Frequent terminologies namely, definition of 
measurement, metric or groups of measurement artifacts, 
consists of have numerous definitions, these myriad 
terminologies becomes tedious for the cloud service customer 
to associate services or depend on third party tools to observe 
the health of the service. And cloud provider should be to 
analyze service whether it’s operating correctly or to permit its 
service to arrive into an intricate cloud service federation. 
International organizations should construct a group of metrics 
which should be reliable, shareable and trustworthy .By 
defining the metrics; it not only increases the support of the 
decision-making process but enhances different phases of the 
cloud service lifecycle. 
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Cloud computing is regarded as a competent data 
management [15] which employs k-median clustering for 
managing data. Even though cloud computing entails high 
profitable technology for business value, it lacks certain 
security features. Hence it is obligatory to ensure that data and 
infrastructural resources in cloud are scheduled and data 
deduplication is carried out in an efficient way. Current 
frameworks have limitations and may not be resolving certain 
drawbacks encountered in cloud [16]. 

 

Fig. 1. Cloud Metrics 

The volume of data entering into cloud is rapidly 
increasing; therefore, on-demand cloud services should be 
provided to clients at any time, whereas providers must be 
able to preserve system availability as well as process a large 
volume of data. It is obligatory for cloud service providers to 
lessen large volumes of data; thereby they can reduce costs for 
maintaining large storage systems. Cloud storage employs 
data deduplication technique to enhance performance of cloud 
storage. The technique of data deduplication employed for 
enhancement of efficiency in storage. In a normal 
deduplication system, duplicated data recognize as well as 
collect a single copy of data in storage. Generations of logical 
pointers are employed for supplementary replicas as a 
replacement for storing redundant data. The main advantage of 
employing deduplication is that it reduces storage space and 
network bandwidth. The drawback of employing this 
technique is that it will take a toll on system tolerance since 
files denote to the identical chunk of data, if it turns out to be 
unobtainable due to failure which will in turn lessen 
reliability. The static scheme is said to be a drawback that 
cannot grasp with the user’s changing behavior and 
duplication of storage in the cloud services, which sufficiently 
requires a dynamic scheme that adapts several access patterns 
and the changing behavior. 

A. Dependability Issues 

In order to lessen storage space in cloud, we can employ 
data deduplication technique. This can be done by employing  
hash functions i.e. values to  associate  chunks of data with 
redundant data, thereby saving single copy and  logical 
pointers to additional copies are created  [17]. By employing 
deduplication technique, the following advantages are 
achieved: 

• Amount of data residing in disk space is reduced 

• Energy consumed by storage systems will be 
reduced. 

• In cloud disaster recovery, deduplication plays a vital 
role by replicating data speeding up replication time and 
bandwidth cost savings.  

• Data deduplication reduces physical capacity and 
network traffic which acts as a backup storage in clouds. 

Important performance metrics which is obligatory to 
follow: overall data transmitted, service downtime and total 
migration time. Deduplication can overcome extensive 
downtime which leads to service failure. In virtual machines 
images, deduplication is employed to lessen storage of 
dynamic data. Balancing the trade-offs between storage space 
and performance plays an important factor in deduplication 
technique. Data chunks are required in groups while 
performing deduplication. Data chunks are assigned in the 
form of group of various files. Redundancy of data chunks are 
not required by the conventional deduplication methods. This 
reduces the reliability by eliminating certain data chunks from 
the storage system resulting in the loss of important files. 

III. PROPOSED FRAMEWORK 

Infrastructure level performance is an important problem 
which directly affects the overall working of cloud computing 
environment. The objective of our framework is enhancing the 
performance of cloud infrastructure. The cloud infrastructure 
deals with several nodes which eventually lead to queueing of 
systems, where huge amount of servers displays inconsistency 
in terms of processing arrival and service time. Considering 
the potentially high number of servers in a cloud system, we 
propose a fuzzy scheduling algorithm which is efficient and 
easy-to-implement solution.  The proposed framework is 
integration of a fuzzy scheduling scheme to enhance 
infrastructure performance of cloud. Our approach 
demonstrates high effective in cloud performance 
enhancement, as it displays enhancement in both the service 
providers as well as for cloud users. By distributing resources 
as per business strategies and availability will benefit cloud 
service providers, at the same time enhancing services for 
cloud users. In nutshell, our proposed framework consists of 
following stages: Monitoring the data usage pattern and then 
cloud service provider allocating priority by cloud service 
provider according to our proposed fuzzy scheduling 
algorithm which in turn enhances infrastructure performance. 

A. Fuzzy scheduling algorithm 

The selection of parameters plays a vital role in providing 
effective scheduling. Considering real time tasks, three main 
scheduling parameters; computation time, arrival time, 
deadline and single output where the single output computes 
the order of task execution. In fuzzy scheduling system, these 
scheduling parameters are included with real-time tasks. The 
computation time is determined in terms of response time and 
utilization.  S is said to be the fuzzy set of defined membership 
function on the universe of discourse P that is represented as a 
curve, which acts on every point of element of D in the space 
of input is diagrammed to a membership value amongst 0 and 
1. The universe of disclosure is denoted as, 

µs: D -> [0, 1] (1) 
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Where value  s, denotes the membership that defines the 
membership grade of the element D in fuzzy set S. The 
various types of memberships are trapezoidal MF, Gaussian 
MF. We employ triangular MF because it is widely used in 
real-time implementations and effective computation. 

(2) 

Here, these three parameters {n, w, q} where n<w<q 
defines the triangle membership. The d coordinates of the 
underlying triangular MF in figure 2 were determined by n, w 
and q. In Fig. 2, the y axis signifies degrees of membership in 
the [0, 1] interval while x axis signifies the universe of 
discourse. 

 

Fig. 2. Fuzzy inference model 

Fig. 2 presents fuzzy inference model which consists of 
three main scheduling parameters, namely, computation time, 
arrival time, deadline and single output. 

B. Defining the Inputs/Output Membership Function 

The input parameters of the fuzzy along with their 

linguistic groups, namely, medium, long and short employed 

for arrival time, computation time and limit of the real-time 

tasks. Each and every task is allocated with the linguistic 

category for each parameter. The membership function 

distributions signifying the linguistic notion for fuzzy inputs 

and runtime priority were distinct. The fuzzy input parameters 

were defined by employing triangular membership functions 

as described as: 

1) Arrival time:  

TABLE I.  REPRESENTS LINGUISTIC CATEGORIES DEFINED FOR THE 

ARRIVAL TIME OF ALL TASKS 

Fuzzy Categories  Crisp input range 

Early 0-5 

Intermediate 0-10 

Late 5-10 

 
 

Fig. 3. Membership Function for Arrival Time 

 

2) Computation Time:  

TABLE II.  REPRESENTS LINGUISTIC CATEGORIES DEFINED FOR THE 

COMPUTATION TIME OF ALL TASKS 

Fuzzy Categories  Crisp input range 

Short 1-10 

Medium 1-20 

Long 10-20 

 

 

 
 

Fig. 4. Membership Function for Computation Time 

 

3) Deadline:  

TABLE III.  REPRESENTS LINGUISTIC CATEGORIES DEFINED FOR THE 

DEADLINE OF ALL TASKS 

Fuzzy Categories  Crisp input range 

Critical 1-25 

Normal 1-50 

Sufficient 25-50 
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Fig. 5. Membership function for deadline of all tasks 

4) Set-up Fuzzy Rule Base:  
The set-up a fuzzy rule base on the foundation of the 

number of linguistic categories defined for each of the input 
parameter.  Let q, w, n represent the number of linguistic 
categories defined for computation time, arrival time and 
deadline, then the fuzzy rule base will have 27 rules i.e.  (3 × 3 
× 3) rules of fuzzy logic. 

TABLE IV: FUZZY RULES 

 

 

 These fuzzy rules which have been created are attached 
with a standard fuzzy union in order to cumulate the 
membership functions of the three parameters attached with 
each task. Hence, we obtain 29 a crisp output value for each 
task. The crisp output value acts as a runtime priority for task 
allocation by virtual machines. When we apply these inputs 
with the membership function, we obtain the following values: 

i. The crisp input for arrival time = 5.0,  

The corresponding fuzzy outputs with membership values 
are; Early: 0.45 Intermediate: 0.56 Late: 0.78 

ii. The crisp input Computation time =7.0,  

The corresponding fuzzy outputs with membership values 
are;  

Short: 0.30  

Medium: 0.75  

Long: 0.00  

 

iii. When crisp input Deadline =25.0,  

The corresponding fuzzy outputs with membership values 
are;  

Critical: 0.00  

Normal: 1.00  

Sufficient: 0.00 

 

The results generated only four from these rules: 

i. If Arrival time is Early (5.0) AND Computation time is 
Short (0.45) AND Deadline is Normal (78.00), THEN 
Runtime priority is High.  

ii. If Arrival time is Early (0.25) AND Computation time is 
Medium (0.75) AND Deadline is Normal (1.00), THEN 
Runtime priority is Normal.  

iii. If Arrival time is Intermediate (0.8) AND Computation 
time is Short (0.30) AND Deadline is Normal (1.00), THEN 
Runtime priority is High.  

iv. If Arrival time is Intermediate (0.80) AND 
Computation time is Medium (0.75) AND Deadline is Normal 
(1.00), THEN Runtime priority is Normal.  

IV. EXPERIMENTAL RESULTS 

We employed Java based toolkits, namely, CloudSim and 
HDFS Simulator that has the difference purposes for 
simulation. We employed CloudSim for testing the proposed 
allocation algorithm and simulating of cloud computing 
environments and infrastructure while HDFS simulator 
employed for replication. The evaluation of the proposed 
framework takes place through simulating cloud in terms of a 
performance and availability. The following components were 
created: 

 The Namenode acts as metadata server. 

 Datanodes which acts as file servers in XML 
format residing in the Namenode which stores 
instances of copies. 

Various sizes of files employed are: 100 KB, 150 KB, 200 
KB, 300 KB, 500 KB, 800, 1 MB, 2 MB, 250KB. Ten file are 
uploaded employing single data dedupilcators. We were able 
to reduce to 85.75% and 94.20% of the processing time taken 
by one data deduplicator. As the number of files increases, we 
created four deduplicators which lessen the processing time. 

TABLE V : REPRESENTS LINGUISTIC CATEGORIES DEFINED FOR THE ARRIVAL 

TIME OF ALL TASKS 

Fuzzy Categories  Five (upload) Ten 

(upload) 

Five 

(update) 

Ten 

(update) 

10 86.75 91.87 43.78 76.13 

100 93.20 96.65 63.79 75.34 

1000 91.30 95.58 64.78 83.90 

10000 60.10 80.71 76.25 96.17 
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Fig. 6. Evaluation based on job completion time, where brown line 
signifies that the proposed algorithm completes faster 

In order to evaluate the proposed algorithm, we compared 
with four task scheduling algorithms, namely, MaxCover-
BalAssign(MB), Hadoop Default Scheduler(HDS), Delay 
Scheduling(DS).  It is evident that the proposed scheduling 
has faster job completion time. It was detected that the 
response time varies when the system load, this proved that 
the proposed algorithm have better performance at higher 
system load.. 

V. CONCLUSION AND FUTURE WORK 

The cloud infrastructure deals with several nodes which 
eventually lead to queueing of systems, where huge amount of 
servers displays inconsistency in terms of processing arrival 
and service time. Considering the potentially high number of 
servers in a cloud system, we propose a fuzzy scheduling 
algorithm which is efficient and easy-to-implement solution.  
The proposed framework is integration of a fuzzy scheduling 
scheme technique to enhance infrastructure performance of 
cloud. The technique of data deduplication employed for 
enhancement of efficiency in storage will be conferred in 
future work. 
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Abstract- Wireless spectrum is not properly utilized so for 

efficient usuage of the spectrum band and for mitigating the issue 

of spectrum scarcity cognitive radio network came into 

existence.For boosting the cooperative communication  among 

the users cooperative relay network come into the picture.In that 

direct ,opportunistic relay based and partial relay based 

communication came into the picture.Here secondary user act as 

a relay for forwarding the information from source to 

destination.Two paths are taken one is direct path and the other 

one is indirect path .on the basis of some parameters like 

Throughput,distance between the nodes,degree of 

competence,power allocation best path should be choosen among 

the different paths.This all done through a fuzzy logic design and 

relay based algorithm is also usedfor taking the fuzzy decision 

 

Keywords—Cognitive radio network(CRN),relay based 

algorithm,parametrs based decision using fuzzy inference 

system(FIS). 

  I. INTRODUCTION 

A smart wireless communication system which is well aware about 

its environment is none other than cognitive radio .According to the 

environment ,it changes its parameter like frequency 

range,modulation mode,and power at the transmitter etc.There are 4 

functions of Cognitive radio 

1.Spectrum sensing 

2.Spectrum decision 

3.Spectrum sharing 

4.Spectrum mobility 

Proper spectrum utilization is always a major concern in the wireless 

field .So for enhancing the spectrum utilization ,cooperative 

communication is now a days a hot topic for the wireless researchers 

.In earlier works of cooperative communication includes cooperative 

diversity on maximum ratio combining technique ,no. of cooperative 

protocols used at relay node like Amplitude &forward(AF) ,Decode 

and forward(DF) etc [1].To remove the noise at the intermediate 

stages DF protocol used .Cooperative communication used through 

the no. of relay node and we have to choose the best relay node out of 

them based on some parameters like throughput ,distance ,power and 

channel allocation [2].so by implementing the cooperative 

communication enhancing the SNR and also increase the efficiency 

of the system comparing the previous systems.study of basically three 

channels as Relay channel ,Direct channel ,Dual hop channel .when 

the spectrum range is present at all the cooperative nodes which are 

basically the relay nodes then the channel is called as a relay channel 

because it provides end to end communication also.if spectrum range 

is present at the source and destination node but absent at the relay 

then is known as  a direct channel as here directly acheived end to 

end communication.if one  spectrum range is present at the source 

and relay and one at the relay and destination node then it is known 

as  a dual hop channel. 

 

  II. RELATED WORKS 

 

Formulation of different power distribution schemes with the help of 

both Direct and relayed transmissions for the cognitive radio network 

[3]. Analysis of BER under Decode and Forward cognitive radio 

networks in the case of underlay. Cooperative relay channel are used 

to facilitate the end to end throughput in terms of Bandwidth and 

power parameters [4]. Using outdated channel state 

information(CSI),we visualize the secondary systems performance 

based upon a regression model.Consideration of  the hybrid underlay 

and overlay model so that throughput of the primary users (PU’s) 

increase by the use of idle Secondary users (SU’s) as a relays. Here  

focusing that using relay selection scheme,cooperative network 

performance should be increased .from that point ,interest towards 

relay is going to a higher extent[5]. 

 

         III.SYSTEM MODEL AND PROBLEM FORMULATION  

Consider a base network having a primary transmitter and a primary 

receiver and a direct link is formed between a primary transmitter and 

a primary receiver and a no. of secondary users which behaves as a 

relay node for forwarding a signal data from the primary transmitter 

to primary receiver[6].From all the relay node ,choose the best relay 

node based on distance ,throughput etc.Various relay/cooperative 

protocols used in it like AF and DF[7].Considering the parameter of 

distance from transmitter to relay and from relay to receiver like in 

the diagram. 

 
  Fig1.Relay Model 

 
Three distance path is considered 

1.D1 D2[Ptx-R3-Prx] 

2.D3 D6[Ptx-R1-Prx] 

3.D5 D6[Ptx-R2-Prx] 
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Based on the reliable distance values from the receiver link that 

distance values would be considered using one of the fuzzy input 

.first of all a base network is designed in which all the three 

secondary users are shown which act as a relay .Three relays are 

there ,based on some parameters relay worked. Different distance are 

taken from Source to destination via relay. Decision are made based 

upon the different values of distance[8]. 

 
Fig2 is the base network consisting of the nodes location  

 

 
         Fig3 is calculating the distance between the nodes 

 

F ig2 shows the three secondary nodes ,it is the base network 

and fig3 shows the distance from the secondary nodes to each 

other[12].Now this distance parameter and degree of relevance 

which actually defines the strength of each rule are the two 

inputs in the fuzzy through fuzzy inference system(FIS) as 

shown below. 

 
SNR for Direct path is calculated that is from the source to the 

destination.Direct path SNR is then compared with the relayed path 

SNR value and on the basis of that best relay is selected. 
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      Fig4. Distance and Degree of Relevance as the two inputs     

              in the fuzzy 

 

 Through this figure ,distance is being one of the parameter for 

depicting the priority at different values of distance through Fuzzy 

logic[13].So based on the values of distance,membership functions is 

designed of input 1.We formulated a Degree of Membership 

functions of input distance directing from low value to high ,by 

giving priority to the low value then to the medium value at last to the 

high values.    

 
 Fig5  Degree of Membership Function of Input 1 

 

 
 Fig6  Degree of membership function of input 2 

 

 
This figure below shows the  Degree of membership function 

basically defines a priority for the different inputs. 

    

 
   Fig7.Relay Grading Model using Fuzzy 

 
On the basis of Fuzzy Logic Design selection of best relay is to be 

selected[9]. Degree of relevance and distance are the input parameter 

in the fuzzy logic controller on the basis of these two parameters 

Ranking /grading is provided to the relays and out of which best relay 

is selected,for this we have to use the algorithm also as stated below. 

 
Step1.Start with k=0 

Step2.Increment k=k+1 

Step3.Design fuzzy parameter for the kth relay  

Step4.Degree of relevance should be considered 

Step5.If k=N then go to step 6 else go to step 2 

Step6.Compare degree of relevance and select it having good degree 

of relevance.  

 

IV.SIMULATION RESULTS 
Random Deployment of nodes occur in which one is act as a source 

while the other one is act as a destination and rest of the nodes are the 

relay nodes [10]. 

 

 

 

 

 

 
 

                     Fig 8.Random Deployment of nodes 
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     Fig 9. Degree of Membership Function of X2 

 

This above figure shows that the Throughput is increasing with the 

power level by using Fuzzy logic design. This is what the end to end 

throughput from the source to a destination via relay. Rho is defined 

as  the power spectral efficiency .It basically defined the spectrum 

efficiency of the nodes. 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
        Fig 10  Amount of information bits verses power 

 
Above figure shows that how the amount of information bits increase 

with power in case of fuzzy[11].Above figure shows that how the 

throughput is increasing with the increase of the power in case of 

fuzzy logic design as compared to opportunistic and random 

deployment of nodes. Green color line shows the amount of 

information bits is increasing means capacity of the relay nodes are 

increasing with the increase in the power level in case of using Fuzzy 

logic design. 

 

 

 

                      

 

 

 

 

 

 

 

 
 

Fig 11 Steep Curve of amount of information varied with the power 

This Figure depicts the Amount of information variation with the 

power .With the increase of power ,capacity of channel also varies 

linearly with the power variation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 12 PWM output 

This above figure depicts the PWM wave generation. This PWM 

wave generation basically tells about the switching mode of the 

application that when the relay is on and when it is off. 

 

 
 

 

 

 

 

 

 

 

  

 

                                Fig 13 BER vs SNR  
 

This figure depicts the BER verses SNR(dB).With increase in the 

SNR there is a decrease in the BER .Error probability decreases with 

the improvement in the SNR. 
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        V. CONCLUSION AND FUTURE SCOPE 

 
Simulation results that contain the Fuzzy logic based decision takes 

place based on some parameters Like Throughput, Amount of 

information bits ,Distance ,Power etc.On the basis of these 

parameters decision should be takes place and best relay path should 

be choosen among the N relay users. Meanwhile we compare the 

opportunistic, random and fuzzy distribution and analyze how the 

throughput ,amount of information bits varies in all the 3 cases. We 

generalize then BER vs SNR .we calculated the distance among the 

users. In fuzzy we built Rule set of X1 and X2 inputs and according 

to that labels have been assigned to the Y output. We generalize the 

3D view also by analyzing the surface view structure .This surface 

view helps in giving the 3 D view when more than two inputs are 

given in the picture. For all this to occur we have taken the OFDM 

QPSK signal in the original and PWM (Pulse Width Modulation) 

signal as the input signal. We also analyze the network lifetime(LN) 

of the nodes which specify the increment in the nodes lifetime with 

the increase in power in case of random deployment of nodes[14]. 

In future, this work can be extended by determining  the secrecy 

constraints  parameters in proposed relay selection schemes.While 

Multihop with Multi user Cooperation with additional cooperation 

may enhance the performance of the system and Code rate is also 

expected to be increase[16].We can also make the secondary user as a 

relay in reconfigurable mode.We can also enhance the network by 

using multiple nodes as a relay in the network.Different channel 

models should be combined or collaborated in the fashion to increase 

the efficiency of the network.We can also implement threshold 

constraint on throughput parameter also[15]. 
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Abstract— With rapid industrial development and 

flourishing population, power demand is increasing 

rapidly. UHV power line is one of the ways to meet this 

increasing demand. 1200kv UHV transmission line, is 

India's forthcoming project to tackle this situation. Right 

Of Way (ROW) is one of the major concerns with 

transmission lines. An electric field is one parameter to 

define ROW. In this paper, electric field of three 

configurations of the 1200kv line is calculated by the Finite 

Element Method. FEM is used to solve partial differential 

equations. Calculations have been done by taking a case 

with the minimum ground distance of conductors of lines. 

Plotted results are compared with ICNIRP standards and 

safety limits defined. Biological effects of electric field on 

people, animals, and plants are also discussed. 

Keywords—Biological Effects, Electric field, Finite 

Element Method (FEM), International commission on non-

ionizing radiation protection (ICNIRP), Right Of Way 

(ROW). 

I. INTRODUCTION 

 To limit the Right Of Way with bulk amount of power 

transfer over long distances, countries need to incite the ultra-

high voltage transmission system. Russia has 1200kv 

transmission line which operates at 1150kv up to few years 

since then it is operating at 500kv level. China has initiated the 

project of commissioning of 1000kv UHVAC transmission 

line [1]. 

  In India major power transmission systems operates in 

220kv and 400kv voltage level. To meet increasing power 

demand, India adopted 1200kv UHVAC transmission network 

which is under implementation. 1200kv test station is 

established at Bina, Madhya Pradesh. The first 1200kv test  

line is installed between Wardha to Aurangabad having length 

of 382km [2].  

 Many parameters need to be taken care with higher 

voltage level as its affects human beings. One of them is an 

electric field. ICNIRP is one of the standards which specify a 

limit of the electric field for occupational and general public, 

which helps to define ROW [3] [4].
 

  In this paper, electric field produced due to the 1200kv 

transmission line is evaluated by Finite Element Method. An 

electric field is calculated at ground surface and above ground 

surface up to several meters of height. From these results right 

of way is defined for transmission line. Biological Effects of 

excess electric field on living beings, animals and plants also 

discussed [4] [6].  

 

II. LINE PARAMETERS 

A design specification of 1200kv transmission lines is given in 

table.1. In this paper, three configurations of a line have been 

discussed, which are single circuit horizontal configuration, 

single circuit delta configuration, and double circuit vertical 

configuration [5]. In table 1, R represents radius of bundle 

conductors. For evaluation of electric field bundle conductor 

can be represent as in single conductor with equivalent radius 

as given in (1). 

TABLE I. LINE PARAMETERS 

N

eq
R

Nr
Rr

1









                             (1) 

                                           518.0  m 

Description Notation Value Units 

Number of sub-conductors 

in a bundle 

N 8 Nos. 

Bundle Radius R 0.60 m 

Sub conductor spacing B 0.46 m 

Diameter of sub-conductor d 4.63 cm 

Conductor height above 

ground at a tower
 

H 37 m 

Conductor height above 

ground at mid span
 

Hm 24.3 m 

Phase spacing S 27 m 

Bundle conductor type Bersimis/moose 
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Fig.1. S/C horizontal configuration 

  
Fig.2. S/C delta configuration 

 
Fig.3. D/C vertical configuration 

 

III. ELECTRIC FIELD CALCULATION 

The Finite Element Method is used to calculate electric 

field distribution at the ground surface and above the ground 

surface up to 10-meter height [6]. In this study, one 

assumption is made that ground surface is flat. As per Gauss 

law relation between electric field and voltage is given as in 

(2) [7]-[8]. 

 

                                             VE                                 (1) 

 

Electric flux density correlates with charge density and 

electric flux density correlate with the electric field as given in 

(2) and (3) respectively.
 

                                          QD                                (2) 

                                         ED                                     (3) 

 

By substituting (1) and (2) in (3) final relation between 

voltage and charge density given as (4). 

        Q
y

V

yx

V

x


































                   (4)  

  

   Here, E stands for Electric field intensity V/m 

         V stands for voltage Volt 

         D stands for electric flux density C/m
2 

 

          stands for permittivity of medium F/m 

         Q stands for volume charge density C/m
3
  

Overall procedure of Finite Element Analysis can be 

explained in four steps. 

 

A.  Domain Discretization 

 

  The first step of FEA is to divide the domain into a 

number of two-dimensional elements. In this problem, domain 

is divided into triangular elements with a quadratic shape. So 

each element has six nodes. A triangular element is shown in 

the fig.4 [7]-[8].
 

                          
Fig.4. Quadratic type triangular element 

 

  Each node is associated with two label numbers, one local 

number which represents its location within that element and 

second number is called the global number to represent the 

location of a node in a domain. Voltage equation at a node can 

be given as in (5). 

       
2

111

2

111),( 11
fyyexdxcybxaA yx           (5) 

 

In (5) a, b, c, d, e and f are unknown constants. Voltage at 

all six nodes can represent in same manner. One common 
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equation in matrix form can be represent. By simple matrix 

inversion, six constants can be representing in form of voltage 

and location point of node terms. Final equation for voltage at 

any (x, y) point in a particular element can be formed as (6). 

                                



6

1

),(

i

iyxi VNV                                 (6)

 

 

B. Formulation of a system of equations
 

 

Ritz method is used to formulate functional equations. 

Functional equations for eth element can be written as (7). It is 

a simple surface integration within the area of an element. V 

stands for voltage at nodes in an eth element. Q represents 

charge density in an eth element. Here, omega sign represents 

two dimensional problem [7]-[8]. 
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In (7) voltage is differentiating w.r.t. x and y. substituting 

(6) into (7), functional equation for eth element can be 

transformed into matrix form where the voltage at six nodes 

are used. Differentiation of functional equation w.r.t. a voltage 

at any node equals to zero. Expanding this differentiation with 

all node voltages. An expanded equation can be written as in 

(8). In (8) M is representing total numbers of nodes in domain 

of the system. 
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In a simplified manner, these equations can be represented 

in matrix form as in (9) [9].  
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Where K and B terms of matrices stand for,
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In (9) terms of matrix V are unknown which can be found 

by matrices K and B. 

 

 

C. Incorporation of boundary condition 

 

Two types of boundary conditions have been used. One is 

Dirichlet condition and second is Neumann condition. At 

ground and conductor surfaces, Dirichlet condition is applied. 

Neumann condition is applied at an exterior boundary to 

bound air medium [7]-[8].
 

 

Dirichlet conditions: 
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Neumann condition: 
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D. Continuity conditions 

 

In the domain of 1200kv power line conductors and air 

medium have different permittivity value, so at conductor 

surface two different types of material are interfaced which 

produces discontinuity. So at boundary interface some 

continuity conditions needs to be satisfied [7]-[8]. 

 
Fig.5. Two boundary interface 

 

Fig.5 shows interface boundary interface of aluminum and 

air medium. So continuity conditions at interface given as in 

(19) and (20). 
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IV. IMPLEMENTATION IN COMSOL MULTIPHYSICS 

 

For Analysis COMSOL Multiphysics software is used. 

First rectangle is drawn with 300 meter height and 600 meter 

width to represent air medium. Reason behind take that much 

long dimensions are to generate more practical case as in real 

case air medium cannot be bound in any dimension. In air 

medium three circles are drawn with radius of 0.518 meter, 

each circle is distanced with 27 meters. Three circles are 

representing R, Y and B phase cross sectional conductors 

respectively [10]. 

Electric field is to be calculated at ground surface and 

above ground surface with height 2m, 4m, 6m, 8m and 10m. 

For that 5 lines are drawn with 2 meter vertical distances. 

Final geometry in COMSOL Multiphysics is shown in fig.6. 

Aluminum material property is assign to three conductors and 

air medium property is assign to whole rectangular area except 

three conductors. 

Ground surface representing as in red line in fig.6, has 

been applied Dirichlet condition as in (15). Conductor surfaces 

of R, Y and B phase also have been applied Dirichlet 

conditions as in (16), (17) and (18) respectively. At blue line 

boundaries representing in fig.6, Neumann condition is 

applied as in (19). Neumann condition represents that zero 

change in electric flux density in normal vector direction of 

boundary.  

 

 
 

Fig.6. Geometry of S/C horizontal configuration 1200kV 

transmission line 

 

  COMSOL provides feature to decide element size as your 

analysis area to get higher accuracy with lesser computation 

time and  less RAM of device The results are need to be 

obtained at ground surface and some meters above from 

ground surface up to 10 meters. Here, results are evaluated at 

six equidistance lines from ground surface to height of 10 

meters from ground surface, so small sized elements are 

constructed with 1 meter maximum element size as shown in 

fig.7, element size within conductors is 20 mm and in 

remaining area coarser type elements are formed. 

Final geometry with construction of elements in whole 

domain is called as mesh domain. Mesh domain of S/C 

horizontal configuration of 1200kV line is shown in fig.8. 

Similarly model of S/C delta configuration and D/C vertical 

configuration of 1200kV UHV transmission line can be 

implementing in COMSOL Multiphysics [10]. 

 

  
 

Fig. 7. Discretization of domain with different element sizes. 

  

V. RESULTS 

 

An electric field is calculated and plotted for three 

configurations of a 1200kV transmission line; electric field 

plot is carried out for up to some distance from reference point 

on ground surface. It is repeated for various heights from the 

ground, ground surface and 2m, 4m, 6m, 8m and 10m above 

from the ground surface. The analysis is performed by 

considering the minimum height of conductors in a span. 
 

 

 
 

Fig.8. Mesh domain of S/C horizontal configuration 

 

In fig.8. S/C horizontal configuration domain is 

discriminated into triangular elements. Similarly, fig.10. and 
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fig.12. shows mesh domain of D/C horizontal configuration 

and S/C delta configuration respectively. In fig.9. electric field 

is plotted for 70 meters from reference point in both 

directions. Maximum electric field for at 10 meter height 

above ground surface is 13,370 V/m at 27 meters from 

reference point. Within 52.25 meters from reference point 

electric field above 5000 V/m. So, ROW for S/C horizontal 

configuration is 104.5 meters. 

 

 
 

Fig.9. Electric field distribution for S/C horizontal 

configuration 

 

 
 

Fig.10. Mesh domain of D/C horizontal configuration 

 

In fig.11. electric field is plotted for 50 meters from reference 

point in both directions. Maximum electric field for at 10 

meter height above ground surface is 12,810.65 V/m at 25 

meters from reference point. Within 46.04 meters from 

reference point electric field above 5000 V/m. So, ROW for 

S/C horizontal configuration is 92.1 meters. In fig.13. electric 

field is plotted for 50 meters from reference point in both 

directions. Maximum electric field for at 10 meter height 

above ground surface is 12,218.23 V/m at reference point. 

Within 19.45 meters from reference point electric field above 

5000 V/m. So, ROW for S/C horizontal configuration is 39 

meters. From fig.9. and fig. 11 it can show that, there is a dip 

in electric field at reference point due to partial cancellation of 

3 phase fields [11]. 

 
 

Fig.11. Electric field distribution for D/C vertical 

configuration 

 

 
 

Fig.12. Mesh domain of S/C delta configuration 

 

 
 

Fig.13. Electric field distribution for S/C delta configuration 

VI. IMPORTANCE WITH ICNIRP GUIDELINES 
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International Commission on non-ionizing radiation 

protection had approved the exposure limit of 50Hz based on 

electric field is shown as in table 2 [4]-[12].
  

 

TABLE 2. ICNIRP GUIDELINES 

 

 

 

    

  

From the results of three configurations, a region can be 

defined where electric field is excessing the safety limits. Due 

to excess electric field exposure many adverse effects may 

happens like cardiovascular disorders and neurodegenerative 

disorders [4]. 

VII. CONCLUSION 

  Application of Finite Element Method to evaluate an electric 

field of 1200kv transmission line is explained. From electric 

field of 1200kv transmission line, Right of way of line is 

defined. Here three configurations have been taken for 

analysis; results of lines are compared with international 

standards for safe limits of electric field for public. 

Calculation is taken at ground surface and several meters of 

height from ground surface like 2m, 4m 6m, 8m, and 10m. 

This paper highlights the application of FEM and COMSOL 

Multiphysics in analysis of electrical field. 
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Abstract—This study presents comparison between two dif-
ferent control techniques for PFC converters with less total
harmonic distortion (THD). The PR current controller provides
the gain at resonant frequency & eliminates steady state error.
On other hand, PI controller has less disturbance rejection
capability in high frequency range. Hence PR controllers can
be applied to PFC converters to obtain extended DC-link voltage
with enhanced power quality at input. Here, Cuk converter is
introduced for power quality improvement and it’s operation is
described in three modes with corresponding waveforms. The
simulation study of Cuk converter with PI controller & PR
controller is carried out and comparative analysis of these two
techniques is presented.

Index Terms—power-factor correction, THD, power quality,
PR controller, Cuk converter.

I. INTRODUCTION

The rapid changes in world energy scenario encouraged
design, development & control of power electronic converters
with enhanced power factor. The PFC converters are often
employed to obtain enhanced power factor and these can
generate balanced DC-link voltage. The combination of buck
& boost converters is selected, as operation in both modes
can be obtained. The buck-boost converters is a combination
of diode bridge rectifier with DC-DC converter [1], [2]. The
Cuk converter is implemented here which is a single switch
based converter & results in decreased torque & current ripple,
approximately UPF and low harmonic distortion at AC mains.

Due to increased applications of AC-DC converters, they
are evolved in single-stage with lower number of components
& high efficiency to improve power quality & also considered
as better option for flexible operation of system. The operation
of PFC converters is studied in two modes, that is, continuous
conduction mode (CCM) & discontinuous conduction mode
(DCM). As switch suffers hard switching because of con-
tinuous inductor current, CCM is nominated for medium &
high power applications while restricts DCM for low power
applications. On control part, three sensors are required to
operate in CCM while a DCM only requires single voltage
sensor [3].

The selection of control scheme includes appropriate con-
sideration between cost, complexity & waveform quality re-
quired to meet standards of power quality in low voltage
applications. The simple proportional integral controllers have
some limitations such as presence of steady-state error in
stationary frame even though they are easy to implement [4]–
[6]. Overcoming the drawbacks of PI controller & achieving
equivalent frequency response characteristics as synchronous
frame PI controller, PR controller is introduced to track
reference current in stationary frame. This paper evaluates
performance of PI controller, identifies limitation & presents
PR controller as best selection to overcome the drawbacks
of conventional PI controller [7]. The current controller put
remarkable effect on quality of source current of converter &
hence it has more importance to the fact that controller should
provide best quality sinusoidal input source current with less
distortion to neglect harmonics [8], [9].

To avoid adverse effect on power quality, several standards
are made for THD and it is limited under permissible value
by IEC 61000-3-2 standards. [10].

II. OVERVIEW OF OPERATION OF CUK CONVERTER

Cuk converter is a special type of DC-DC converter or it is
a cascaded combination of boost converter followed by buck
converter with capacitive energy transfer.

Fig. 1. Equivalent circuit diagram for Cuk converter

The Cuk converter works in both buck & boost mode. The
operation of Cuk converter in DCM is studied in this section
[11], [12].
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Fig. 2. Operation of Cuk converter when (a) Switch is on, (b) Switch is off, (c) Freewheeling period, (d) Related voltage & current waveforms

Fig. 1 shows equivalent Cuk converter which provides
enhanced power quality at input side & precisely regulated
DC output. It is known as ideal current shaper as input current
shaping is inherent & DC output voltage controller decides
duty cycle.

The complete switching cycle of converter is described in
three different modes given in fig. 2 [13].

A. Mode I (t1 − t2 ) :

In this, switch is on (fig. 2a) in which energy from source
(vs) is transferred to input side inductor. The capacitor (C1)
discharges & energy is transferred to output side inductor
(Lo). The input side inductor is used for continuous current
conduction & short-circuit path is provided for capacitor
current.

B. Mode II (t2 − t3 ) :

Fig. 2b shows second mode in which switch is turned-
off & diode starts conducting. The intermediate capacitor
absorbs the energy stored in input inductor (Li) & output
side inductor transfers it to output capacitor. The zero output
inductor current is takes place at end of this mode.

C. Mode III (t3 − t4 ) :

The switch remains off in third mode as shown in fig. 2c
and small current freewheels through output side inductor.

III. CONTROL IMPLEMENTATION

The closed-loop control of DC-DC converters is essential
to maintain power quality at AC mains during transient in ad-
dition with steady-state operation. Here, two control schemes
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Fig. 3. Circuit diagram of PFC Cuk converter with conventional control scheme

Fig. 4. Proposed control scheme for PFC Cuk converter

are reported to meet this requirement [14]. The proportional
controller is chosen as inner loop controller to make system
response faster. The implementation of conventional PI con-
troller & proposed PR controller are discussed in this section.
The PI controller does not track reference current in absence
of steady-state error, hence proportional resonant controller is
employed which introduces gain at resonant frequency & null
gain at other frequencies.

A. PI implementation for Cuk converter

The Cuk converter with conventional PI implementation is
as in fig. 3 in which DBR is used to provide rectified DC
output as input to LC filter [15]. It keeps switching harmonics
under control and puts limit on it from entering to system.
The switching signal is generated by sinusoidal PWM method
where DC-link output voltage is compared with reference
voltage & obtained error signal provided to proportinal in-
tegral controller. The saw tooth carrier frequency of 20kHz
is compared with PI controller output which generates PWM
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signal. Both the signals are compared in PWM pulse generator
to get switching pulses. This is most commonly used control
method.

B. PR implementation for Cuk converter

Fig. 4 shows proposed control scheme of Cuk converter
with PR controller. The principle of PR controller depends
upon second order generalized integrator concept. The internal
model control is applied to derive TF of PR controller, given
as (1) for ideal PR controller in fundamental frequency. To
avoid stability issues associated with this, the non-ideal PR
controller is implemented as (2) by adding damping, where
ωc can be extended to control bandwidth. A value of ωc is
between 5-15 rad/s. The Kp is proportional gain to determine
dynamics of system and tuned in conventional way while Ki is
integral gain. The higher value of Ki is selected for the higher
capability of PR controller to track the current reference [16].

GPR(s) = Kp +
2Kis

S2 + ω2
(1)

GPR(s) = Kp +
2Kiωcs

s2 + 2ωcs+ ω2
(2)

Fig. 5. PR controller implementation

The implementation of proportional resonant controller is
shown in fig.5 where upper feedback path can be removed
to obtain (2). Also, the system stability has great significance
to make sure that controller is working within its stability
region. The major part in stability analysis of controller having
importance are gain margin & phase margin. The unstable
point for gain margin is at 0dB while that for phase margin is
at -1800 [17].

The frequency response of (2) with Kp = 15, Ki = 400
and cut-off resonant frequency, ωc = 10rad/s is given in
fig. 6, where resonant peak has finite gain of 50 dB. The
resonant term itself in proportional resonant controller exhibits
an infinite gain at AC frequency & no phase shift for remaining
frequencies. The study demonstrates that, higher the gain &
phase margin better is the stability of system. The infinite
gain margin means, the system at no time becomes unstable in
future, even for the continuous increase in gain. This resonant
peak can eliminate the voltage tracking error. The frequency
response changes as the values of Kp, Ki or ωc changes [18].

Fig. 6. Frequency response of non-ideal PR controller

IV. SIMULATION RESULTS

The behaviour of both control schemes are investigated
using MATLAB/Simulink with various system parameters.
The selection of components for this converter is necessary to
obtain enhanced power quality & DC output. The simulations
are performed with 220 Volts, 50 Hz supply voltage having
100 ohm resistive load. The converter circuit & controller
parameters are listed in Table-I.

TABLE I
SYSTEM PARAMETERS

Sr. No. Symbol Parameter Value
1 vs Supply voltage 220V
2 Lf Filter inductance 4mH
3 Cf Filter capacitance 330nF
4 fs Switching frequency 20kHz
5 Li Input inductor 5mH
6 C1 Inter-mediate capacitor 660nF
7 Lo Output inductor 400µH
8 Cd3 DC-link capacitor 2200µF

The converter has been studied with both the controllers
viz., PI controller & PR controller and results are presented
in fig. 7 & fig. 8 for DC output voltage. It can be illustrated
from fig. 7 that output voltage have some oscillations for some
time for PI controller but it comes out to be smooth curve as
in fig. 8 using PR controller. It is very clear from the above
results that PR controller gives ripple free output voltage.

As per above discussion for power quality improvement, the
THD should be under permissible limit given in IEC 61300-
3-2 standards. Fig. 9 & fig. 10 shows, FFT analysis for source
current THD of converter for both control implementation.
The total harmonic distortion of converter source current is
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Fig. 7. Output voltage of controller with PI controller

Fig. 8. Output voltage of controller with PR controller

Fig. 9. FFT analysis of source current with PI controller

Fig. 10. FFT analysis of source current with PR controller

1.73% with conventional PI controller while it is 0.74% with
PR controller. The results are graphically presented in fig.
11, PI controller curve shows that THD goes on decreasing
upto the point where input voltage becomes equal to the
reference voltage while for PR controller it decreases gradually
for increasing reference voltage. Hence use of PR controller
offers best power quality as compare to PI controller for Cuk
converter.

Fig. 11. Comparison for THD simulation results of Cuk converter with PI
controller & PR controller

V. CONCLUSION

The suitability of PR controller for closed loop control of
Cuk converter is discussed in this paper. The converter can
be considered as suitable topology for many applications. The
simplicity in implementing the current controller is advanced
by use of PR controller and also current tracking capability
is ensured. The theoretical analysis shows that proportional
resonant controller has advantages as compared to proportional
integral controller & it enables control system to adopt higher
performance. It also shows that PR controller gives good
transient response. The source current THD is less for PR
controller as compared to PI controller.
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Abstract—This paper proposes an efficient and novel approach
for non-invasive diagnosis of Chronic Kidney Disease (CKD).
A novel sensing module for CKD diagnosis is designed and
developed in the proposed work. The concentration of urea
in the saliva sample is measured for detecting the disease. A
Convolutional Neural Network-Support Vector Machine (CNN-
SVM) hybrid deep learning model is implemented for making
predictions by extracting and classifying the features from the
sensor response. Experiments are conducted to test the proposed
model with real-time samples and to compare its performance
with conventional CNN. The experimental results indicate that
the proposed model outperforms traditional data classification
techniques. The proposed hybrid model achieved a prediction
accuracy of 96.59%.

Index Terms—Ammonia sensor, Chronic kidney disease, Con-
volutional neural network, Deep learning, Support vector ma-
chine.

I. INTRODUCTION
Commonly, the blood test is used for the diagnosis of kidney

disease. A blood test for CKD diagnosis will measure the urea
or creatinine levels in the serum [1], [2]. Urea and creatinine
levels in the serum will be elevated when the kidneys are not
functioning adequately. Since blood extraction is an invasive
technique, it will obviously cause pain and discomfort to
the patients. Non-invasive and minimally invasive disease
detection methods are gaining importance nowadays. Saliva
is gaining popularity as an effective bio-fluid in the diagnosis
of diseases. Recent studies have shown a positive correlation
between urea and creatinine values in the saliva and serum
[3], [4]. The results of these studies show that it is possible
to detect CKD by monitoring the salivary urea or creatinine
levels [5]. Saliva-based disease diagnosis is advantageous as
it is easily available, and it can be collected non-invasively,
using simple equipment.

In our pilot study, salivary urea is monitored to detect
kidney disease. There are several methods available to measure
salivary urea concentration clinically. However, for an end-
to-end real-time detection application, the clinical detection
techniques wont be suitable. In this work, we describe a novel
method to monitor salivary urea levels. We have followed the
enzymatic reaction which transforms the urea in saliva into
ammonia gas. A sensing module is developed for carrying out
this enzymatic reaction, and to measure the ammonia gas. The
amount of ammonia gas produced will be proportional to the
urea concentration.

Furthermore, in this work, we present a novel CNN-SVM
hybrid network algorithm for automatically analyzing the
sensor response to make predictions. The CNN network is
commonly used in image and video recognition, language
processing and in recommender systems [6]–[8]. The reason
for choosing CNN network is because of its ability to extract
the target features from the sensor response automatically.
As SVM is more accurate in classifying the samples, it is
used along with the CNN network in the proposed network
[9], [10]. Although CNN is designed to process pixel data,
it can also be used to process signals in 1-dimension (1-D).
More recent works have attempted to use CNN for analyzing
1-D signals [11]–[14]. The 1-D CNN version of the CNN
algorithm was first introduced for analyzing ECG signals by
Kiranyaz et al. [11]. They have employed the CNN network
for real-time classification of ECG signals. Recently Lekha et
al. [12] developed a novel 1-D CNN architecture for detecting
and classifying diabetes non-invasively. Ince et al. [13] have
employed the 1-D CNN algorithm for detecting faults in the
motors. Further, a study conducted by Acharya et al. [14]
demonstrated the use of 1-D CNN for automated detection
and classification of seizure using EEG signals. These papers
in the literature suggest that the CNN network can be modified
and applied for analyzing 1-D signals. As the sensor response
in our study is a 1-D signal, the proposed hybrid model is
designed to analyze 1-D signals.

The rest of this paper is structured as follows: Section II
gives an overview of the proposed hybrid model. The method-
ology of the work is explained in section III. The experimental
results and performance of the proposed approach is presented
in section IV. Finally, the conclusion of the study is reported
in section V.

II. CNN-SVM DEEP LEARNING MODEL

CNN network is a class of deep artificial neural network.
The artificial neural network is derived from the design of
the biological neural network. The key part of the artificial
neural network is the artificial neurons. The neuron model
involves multiplication, summation and activation functions.
All inputs will be multiplied with the corresponding weight.
The summation function sums up all the weighted input and
bias, and the added inputs will be passed through an activation
function to produce the output. A CNN deep learning network
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Fig. 1: Block representation of the overall system

consists of convolution layers and fully connected layers as in
the multilayer neural network [15], [16]. The fully connected
layer makes the final predictions.

The convolution layer performs convolution and subsam-
pling operations. First, it convolves the kernel and the input
signal. Then, it performs subsampling operation to reduce the
signal dimension. These two operations are repeated for get-
ting the reduced feature map from the signal. The convolution
operation can be mathematically represented as:

F (n) = z(n) ∗ k(n) (1)

Fi(n) = z(n)k(1) + z(n− 1)k(2) + ...+ z(0)k(n) (2)

where z and k represents the input signal and kernel filter.
After the convolution operation, a subsampling operation

is performed on the convoluted signal. This will reduce the
dimension of the feature set. A max-pooling subsampling
operation is applied in the proposed work [17]. The max-
pooling technique will divide the feature maps into multiple
segments and will extract the maximum value from each
segment. The maximum value is obtained as:

Fi =Max(F ∗
i ) (3)

where Fi is the subsampled feature set.
The conventional CNN is incorporated with fully connected

Multilayer Perceptron (MLP), which performs the classifi-
cation task [18], [19]. In the proposed network, a more
efficient SVM classifier is used instead of MLP. SVM is a
better classifier compared to MLP, and it can provide better
classification accuracy. The SVM classification function is
given by:

F (x) = ziw − bi (4)

where zi represents the input to the classifier, w is the weight
vector and bi is the bias.

The input data is classified with respect to the defined
maximum-margin hyper-plane based on the conditions:

ziw + bi > 0, Ci = 1 (5)

ziw + bi < 0, Ci = −1 (6)

where Ci represents the class label.
The margin is represented as:

margin =
1

‖ w ‖
(7)

The training issue in the SVM classifier is considered as an
optimization problem. For classifier optimization, the hyper-
plane is estimated by reducing ‖w‖. Minimizing the value of
‖w‖ will increase the margin. For solving the optimization
problem, the Lagrange multiplier is adopted. This is defined
as:

L(w, bi, α) =
w2

2
−

n∑
i=1

αiCiziw+ bi

n∑
i=1

αiCi +

n∑
i=1

αi (8)

where α symbolizes the Lagrange multiplier.
Once the optimum Lagrange multiplier α∗

i is obtained, the
optimal weight vector can be computed by:

w∗ =

n∑
i=1

α∗
iCizi (9)

The bias is updated as:

b∗ = 1− w∗zi (10)

The hyper-plane classification function in SVM classifier is:

F (x) =

n∑
i=1

αiCi(zi, z)− bi (11)

When the training data is not linearly separable, then
the optimization problem will not have a solution. In this
case, the slack variables are introduced which identifies the
misclassification rate. The optimization problem, in this case,
is defined as:

minimize Q(w, bi, ξ) =
1

2
‖ w ‖2 +C

n∑
i=1

ξ (12)

Here C symbolizes the regularization parameter which de-
cides the balance between the training error and the margin
size. For classifying complex data set, appropriate kernel
functions are applied for transforming the data set. The clas-
sification function with kernel function will be:

F (x) =

n∑
i=1

αiCiK(zi, z) + bi (13)

where K represents the kernel function.

III. MATERIALS AND METHODS

A. Saliva Collection and Testing

For experimentation, we have collected saliva samples from
98 participants. This includes 48 CKD patients with Glomeru-
lar filtration rate (GFR) less than 90 mL/min, and 50 healthy
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Fig. 2: Analog voltage response of the gas sensor for a test
sample

individuals with GFR more than 90 mL/min [20]. We have
collected 2ml of the sample in a sterile graduated test tube.
The experimental analysis is carried out in accordance with
the ethical guidelines of the Declaration of Helsinki.

The experimental testing is done with a novel detection
method. The block representation of the overall system is
illustrated in Fig. 1. The block diagram consists of a gas
sensing apparatus chamber, an Arduino controller processor
board and an MQ-137 ammonia gas sensor which is placed
inside the gas chamber. Urea in the saliva sample is first
transformed to ammonia using the traditional urea hydrolysis
process [21], [22]. This conversion process involves urease
enzyme which is responsible for urea conversion. Urease
enzyme is placed inside the apparatus chamber in a small
beaker. The saliva sample is dropped to this urease enzyme
breaker through the inlet valve of the chamber. This enzymatic
reaction produces ammonia gas. The MQ series ammonia
sensor then measures the produced ammonia gas [23], [24].
The ammonia gas generated will be proportional to the urea
concentration in the sample. In this conversion process, some
amount of ammonia will be converted to ammonium ions as
the testing sample here is a liquid. These ammonium ions
can be converted to ammonia gas by increasing the pH of the
solution. This can be done by adding a small amount of NaOH
to the mixture. Output response from the gas sensor is received
using the Arduino controller board. Sensor programming of the
analysis is written in Matlab. The sensor reading is collected
and recorded for 500 samples. Fig. 2 shows the analog voltage
response of the gas sensor for a test sample in Matlab software.
The snapshot of the sensing module is shown in Fig. 3.

B. Feature Extraction and Classification

The features are extracted and classified using the proposed
CNN-SVM hybrid network. CNN performs the feature extrac-
tion operation and SVM performs the classification task. The
analog voltage signal from the sensor is first convoluted with
the kernel. A Gaussian kernel is used in our analysis [12]. The

Fig. 3: Photograph of the sensing module

TABLE I: PERFORMANCE COMPARISON TABLE

Performance Parameters Conventional
CNN

Proposed
Model

Accuracy (in %) 94.97 96.59
Sensitivity (in %) 93.33 94.59
Specificity (in %) 96.15 98.03
Precision 0.945 0.972
False Positive Rate (FPR) 0.038 0.019
False Negative Rate (FNR) 0.066 0.054
Negative Predictive Value (NPV) 0.952 0.961
False Discovery Rate (FDR) 0.054 0.027
F1 Score 0.939 0.958
Matthews Correlation Coefficient
(MCC)

0.896 0.93

convolution of input and kernel will produce the convoluted
signal:

Fi(n) =

x∑
i=−x

z(i+ 1)k(y − i+ 1) (14)

where x represents the length of the input signal z and y
represents the length of the kernel k.

The convolution operation is followed by max-pooling
subsampling operation which reduces the size of the feature
map. The proposed deep learning network has six convolution
and sub-sampling layers. After repeating these two operations
for six times, the reduced feature set is obtained.

The CNN network will extract the best features from
the sensor signal. Further, these features are classified for
predicting the output. For classification, we have employed
an SVM classifier. We have implemented SVM with a Radial
Basis Function (RBF) kernel [25]. The SVM classifier with
RBF kernel has the classification function:

F (x) =

N∑
i=1

αiCi exp
(− ‖ zi − z ‖2)

2σ2
+ bi (15)

where σ is kernel width.

IV. RESULTS

Kidney disease is considered as a dangerous disease because
once it is affected, it is impossible to overhaul the damage
caused to the kidney. People die of CKD mainly due to limited
medical facilities. In the proposed work, we have introduced an
efficient method to detect CKD using simple hardware sensing
module and deep learning technique.
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In kidney patients, the urea concentration levels will be
more. When the kidneys are affected, they fail to remove
the urea levels out of the body. We have analyzed the sensor
response by taking the samples from patients under different
stages of kidney disease. In our analysis, we have observed
higher voltage output values in CKD samples. This is because
of the elevated urea levels in the CKD samples. As urea
concentration is more in CKD samples, the ammonia gas
produced inside the gas chamber will be high. This leads to
a higher voltage output. We have observed a voltage level of
0.93V and above for CKD samples. The voltage values were
below 0.93V for healthy samples.

A. Performance Evaluation of the Hybrid Learning Model

The output voltage signal from the sensing module is
applied to the proposed hybrid learning algorithm for auto-
matically predicting the output. The simulation results show
that the proposed 1-D CNN-SVM hybrid algorithm can suc-
cessfully classify the samples. The CNN network extracted
the optimal features from the sensor output signal. These are
then classified using SVM. For validation, a 10-fold validation
approach is employed [26]. In this work, we have further
implemented a conventional CNN network for comparing the
performance of our proposed CNN-SVM hybrid network. The
proposed CNN-SVM hybrid model and the conventional CNN
network is analyzed with the same sensing module to detect
kidney disease. The performance values obtained for both
these networks are shown in Table I. The proposed CNN-SVM
hybrid model achieved a prediction accuracy of 96.59%, which
is more than the accuracy achieved by conventional CNN.
The introduction of SVM classifier significantly improved the
overall performance of the proposed network.

We have also evaluated the computational speed of the two
algorithms. The total computational time includes the time
consumption for extracting features and feature classification.
Fig. 4 illustrates the computational time of the algorithms. The
programming and simulations are carried out in an Intel Core
i5-7200U 2.5 GHz base processor laptop with 4GB DDR4-
2400 RAM. Conventional CNN has taken 1.196s for overall
computation, whereas the proposed model has taken only
1.178s. The time consumed for feature extraction is almost the
same for both the algorithms. However, the proposed hybrid
model outperformed convention CNN in terms of classifica-
tion speed. For feature classification, the conventional CNN
algorithm has taken 0.783s, whereas the proposed algorithm
has taken only 0.767s. The feature extraction speed is 0.4135s
and 0.4113s for conventional CNN and proposed CNN-SVM
deep learning algorithm respectively.

The performance of the model is also analyzed by evaluating
the Area Under the Curve (AUC) value, which is obtained by
plotting the Receiver Operating Characteristic (ROC) curve
[27]. The ROC curve is the plot of sensitivity against 1-
specificity, for different possible cutoff test values. The AUC
value shows the ability of the model to classify the samples
as ‘healthy’ or ‘diseased’. The ROC plot is shown in Fig. 5.
We have obtained the AUC values of 0.947 and 0.931 for the
healthy and CKD samples.

Fig. 4: Computational time comparison

Fig. 5: ROC curve for the proposed model

B. Clinical Validation

The proposed sensing approach classified 45 samples as
CKD patients and 53 samples as healthy subjects. To verify
the results, we have carried out the clinical test to determine
the GFR values of the participants. The GFR test is the gold
standard used to identify kidney patients in clinical practice.
The proposed model misclassified only three samples. The test
results are validated by the medical professionals.

V. CONCLUSION

This paper proposes a novel approach for automated de-
tection of CKD from saliva samples. A CNN-SVM hybrid
deep learning network algorithm is developed for implement-
ing the proposed sensing model. This network algorithm is
computationally fast and efficient as the features are extracted
automatically from the signal. The proposed model achieved
remarkable results with a prediction accuracy of 96.59%. As
the sensing approach we used in this work in new, we have
validated and compared the output results with traditional
clinical CKD detection method. The validation result and our
experimental results are well correlated. This shows that the
proposed approach can be used for monitoring and detecting
CKD more effectively. In this study, we have focused on
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enhancing the performance of the traditional CNN network
by modifying the classification layer. We look forward to
upgrading the performance of the proposed architecture by
improving the feature selection and pooling part in the future.
The proposed approach can be applied to further domains, by
using appropriate sensors.
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Abstract-Wireless Sensor network has enhanced in extensive 

applications like sensing environment, area monitoring, threat 

detection. At the point when the node communicates with its 

neighboring nodes, it influences the system lifetime hence 

developed into huge utilization of energy. Data aggregation 
strategies have been used mainly to diminish the consumption of 

energy by curtailing the quantity of messages where it is 

migrated from the source node to the sink node . S ince 

applications of wireless sensor network is increasing in a rapid 

speed it is essential to consider the security of the network. In a 
hostile environment, wireless sensor network is deployed the 

sensor nodes would be susceptible to security issues thus it would 

become critical. The data aggregation approach is used mainly 

used to protect the data, this is done by using like asymmetric 

protocol like RSA encryption. By using the various security 
issues has been preserved in data aggregation. Hence the 

proposed scheme secures and aggregates data in wireless sensor 

network there by improving the energy efficiency and 

communication overhead. 

 
Keywords: Data Aggregation, RSA, WSN,Energy Consumption 

I. INTRODUCT ION 

      Wireless Sensor Network is an extensive technology 

incorporated of immense quantity of sensor nodes which also 

includes the base station. The aspect of sensor node is to 

retrieve the information from the physical surroundings and 

accumulates and impart it to the base station. The applications 

in WSN which include hospital monitory, military 

surveillance which supervise the environmental conditions[1]. 

Because of the establishment of sensor nodes in an 

invulnerable circumstance, it is not easy for restore and 

compensating the batteries. The priority of WSN is to make 

the network lifetime to be enlarged[2]. 

 

The sensor network usually contains two types of nodes i.e. 

parent node and sensor node. Therefore can infuse inquiries in 

the network and also accumulate the outcome in the sink node, 

this should be possibly done in the event that anybody needs 

the data from the network. Data gathering is the process of 

assembling the recognized data from various sensor nodes that 

are dispersed to the main station for further handling. Hence, it 

is inadequate for the sensor network to impart the information 

straightforwardly to main hub due to these motes are resource 

constraint. In comprehensive network, the data created is 

commonly enormous for the base station. However, it is 

essential to consolidate and compress the information at the 

aggregator nodes which in the long run discard the abundance 

data that is sent to the main hub bringing about utilizing 

energy. This is adequately knowledgeable by Data 

aggregation. It is the coarse of collecting information from the 

network to remove the undesirable conveyance thus give 

grade data to the main hub. 

 

   WSNs are characterized into two kinds in terms of secure 

aggregation i.e End to End and Hop by Hop encryption. In 

former  base station can only have the privilege to access the 

data and also privacy assures only in the sink node[3]. But the 

aggregator nodes does not have the privilege to gain 

proficiency with the keys that are shared among children and 

aggregator nodes (source and sink nodes).The type of 

encryption used in the proposed system is hop by hop 

encryption is utilized when all the sensor hubs are in the faith. 

Here the key imparting to the parent node arouse the 

complexity in the key management. It constitutes a model of 

data security than the former one[4].  

 

 

II. RELATED WORKS 

 

There are wide range of diverse techniques which 

makes to sure the preservation of the network. There are 

different techniques that has referenced in survey mostly used 

to secure protection of the source data. 

 

PDKP [5] primarily depends on the data and key 

security in WSN. By utilizing this method it doesn't disclose 

the key and information to different nodes in the s ystem. The 

aggregation function used is Sum which is also known as 

additive aggregation function. This Framework apply 

homomorphic encryption where it mainly accomplish  

confidentiality of data. The  disclosure of data  is less in this 

method. In proposed system time taken to process the data 

packets is less than compared to PDKP method. 
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PEPPDA[6] is an aggregation method which accomplishes 

non conceded data accumulation . Hence sensor nodes in the 

network attack recurrence would get decreased.The sink node 

obtain the result from its children nodes thereby diminishing 

the communication overhead. The principle aim is  to provide 

a reserved data aggregation thereby  guarantees security, 

validness and novelty of identified data and furthermore 

confidentiality of the gathered data by not showing a 

tremendous overhead. It uses slicing and mixing operation to 

ensure good accuracy, robust key and aggregating the data 

securely. The final aggregated result of integrity checking 

mechanism is missing in this scheme. 

 

SEEDA[7] which is mainly used to curtail the messages that is 

transmitted to base station inorder to advance the network 

lifetime In order to achieve the data security it employs end to 

end type of encryption. It permits the aggregation on the 

ciphertext by employing homomorphic encryption. Thereby 

lessening the data packet that are transmitted because it does 

not include the data about the non acknowleged nodes. This 

scheme employs significant overhead where as in the 

proposed system the significant overhead is less. 

 

H.S Annapurna et.al[8], it recommended a method called Fault 

Tolerance for systems that offers end to end privacy also 

adaptation to non-critical failure during data aggregation. Here 

the network is suffering from faults that may arise because of 

various motives along with communique communication 

failure, non functioning of hardware and software resources. It 

would result in a lessen the network lifetime and also 

hazardous effects in critical utility contexts . It proposes to 

apply shared cryptography to verify message correspondence. 

One of the most important codemn restoration method is the 

misuse of redundancy.  

 

SDAP [9]  employs hop by hop encryption and each group 

have one aggregate.It is primarily stationed by the concepts of 

divide-and-conquer and commit-and-attest. By using the latter 

method, aggregation is divided into association. The 

aggregates is confirmable by the main hub using commit and 

attest principle. The proposed method doesn’t depend on the 

number of shares hence packet processing time is faster than 

SDAP. 

 

III. BACKGROUND 

 

Data aggregation which uses the consolidated information 

from various sensor nodes and its children nodes disseminate 

the gathered data to base station. Fig.1 shows the data 

aggregation process and its architecture. By using data 

aggregation algorithm such as centralized approach such as 

LEACH, TAG the aggregated data can be obtained. The type 

of data structure used in the proposed scheme is Tree based. 

This collected information is transmitted to the base station 

(sink node). 

 
                Figure 1 :  Data Aggregation Process 

 

There are different types of aggregation methods are 

employed,they are Centralised , In-Network aggregation, Tree 

Based Approach and Cluster Based Approach. In centralised 

approach. 

   

In order to afford a secure communication in the sensor 

network it is necessary to satisfy few conditions . The 

necessities like availability, confidentiality, integrity and 

authentication. They provide guarantee to the data that is 

broadcasted in the network. 

 

1) Data Confidentiality: When the data streams through 

many intermediate nodes the chances of data 

discharge is more. Hence it is necessary to implement 

data confidentiality when the encrypted content of 

data is utilized in such away that the data is decoded 

in different form. 

 

2) Data Integrity: When the receiver receives the data 

for the first time it should not make attempt to alter 

the data. The assaulter changes the original content of 

the data mainly due to the physical environment 

conditions. At any point of time the assaulter can 

alter the data and send it to the receiver. 

 

3) Data Freshness: When a message is broadcasted in 

the network each messages should be new and should 

not replay the old messages in the network. This is 

efficiently done by providing a time counter to each 

nodes to make sure that the data is new for each 

session. 

 

4) Data Availability: Data Availability indicates even if 

there is assaults happens in the network, all the 

services should be available. 

 

5) Data Authentication: It is the process in which the 

sink node should receive the correct data. Hence the 
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receiver node should do the verification process that 

it should receive the data from the authenticated node 

and should make sure should not receive the data 

from the malicious node. 

 

IV. MODEL ARCHITECTURE 

 

 
                         Figure 2 : System Architecture 
 

The proposed system comprising of four modules which is 

shown in Fig.2 which is the proposed system architecture. 

 

A. Network Module 
  

 The  system comprises of countless compelled sensors, 
where as the base station is in a multi hop way. Three kinds 

of hubs are available in a WSNs; these are Base Station , 

Aggregator node and Sensor node. The children nodes is in 
charge of encoding the detected information and sending the 

aftermath to its intermediate node. Aggregator node is in 
charge of encoding the detected information and 

accumulating accepted information and forward its new 
outcome to its parent hub. Base Station receives the amassed 

outcome from various nodes. 

 

B. Data Aggregation Structure 

  

    The data aggregation structure used is Tree Based 

approach[10]. This methodology characterizes from 

establishing the tree. Type of tree used is minimum traversing 

tree, central station grant as the root node and sensor hub grant 

as child nodes. The type of aggregation used is Tiny 

aggregation. 

 

 

 

C. Secure Key Distribution and Encryption 

   

 The public key cryptography or asymmetric cryptography 
concocted an extreme difference in ideal models . Every 

sensor will figure its  public/private key pair and communicate 
its public key to all hubs inside the system. In Key 

availability, the likelihood of one sensor hub finds a common 
key with its neighbor, is a significant factor to be considered 

in the key circulation plans. The type of encryption used is 

RSA strategy. In key generation, each node creates public key 
and its private key and provide two primes m and n and also 

prefer a  integer k, gcd (k; Φ (n)) = 1. Thus node A public key 
is (n, k) and its  private key is d. k and d are known as the 

encode operation and decode operation and n is modulus. For 
encryption B encrypts the A’s message. It receive the node 

A’s respective public key (n; k) and compute encryption and 
dispatch the result to A. For decoding it will get the plaintext 

by using the private key of the node A and does the 

decryption process. 

 

D. Data Aggregation Approach 

 

       After the aggregation tree is constructed, the sink hub can 

spread keys to the hubs in the system. It comprises of various 

steps for aggregating the information, they are leaf hub 

encryption, encryption of intermediate node and sink node 

decryption. In request to aggregate the data, there are various 

sorts of data aggregation functions are used. The function used 

is max operation 

 

E. Attack Module 

 

Safeguarding considered as a basic worry of using 

the different utilizations in the network. The assailant will 

embrace different kinds of assault to crack the preservation of 

the information. The harm brought about by them fluctuates as 

indicated by the adversary model and system structure. There 

might be various potential assaults against a tree-based data 

aggregation protocol. One kind of assaults is behavior- based, 

in which the objective of an aggressor is to upset the ordinary 

task of the sensor organize. For instance, when a sensor hub in 

the tree is compromised, it can assault the fundamental routing 

convention, drop other hubs' readings deliberately, or cause 

refusal of message assaults to deny different hubs from getting 

communicate messages of the BS. The sort of assault that is  

utilized here is Blackhole assault which is executed in the 

aggregator hubs. An assault brought about by an outside foe 

on a subset of sensor hubs in a system is known as a black 

hole attack. The nodes are caught and re-customized by the 

adversary with the end goal that they don't transmit the data 

packets. 
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V. PROPOSED SYSTEM 

 

The proposed framework utilized RSA encryption strategy is 

an public cryptosystem where the information  are exchanged 

through powerful dynamic directing by time to time key 

esteem change securely and attack model is executed to check 

whether the data exchanged is verified or not.  

 

 A. Tree Construction 

     The type of structure used is Tiny aggregation which is a 

tree based structure. It is an information driven protocol, 

depends on a tree structure and explicitly intended for 

observing applications. The Fig.3 appeared above 

demonstrates that all motes are conveyed in the network. The 

base station send its id and level to the sensor motes as 

showed up in the figure. Right, when a center point D gets an 

impart notice first time from main hub S then F designates its 

level to be level of S plus one and allot its parent S. Then node 

F sends its level and id to all of its independent motes. Thus 

the path from children nodes to parent nodes have been 

constructed. This procedure is rehashed until every one of the 

motes have gotten the directive. The sink nodes sends question 

which it determines the amounts that it need to gather, and 

how there must be aggregated. After the tree development, the 

sink hub disperse the keys to every one of the hubs in the 

system. 

 
           Figure 3: Structure of Tree using TAG 

 

B. Encryption at Children nodes 

 

    The type of encryption used is RSA. Here the leaf node 

does only the encryption process. The children nodes 

broadcast the encode information to its intermediate mote 

even without gathering. When node A sends data to node B, 

the packet contains Identity of sensor node A and encryption 

process of node A. 

 

 
 

 

 

C.  Aggregation at Aggregator node 

 

     The encrypted data in the leaf notes can be decoded 

uniquely by the central station. Aggregator node gets encoded 

information from children nodes which then decrypts and 

selects the max value by using aggregation function and send 

it to next aggregator node. This procedure proceeds for every 

one of the level in the tree till level 1. 

 

D. Base Station Decryption 

 

    Base station gets the aggregated data which includes IDs of 

all the nodes. Committed sensor node is been identified by the 

base station.. To get original data it subtracts all nodes key in 

the system. The RSA decryption; 

 

 
 

IV.  SIMULATION FRAMEWORK 

 

It is carried out by employing Network Simulator-2 (NS-2). 

Ubuntu 16.04 is the Operating System. The framework where 

it is actualized is a 64 bit framework with Intel Pentium CPU 

and GB. The proposed technique has been implemented using 

different evaluation metrics like communication overhead and 

energy efficiency. The maximum packet size of the system is 

100 bytes.  

 
 
TABLE.1   SIMULATION PARAMETERS 

 
  Total Nodes  50 

  Total Frame Size  500 x 500 square meter 

  Transmission Range  200m 

  Time taken for    
Simulation 

 50 sec 

  Initial Energy  50J 

  Transmission Power  0.920J 

  Receiving Power  0.592J 

 

 

V. PERFORMANCE ANALYSIS 

 

A. Communication Overhead 

 

Correspondence overhead is the quantity of 

information produced in the sensor network. The quantity of 

information expands corresponding to the quantity of motes in 

the network. Here one information in a sensor hub is 

encrypted and send to aggregator node and this encoded 

information are collected and send to the base station node. 

Communication overhead is plotted as time interval versus the 

number of messages. In this the number of messages is 

reduced by transferring the packet from low level nodes to 

high level nodes in the aggregation tree. 
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Figure 4 : Communication Overhead 

 

B. Energy Efficiency 

 

In this scheme the hop by hop encryption are employed. Here 

computational overload is less due to simple aggregation 

operations. The operation that is employed is Max operation. 

Here the information transmission and gathering requires more 

vitality of motes. Lessening the quantity of broadcasting 

fundamentally spare vitality of motes. From Fig. 5 energy 

efficiency of the motes increases after  aggregation process. 

 

 
 

                               Figure 5: Energy Efficiency 

 

C. Comparison Graph 

 

The Fig.6 depicts the xgraph of data aggregation by using sum 

and max aggregation. From the pictorial representation it 

depicts that the time to process the data packets  and complete 

the simulation is more in sum aggregation than max 

aggregation. Thus by using max processing time is efficient. 

 

 
  

Figure 6: Comparison of MAX and SUM aggregation 

 

VI.CONCLUSION 

 

By utilizing data aggregation which brings about saving 

vitality and expands energy effectiveness, it  additionally 

diminishes the quantity of transmissions in the system 

decreasing the data transfer capacity utilization and 

eliminating the superfluous energy utilization in the both 

transmissions and reception. Dependable and trustful 

information collection is required for every function in the 

network. 

         In this project, for securing the data there are key 

distribution and asymmetric encryption are employed. The 

kind of encryption utilized is RSA encryption. Hence time 

taken to process packets is less for max aggregation than sum 

aggregation. It additionally safeguards the different security 

issues, for example, data freshness, data trustworthiness, data 

secrecy in information total. 
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Abstract—The learning style can be referred to as the way a
student prefers to acquire, process and retain information. The
prominent learning style classification model is the VAK model.
[1] According to this model visual, kinesthetic and auditory are
the three major kinds of learning styles. Many research have
shown that people prefer more than one way of learning, hence
categorizing a person to just one of the above types as done in
traditional methods is not accurate.[7] A method to identify our
learning styles more accurately is required. Machine learning can
be applied in this field to achieve our aim in the most efficient way.
Once we have an accurate information about learning styles, we
can use it to suggest career options. This research aims to predict
the learning style combinations of students and suggest field of
study using algorithms like k-means, SVM and decision tree.

Index Terms—Machine Learning, auditory, visual, kinesthetic,
Rule based system, k-means, SVM, Decision Tree

I. INTRODUCTION

Choosing an appropriate field for higher studies is a com-
plicated task. Most students require guidance in making the
perfect choice. The domain of study of a student needs to
suite not only the interest but also the learning style which
will impart a way for career advancement. Even though there
are many options that help in shortlisting career options, not
many of them use learning style as one of the criteria for
coming up with the choice.

Most of the traditional ways to identify the learning styles
are predefined mathematical equations and patterns of ques-
tions that comes to a conclusion. It is not accurate because
students prefer more than one mode of learning. The most
widely accepted categories of learning styles are:

• Auditory
• Visual
• Kinesthetic

A student is said to be an auditory learner if he/she learns by
listening. They tend to understand information in a better way
when they hear it. These types of learners are comfortable with
lectures, discussions and reading aloud. They get the idea after
being told a couple of times since they are good listeners. They

have a tendency to read aloud, this helps them in understanding
the information in a better manner.

The main tool for a visual learner are their eyes, i.e they
learn through vision. Visual learners benefit more from a live
demonstration of how things are done. They require diagrams,
flowcharts, presentations, etc for a better understanding of the
information presented to them.

Kinesthetic learners are those who require hands-on ex-
perience to understand the concept. They like to be more
involved in the processes that require their attention when
compared to the other two types of learners. These learners
require active learning methods like role-playing, hands-on
workshops, practicals, etc for processing the information in
a better manner.

Categorizing a student based on the above mentioned
learning styles is not an easy task, because most students
prefer more than one way of learning. For example, a visual
learner might be interested in hands-on workshops. In such
case a student can be considered as a kinesthetic learner too. In
these type of situations, the traditional methods for identifying
the learning style which are based on predefined equations
and question patterns are less accurate. Thus it demands the
possibility of the existence of combinations in learning styles.
A student may exhibit more than one learning style. In order
to find this combination of learning styles, we apply machine
learning. We will be using the classification and the clustering
to fit a learner into an appropriate class of learning style.

Clustering is an unsupervised machine learning technique.
We used the k-Means clustering algorithm as it is an iterative
algorithm, that tries to partition the dataset into k predefined
distinct non overlapping subgroups where each data point
belongs to only one group and inter cluster data points can
be made. We do the classification which groups new data into
known classes while clustering relies on underlying patterns
to come up with the clusters. We have used two classification
algorithms, Support vector machines (SVM) and Decision tree.
We have used SVM to predict the individual learning style
and decision tree to predict the learning style combination.
All these algorithms were chosen in order to maximise the
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accuracy and efficiency of our program.
Once we have acquired a student’s learning style combina-

tion, we can compare it with the learning style combinations
prevalent in existing field of study. Based on the degree of
similarity we can suggest an area of study to that person.
Career selection is a subjective process and depends on the
interests of the individual too. With this work, we hope to
suggest valid career options for prospective learners based on
their learning style combination.

II. BACKGROUND AND RELATED WORK

Much study was done in the field of identification or predic-
tion of learning styles. For example, a survey was conducted
in 2016 on 175 students studying MS programming in engi-
neering. For this survey they have used the questions in Index
of Learning Styles by Felder and Soloman [15]. According
to this survey, there is a huge diversity in the learning styles
among engineering students studying in different branches.[6]

A similar survey was conducted among medical students
[3]. A questionnaire consisting thirty nine questions were used.
Two-hundred and ninety students participated in the survey.
Based on the results seventy three percent of the students who
participated in the survey prefer only one learning style, twenty
two percent prefer two learning styles and the rest prefer three
learning styles. Most of the students who prefer single learning
style prefer visual learning style followed by auditory and then
kinesthetic. Among the students who prefer two learning style
fifty four percent prefer visual and auditory, twenty six percent
prefer visual and kinesthetic and the rest prefer auditory and
kinesthetic.

An Indonesian translated version of Joy Reids (1984) Per-
ceptual Learning Style Preference Questionnaire was used to
conduct a survey among 3rd semester English Department stu-
dents of Faculty of Cultural Studies at Universitas Brawijaya
[2]. A total of hundred students participated in the survey, out
of which sixty six were females and the rest were males. The
study revealed that majority of the male students who took the
survey prefers kinesthetic mode of learning while majority of
female students preferred either kinesthetic or group study.

VARK questionnaire developed by Flemming and Miles
(1992) was used to assess the learning style preferences of the
engineering students at Atlm University [4]. The questionnaire
was answered by 107 students out of which sixty one were
from computer science, twenty two were from manufacturing
engineering and twenty four were from mechatronics engineer-
ing. The study showed that around 25.2% of the students prefer
more than one mode of learning style. 27.9% of the computer
science students who took the survey prefers multiple modes
of learning styles and among the students who prefer single
learning style, the most preferred styles are auditory, kines-
thetic and reading/writing. The most popular learning style
among the manufacturing engineering students was found out
to be auditory. 29.2% of mechatronics students prefer multiple
learning style and among the rest of the students who prefer
single learning style, the most preferred style was auditory.

One instance where machine learning was used to identify
the learning style is the website ’First aid for you’. Here, ma-
chine learning was used to observe how the user interacts with
the website and identify patterns in those interactions Those
patters are then used to identify the best type of content for
the next page. Here, they have used Felder & Solomon Index
of Learning Style. Nave Bayes algorithm was used to identify
the preferred learning style of the user and this information
was used to customize the learning environment.[11]

In [5], the use of k-means in multi label classification
is being discussed. The rule mining algorithm Apriori is a
popular choice for rule generation, but when it comes to
numerical data. With proper pre-processing, a lot of intricate
rules can be derived form those numerical datasets. K-means
algorithm can be used for this purpose. This helps in finding
hidden patterns in huge numerical datasets.

A detailed study of the advantages and disadvantages of
both traditional and modern techniques for learning style
identification methods was done in [7]. Based on the result it
was identified that most of the traditional methods which uses
questionnaire and patters in questions lacks authenticity be-
cause they follow a general rule which cannot be applied in all
individual cases. Modern techniques using machine learning
are computationally expensive compared to the traditional ones
but they tend to be more accurate.

Support vector machine (SVM) algorithm is widely used
in classification and regression analysis. [8] does a detailed
analysis on the implementation of SVM using both linear and
Map-Reduce fashion. The performance of thus implemented
algorithm is then compared.

A fuzzy inference system was used for predicting preferred
learner style based on the features used for the VARK ques-
tionnaire. The system was tested on a group of students.
The input data for the system was collected from a custom
questionnaire that was designed specially to get the inputs for
the fuzzy inference system. On comparing the output of the
fuzzy system to that of the VARK system it was observed that
48% of the test cases were similarly classified.[10]

K-Means clustering encounters issues when it deals with
text data. [12] focuses on eliminating this drawback by con-
verting text data into a numerical value which results in more
distinct clusters and accurate running times.

The use of tree augmented Bayes network was observed
to have better classification accuracy when compared to naive
Bayesian network. [13] Online learning environment was used
as the platform for automatically detecting students learning
style using tree augmented Bayesian network. The experi-
mental results proved that the tree augmented naive Bayes
network is capable of achieving higher detection accuracy
when compared to the Bayesian network.

Decision trees are commonly used for representing data. In
data mining, many different decision tree algorithms are used
and each of those provide a unique decision tree from the
input data. [14] focus on the comparison of different decision
tree algorithms for data analysis.

A study was conducted among the dental students of King
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Saud University to find their learning style pattern [16]. An
arabic version of VARK questionnaire was used to conduct
the survey. The results showed that most students (58.4%)
preferred more than one learning style. Among the students
who preferred single learning style, Kinesthetic and Auditory
were the most prominent.

In [17] the authors have used supervised and unsupervised
machine learning algorithms to predict the learners learning
style. They have used the Felder and Silverman learning style
model for categorizing learners. The unsupervised learning
algorithm that they have used is K means and the supervised
learning algorithm that they have used is Naive Bayes.

The learning style identification survey done among the
architecture and interior design students reveal that there is
no significant difference between the learning styles between
students of architecture and interior design [18]. Here, the
authors used Felder and Soloman’s Index of Learning Styles
questionnaire to conduct the survey.

III. PROPOSED WORK

Fig. 1. Steps involved

A. Data Collection

A survey was conducted among the student community of
Amrita Vishwa Vidyapeetam University. The survey consisted
of fifteen questions. All the questions were multiple choice
type and choices included ”Strongly Disagree”, ”Disagree”,
”Neutral”, ”Agree” and ”Strongly Agree”. Each of the above
value is mapped to a numerical value, with Strongly disagree
as one and Strongly agree as five. The survey was conducted

among people with age ranging from fifteen to twenty five. We
were able to acquire one thousand one hundred and twenty
three inputs. The obtained results was then stored in CSV
format.

B. Data Clustering

Clustering of the data helps us to find underlying patterns
and categorize them to different groups called clusters. Here
we are using K-means clustering algorithm. k-means algorithm
is computationally faster when compared to other clustering
algorithms when the number of variables are more. According
to this algorithm, the initial step is to assign k centroids
randomly. Once we identify the centroids, Euclidean distance
between each data point and the centroid is calculated. Each
data points is then assigned to the centroid which is closest
to it. The centroids are then re-positioned for optimization.
These processes are iteratively repeated until the centroids
doesn’t change anymore i.e the centroids are at the center
of the clusters that we wanted to create. Here, after applying
the k-means algorithm we end up with fifty one clusters. Each
and every data will have a cluster number associated with it.
We add this cluster number as a feature in the dataset, so the
total number of features will be sixteen after data clustering.
Once the cluster number is also added to the dataset, we can
divide the dataset into test set and train set. In this case we
will be dividing the data set equally and one will be taken as
test set and the other will be the train set.

C. Data Classification

Studies have shown that clustering the data before classifica-
tion can increase the accuracy of the classification process. [9]
Also the cluster number that we added after the clustering will
play a vital role in classifying the data. Logistic regression is a
simple and fast classification algorithm and we will be using
it in our project. One of the simplest and highly preferred
classification algorithm which produce significant accuracy
with comparatively less computation power is the Support
Vector Machines (SVM). Support Vector Machine is used
for regression and classification. The objective of the support
vector machine algorithm is to find a hyperplane in an N-
dimensional space that distinctly classifies the data points.
We apply this algorithm on the training set and trains the
algorithm. Once the training is done we apply the same on the
test set to predict the learning style. We compare the predicted
value of learning style to the existing value and calculates
the accuracy of our prediction. We obtained an accuracy of
92.87%.

D. Combination Prediction

We are at a stage where we could predict the learning
style of a person but we are limited to a single learning style
per person. Our next aim is then to find a combination of
learning styles per person. For this we have used a statistical
technique called Rand index. Rand index is used for finding the
similarity between clusters. Combinations are obtained from
clusters that are similar. If a data point that is in a cluster
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that is predominantly auditory but if that cluster is similar to
another cluster that is predominantly visual, we can trace that
data point to visual learning style too, in such a way we find
the combinations for all the data points present in training set.

Instead of calculating the combinations every time using
adjusted rand index, we could use machine learning to predict
the combinations. One of the most widely used predictive
analytic algorithm is decision tree. Decision tree construct a
tree of predictive decisions made based on actual values of
attributes in the data. We create a training model using decision
tree algorithm which takes the cluster value, the individual
learning style and the combinations obtained using the rand
index method as input. We pass the above said features of the
training set as input to the training model. By doing so we are
training the algorithm for prediction of combinations. Once
we have trained the algorithm, we could pass the test set to
the trained algorithm and obtain combinations as output.

E. Mapping

Now we are able to predict the learning style combination,
in-order to suggest career options we require the information
about the prevalent learning styles present in each career. The
only way to acquire such information is through extensive
survey. Once we have a database containing the most common
career options and their prevalent learning style combinations,
we could compare it with the learning style of a person and
come up with valid suggestions. As of now, information in this
regard is limited and based on some of the previous studies
done in various parts of the world, we have acquired the
following information:

• The prevalent learning styles present among Computer
Science graduates are Auditory and Kinesthetic.

• The prevalent learning style present among Manufactur-
ing Engineering graduates is Auditory.

• The prevalent learning style present among Mechatron-
ics Engineering graduates is Auditory.

• The prevalent learning style present among Medical
graduates is Visual.

Based on the learning style combination of a person we
could suggest any one or more of the career options from the
above list. We have used a rule based system for mapping the
learning styles. The rules that we have created for the rule
based system are as follows:

• Auditory, Kinesthetic and Visual: Computer Science,
Manufacturing engineering, Mechatronics engineering
and Medical

• Auditory and Kinesthetic: Computer Science, Manufac-
turing engineering and Mechatronics engineering

• Kinesthetic and Visual: Computer Science and Medical
• Auditory and Visual: Computer Science, Manufacturing

engineering, Mechatronics engineering and Medical
• Auditory: Computer Science, Manufacturing engineering

and Mechatronics engineering
• kinesthetic: Computer Science
• Visual: Medical

IV. RESULT

The initial distribution of learning styles in our database is
as shown in Fig. 2.

Fig. 2. Initial classification based on learning styles

Based on the rules that we have developed for mapping
we can infer that fifty six percent of the students who took
our survey can choose Computer Science related field as
a career option and twenty three percent of the students
can choose Computer science, Manufacturing engineering or
Mechatronics engineering as a career option while the rest can
choose medical field as their career choice. Using our proposed
model we were able to efficiently predict the learning style
combination of a student. After passing the same database to
our program we obtained the result as depicted in Fig. 3.

Fig. 3. classification based on learning styles after using our program

Here we observe the presence of combinations like Kines-
thetic and Visual (KV), Auditory and Kinesthetic (AK) and
Auditory, Kinesthetic and Visual (AKV) along with Kines-
thetic. If we apply our mapping rules to the above result, we
observe that around twenty six percent of the students who
took our survey can choose any of the four career options,
around twenty percent of the students can take Computer
Science, Manufacturing engineering or Mechatronics engineer-
ing, nearly five percent of the students can take Computer
Science or Medical as their choice while the rest can choose
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Computer Science as their career option. Compared to the
previous observation, learning style combinations have given
us more accurate and specific results. Thus, identifying a
student’s learning style combination can help us in coming
up with more precise and unique career suggestions.

V. CONCLUSION

We were able to learn in depth about student learning styles.
Unlike the traditional methods, we are now able to predict
the learning style combinations of a student using machine
learning. The use of machine learning algorithms has provided
a new perspective on the technique of finding learning styles.
Using a rule-based system, we were able to map learning styles
to certain fields of study and identifying the fields of study
that suits a student’s learning style can help the student in
shortlisting career choices.

VI. FUTURE SCOPE

As per the current implementation, we are able to suggest
only four field of study. This is because of the lack of data
regarding the prevalent learning styles in other fields of study.
Much research can be done in this area and once we have
enough information, we can suggest more and more options
to students.
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Comparative Analysis of Texture Features and 

Deep Learning Method for Real-time Indoor 

Object Recognition 
 

 

 

 

 

 

 

Abstract—Object recognition and classification are considered 

as major tasks in the field of computer vision. They are well suited 

for applications such as a real-time system for people counting, 

object recognition system for people with visual impairments, 

surveillance systems, etc. The deployment of computer vision, 

machine learning, and deep learning algorithms enable to 

recognize the objects from an image or video frame. This paper 

proposes a real-time system for indoor object recognition. 

Moreover, the proposed work mainly focuses on analyzing the 

performance of various texture features, machine learning 

classifiers and deep learning methodologies to recognize the 

objects in indoor areas. The proposed methodology is validated in 

a publically available indoor object dataset “MCindoor20000”. 

The dataset consists of three categories of objects including doors, 

stairs, and sign. Our developed deep learning model using transfer 

learning approach yielded 100 % accuracy and texture features 

such as LPQ and BSIF have yielded an accuracy of more than 98% 

with SVM and KNN classifiers. 

Keywords—Indoor object recognition, LPQ, LBP, BSIF, 

Machine learning, SVM, KNN, NB, Transfer Learning 

I. INTRODUCTION 

Object recognition systems aid the user to classify the objects in 
indoor and outdoor areas into their respected categories. Object 
recognition is the important technology behind various systems 
such as driverless cars [1], robotic navigation systems [2], visual 
indoor navigation systems [3], etc. Indoor object recognition 
systems are developed to identify the objects commonly found 
in indoor areas such as door, tables, furniture, laptops, windows, 
food, medicines, etc. Indoor object recognition technology has 
various applications such as it can be extended to guide the 
people with visual impairments in complex buildings such as 
universities, shopping malls, museums. Moreover, indoor object 
recognition technology is leveraged in the development of 
robotic indoor navigation systems. 

Considerable number of systems have been developed in the 
past decades to classify and recognize either indoor objects or  

 

outdoor objects or both indoor and outdoor objects. In addition, 
some of these systems are designed to recognize single objects 
while the rest of the systems can recognize multiple objects 
found in the single frame. In these systems, object recognition 
has been mostly performed by extracting various visual features 
of the images such as speeded up robust features (SURF) [4], 
color histograms [5], Histogram oriented gradients (HOG) 
descriptors [6] and utilizing machine learning methodologies 
such as SVM [7], artificial neural networks (ANN) [8] to do the 
classification task. Moreover artificial neural networks 
including deep convolutional neural networks [9] have been 
utilized in recent systems to recognize the objects. 

Our work is mainly focused on the development of a fast and 
accurate system for the indoor object recognition task. The 
overview of the system is illustrated in figure 1. The main 
contribution of this work includes, 

 Application of various image texture features such as 
LPQ [10], local binary pattern (LBP) [11] and BSIF 
[12] for indoor object recognition, where LPQ and 
BSIF have not been utilized for indoor object 
recognition in the past.  

 Utilization of adequately large publically available 
indoor dataset for the validation experiments of 
proposed methods. 

 Improving the recognition performance by utilizing the 
transfer learning approach with a pre-trained 
GoogleNet [13] model in the publically available 
indoor object dataset. 

The rest of the paper is organized as follows. Section II 
reviews the related works briefly. The methodology of the 
proposed work is detailed in Section III. Section IV describes 
the details about the dataset. The evaluation results are provided 
in section V.Finally, in section VI we conclude the paper. 
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Fig. 1. System Overview 

II. RELATED WORKS 

Several indoor object recognition system has been proposed 
in the literature. Most of these systems are developed for a 
specific purpose such as to identify food [5] or currencies [14] 
or escalators [15] etc. There exist some systems developed 
especially for the people with visual impairments [16].In 
computer vision based systems, tag-based approaches are 
implemented in Badge3D [17], Shoptalk [18], Trinetra [19] to 
recognize objects. These systems make use of some visual tags 
or bar codes or visual marker embedded on the object to 
recognize them. A camera or smartphone will be available with 
the system to capture the tag and process it. In this section, we 
focused on the brief review of the systems which utilize 
handcrafted visual feature extraction techniques, machine 
learning algorithms and deep learning methodologies for the 
object recognition task. 

Ramis et al. [20] proposed a SIFT features [21] based 
approach to recognize objects for mobile robots. The proposed 
method compares the sift keys of the query image with the sift 
keys of the images stored in the database. The nearest neighbor 
method using Euclidean distance metric was utilized for 
comparing the key points. Moreover, the Hough line transform 
is utilized to cluster the matching keys and thereby removing the 
outliers. The object recognition module of the LooKTel [22] 
utilized SIFT descriptor based bag - of- words features method 
to recognize the objects. The system is able to recognize packed 
goods, currencies, etc. To improve the recognition performance 
a tag-based approach was also combined with the SIFT feature 
based recognition system. Chincha et al. [23] proposed a system 
for people with visual impairments to recognize commonly 

found objects such as keys, wallets, mobile phones, etc. The 
proposed system utilized SURF feature descriptors of the query 
image and stored images to recognize the objects. Winlock et al. 
[24] proposed a system for the recognition of objects such as 
packaged items and other common objects found in grocery. The 
proposed system was specially designed for blinds. The system 
utilized SURF feature descriptor along with color histograms to 
recognize the objects.  

Food cam [5] is designed for real-time food recognition 
using smartphones. The proposed system utilizes two machine 
learning models to fulfill the recognition task. The first model is 
an SVM classifier trained with color histogram and SURF 
features of the images. The second model is another SVM model 
trained with HOG patch and color descriptor. Lameira et al. [7] 
proposed an object recognition system using smartphones. The 
proposed system utilizes a trained SVM classifier model to 
recognize the objects in the captured images. The center-
symmetric LBP features were extracted from the images to 
create the feature vectors for training the SVM classifier. Parkhi 
et al. [8] proposed a system to recognize objects such as coffee 
mugs, bags, laptops, containers, etc. An ANN trained with color 
and shape features of the objects is used for object recognition. 
The back-propagation algorithm was utilized to train the   ANN 
and Sobel edge detector was used to extract the features. A 
smartphone-based currency recognition system was proposed in 
[14]. The proposed system analyzed the performance of 
different visual features of images such as SIFT, SURF, and 
ORB-FREAK for currency recognition. Obtained results 
displayed that SIFT feature descriptor improved the currency 
recognition accuracy compared to the other two feature 
descriptors. Bashiri et al. [25] proposed a system to assist the 
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visually impaired people in the indoor environment. The 
proposed system is able to recognize objects such as door, stairs, 
and signs. A deep convolutional neural network model was 
implemented for recognizing the indoor objects. Transfer 
learning approach was adopted for building the deep learning 
model using a pre-trained Alex Net model. The proposed system 
yielded a recognition accuracy of more than 98 %. 

In brief, considerable number of systems have been 
developed for indoor object recognition. Various image features 
such as SIFT, SURF, HOG, and LBP are used in these systems. 
Deep learning models based on transfer learning approach was 
also adopted for object recognition. So we considered the usage 
of texture features such as LPQ, BSIF with SVM, KNN, NB 
classifiers and transfer learning approach using pre-trained 
GoogleNet model in our system. 

III. METHODOLOGY 

A. Feature Extraction 

Local Binary Pattern(LBP) is a texture feature descriptor 
developed by Ojala et al. [26].LBP is a specific instance of the 
texture spectrum model. The LBP computation for an image 
consists of five steps. Figure 2 illustrates the steps involved in 
the calculation of the LBP feature of an RGB image. 

Fig. 2. LBP computation for a single RGB image  

Binarized Statistical Image Features (BSIF) is similar to 
LPQ descriptor and LBP descriptor where pixel region or image 
patches are represented using binary strings. BSIF was proposed 
by Juho Kannala and Esa Rahtu [12].  Like LBP and LPQ, BSIF 
computation consists of two major steps; “Filtering the image 
with a set of linear filters” and “Quantization of filter responses”.  
Instead of learning filters by utilizing hand-crafted or random 
filters, BSIF method utilizes the filters learned from natural 
images. In order to learn filter from natural images, a 

computational method namely independent component analysis 
is used to increase the statistical independence of the filter 
responses.  

Consider an image patch 𝑃  of size  𝑙 × 𝑙  pixels. 𝐹𝑖  is the 
linear filter of size 𝑙 × 𝑙  pixels. Let 𝑅𝑖  be the obtained filter 
response. 

𝑅𝑖 =  ∑  𝐹𝑖(𝑥, 𝑦)𝑃(𝑥, 𝑦) =𝑥,𝑦 f𝑖
Tp                             

If there exist ‘n’ number of linear filters 𝐹𝑖 , a matrix 𝐹  is 
formed by stacking all 𝐹𝑖. Then all responses (R) are computed 
simultaneously. 

R = Wp                                            

For a random number of natural image patches, the filters 𝐹𝑖  
is determined in such a way that the elements 𝑅𝑖  of R is 
maximum independent.  

Let ‘V’ be the binary code string computed from the image 
patch 𝑃. Each element 𝑣𝑖 of V is defined as; 

𝑣𝑖 = {
1   𝑖𝑓 𝑅𝑖 > 0

   0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                  

 This method is repeated for each pixel to compute binary 
code and finally, the histogram is generated for image using 
pixels’ binary code. 

Local Phase Quantization (LPQ) is a texture descriptor 
proposed by Ojansivu and Heikkila [10]. This method depends 
on the quantized period of the discrete Fourier transform which 
is calculated in the local image window. The steps involved in 
the LPQ feature vector computation for a single RGB image is 
illustrated in figure 3.  

 

 

Fig. 3. LPQ computation for a single RGB image 

 

LBP features of each bands are 
concatenated

Computation of Histogram over each 
cell and concatenation

Binary code generation and decimal 
conversion

The intensity values of the central pixel 
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in to cells

Each band of a RGB image
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decimal and histogram generation for 

image
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B. Machine Learning Classifiers 

 After extracting the texture features (LBP, LBP, LPQ) 
from the images, the recognition performance was examined for 
three supervised learning algorithms: KNN, NB, and SVM. 
SVM algorithm was developed by Vladimir and Alexey in 
1963.SVM is a classification and regression tool that utilizes 
machine learning methodology in order to improve the 
prediction results. SVM make use of one or more hyperplane to 
separate the classes on infinite dimensional space. To classify 
the new data (testing data), the SVM algorithm constructs an 
optimal hyperplane from the input labeled data [27].  

KNN [28] is a non-parametric and simplest machine learning 
algorithm introduced by Fix and Hodges in 1951. The working 
principle of KNN is based on finding ‘K’(k=1,2,3,4,….n) 
nearest neighbors in training samples from a specific query 
instance. In order to find the nearest neighbors, the distance 
between training samples and specific query instance are 
computed. KNN utilize different distance functions such as 
Euclidean distance, Manhattan distance, Minkowski distance 
and Hamming distance for distance calculation between data 
points.  

NB [29] algorithm is a machine learning method based on 
Bayes’ theorem. The prediction technique of NB classifier is 
based on the posterior probability calculation using Bayes’ 
theorem. For a given query instance, the NB classifier computes 
the posterior probability for each class (training labels). The 
class which has the highest posterior probability is considered as 
the prediction result. 

C. Transfer Learning 

Transfer learning is a popular method in deep learning where 
a model created for a specific problem was reutilized for the 
development of the model for other related problems. In transfer 
learning, the pre-trained model is used as an initial point for 
training a new model with different input data. Usually, training 
a deep learning model from scratch requires a large amount of 
data. Transfer learning creates effective models even if the 
dataset is small. This is applicable only if the pre-trained model 
used in the transfer learning process was already trained with a 
large amount of data.  

The transfer learning can be achieved in two ways: 1) 
Transfer learning via feature extraction and 2) Transfer learning 
via fine-tuning. In transfer. In the first approach, the existing pre-
trained network is used as a feature extractor to obtain features 
from the input data. Later, the obtained features will be fed to 
supervised learning methods for training purpose. In fine-tuning 
approach, the pre-trained model will be used for training the new 
data. A small modification will be applied to the architecture of 
the existing pre-trained network. 

GoogleNet is a well-accepted neural network model 
developed for image classification problem. The GoogleNet 
network is pre-trained in ImageNet [30] dataset. ImageNet is a 
large image dataset developed for object classification and 
recognition task. The images included in the ImageNet dataset 
fall under 1000 classes such as pen, pencil, laptop, various 
animals, etc. In this work, pre-trained GoogleNet model is used 
for transfer learning tasks.  

IV. DATASET 

The images used for the experiments are taken from 
MCindoor 20000 dataset [31]. The images of MCindoor 20000 
dataset belongs to three classes: door, signs, and stairs. Figure 4 
shows some sample images of the dataset.  The dataset contains 
2055 original images captured from indoor areas of Marshfield 
Clinic and different variations of the original images such as 
Gaussian noise models and Poisson noise models. The images 
were captured using a digital camera and a smartphone. We 
conducted the experiments using 2055 original images taken 
from this dataset.  

 

Fig. 4. Sample images from Mcindoor20000 dataset 

V. EVALUATION AND RESULTS 

All the evaluations were carried out in MATLAB. The 
libsvm toolbox is utilized to implement SVM classifier. Our 
SVM classifier is created using radial basis function kernel and 
a grid search method was utilized to compute the cost and 
gamma parameters. Statistics and Machine Learning Toolbox 
provided by MATLAB is used for KNN and NB 
implementation.  

Accuracy is the major instinctive performance metric for 
image classification tasks and it is the ratio of correct prediction 
to the total observations. Accuracy can be considered as the best 
metric to rate the performance of a trained model only if the 
dataset is symmetric. In our case, the dataset is almost symmetric 
but not exact. However, we computed the precision, recall, and 
F1 scores along with the accuracy of the models to show the 
performance of our developed models. 

 The following equations are utilized to compute the above-
mentioned performance metrics. 

Accuracy =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
          (4)                           

      

Precision =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 
                                      (5)   

 

Recall      =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 
                                 (6) 

 

F1 score = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                           (7)        
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Fig. 5.  Accuracy (Top left), Precision (Top right), Recall (Bottom left) and  F1 score (Bottom right), of the developed object recognition models using texture 
features(BSIF, LPQ, LBP) with SVM, KNN and NB classifiers. 

A. Texture Features with Machine Learning Classifiers 

Many variants of LBP and LPQ features are available. We 
utilized uniform rotation invariant LBP with 8 neighborhood 
schema for extracting the LBP features. Rotation invariant LPQ 
with 8 neighborhood schema is used to extract LPQ features. A 
pre-computed filter is required for the LPQ feature extraction 
method. In our approach, we choose a filter with window size 7. 
In the case of BSIF features, we extracted the features in 
normalized histogram format. BSIF feature extraction method 
used a pre-learnt filter with size 7×7. 

We partitioned the entire dataset into two portions. 70 % of 
the images are used for training the classifiers and 30 % for 
testing the performance of the trained classifiers. To extract LBP 
and LPQ features, the chosen image size is 640×480 pixels. The 
images are processed in RGB format itself and features were 
calculated for each band and later concatenated to form the final 
feature vector. In the case of BSIF implementation, during 
preprocessing the image was converted to grayscale, image size 
resized to 640×480 pixels. 

The accuracy, precision, recall and F1 score of each trained 
model are displayed in figure 5.  

The obtained results on the MCindoor 20000 dataset show 
superior performance of LPQ and BSIF for classifying indoor 
objects. While comparing with LBP features, LPQ and BSIF 
descriptors displayed substantial improvement in accuracy. LPQ 
features exhibited an accuracy of 98.9 % and 98.4 % with SVM 
and KNN classifiers respectively. BSIF features performed well 
with KNN classifier and provided an accuracy of 98.1%. Since 
the dataset is almost symmetric, the precision and recall values 
of each model are almost similar to their respective accuracy 
values. The precision and recall of the SVM classifier with LPQ 

feature are 98.86 % and 98.86 %. The KNN classifier with BSIF 
feature has 98.46 % precision and 98.30 % recall. The F1 score 
is the harmonic mean of precision and recall. The F1 score 
values of the SVM classifier with  LPQ descriptor,  KNN 
classifier with LPQ descriptor and KNN classifier with BSIF 
descriptor are 0.98, 0.98 and 0.97 respectively. The obtained F1 
score values of above mentioned three models are almost near 
to 1, which shows the effectiveness of the developed model for 
classifying indoor objects such as doors, stairs, and signs. The 
performance results of the SVM classifier with  LPQ descriptor,  
KNN classifier with LPQ descriptor and KNN classifier with 
BSIF descriptor were almost similar to the results obtained in 
[25] using transfer learning(pre-trained AlexNet model [32]) in 
the same dataset. This demonstrates the competitiveness of LPQ 
and BSIF features for indoor object recognition. SVM and KNN 
methods are well suited for classification tasks using texture 
features from images. 

B. Transfer Learning 

Deep learning toolbox provided by MATLAB is used to 
develop the deep learning model for indoor object recognition. 
The Deep learning toolbox contains various pre-trained model. 
We utilized the GoogleNet model trained in the ImageNet 
dataset as an initial point for training our model. The input 
images were resized to 224 × 224 pixels.  In transfer learning via 
fine-tuning approach, the final two layers, 'loss3-classifier' and 
‘output’, of the pre-trained model are replaced with new layers, 
according to the number of classes in our dataset. In order to 
speed up the training and prevent overfitting of data, the initial 
10 layers of the pre-trained model were made frozen. In transfer 
learning via feature extraction approach, the activations on the 
fully connected layer ('loss3-classifier’) were utilized to extract 
the features of the image. The extracted CNN features were 
utilized to train the SVM, KNN, NB classifiers. 
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Fig. 6. Accuracy (Top left), Precision (Top right), Recall (Bottom left) and  F1 score (Bottom right), of the developed object recognition models using Transfer 

learning(TL) approach, CNN features with SVM, KNN, and NB classifier.

The accuracy, precision, recall and F1 score of deep learning 
model, SVM, KNN, NB models trained with CNN features are 
displayed in figure 6.  

The results displayed in figure 6 show the superior 
performance of our developed models using transfer learning 
approach. The four classification models including transfer 
learning (TL) model developed via fine-tuning and SVM, KNN 
and NB models trained with CNN features outperformed all 
other texture features in terms of accuracy, precision, recall, and 
F1 score.TL model, CNN features with SVM classifier, and 
CNN features with KNN classifier achieved a classification 
accuracy of 100 %. The CNN features with NB classifier 
showed 99.7 % accuracy. We extracted the CNN features from 
the final fully connected layer of the deep learning model. This 
approach gave us high-level features of the images to train the 
classifiers. Obviously, high-level features will perform better 
than low-level features with machine learning classifiers such as 
SVM, KNN, and NB. Since the dataset is almost symmetric, the 
precision, recall of the TL model, SVM, and KNN model are 
100 %. The F1 score of the TL model, the SVM model, and 
KNN is model is 1 that is the maximum value a model can 
achieve. 

In addition to accuracy, precision, recall, and F1 score we 
computed the average prediction time for each model to analyze 
its efficiency. The prediction time required by each developed 
model for a single image is shown in table 1. 

We have already described the main applications of indoor 
scene recognition. During the implementation of a real-time 
system for object recognition, in addition to its accuracy and 
precision, the prediction time should be considered. Accuracy 

and precision of the developed models using TL, CNN with 
SVM, CNN with KNN, CNN with NB,  LPQ  with SVM, LPQ 
with KNN, BSIF with KNN are extremely good. But while 
considering the prediction time, LPQ with KNN and LPQ with 
SVM model takes more than 4 seconds for predicting the result 
for one image. The BSIF with KNN is very fast and took only 
0.4 seconds which is similar to transfer learning models.  

TABLE I.  AVERAGE PREDICTION TIME FOR SINGLE IMAGE 

Methods Prediction time in seconds 

BSIF+SVM 0.3276 

BSIF+KNN 0.4569 

BSIF+NB 0.6040 

LBP+SVM 1.0204 

LBP +KNN 1.0492 

LBP +NB 1.1458 

LPQ+SVM 4.6034 

LPQ +KNN 4.8434 

LPQ +NB 5.5722 

CNN+SVM 0.4513 

CNN+KNN 0.5906 

CNN+NB 1.5038 

TL 0.4908 

a. TL means Transfer learning using pre-trained GoogleNet model 
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VI. CONCLUSION  

In this work, we developed a computer vision-based system 
to recognize indoor objects. The proposed system was validated 
in a publically available dataset which contains images captured 
from indoor areas of a health clinic. SVM, KNN and NB 
classifiers were utilized to evaluate the performance of textures 
features such as BSIF, LPQ, and LBP. The indoor object 
recognition was very well performed with BSIF feature 
descriptor and LPQ feature descriptor.BSIF produced 98.1 % 
accuracy with KNN classifier. Moreover, LPQ  yielded 98.9 % 
and 98.4 % accuracy with SVM and KNN classifiers 
respectively. Compared to NB classifier, SVM and KNN 
classifiers performed better with texture features. We performed 
the transfer learning via fine-tuning as well as feature extraction 
approaches. Our deep learning model developed using transfer 
learning approach yielded the highest accuracy of  100 %  in the 
same dataset.  The CNN features also delivered an accuracy of 
100 %  with SVM and KNN classifiers. Comparison with LPQ,   
BSIF feature descriptor, CNN features, and deep learning 
models took very less time for the prediction.  

This work only considered the recognition of three indoor 
objects such as door, stairs, and sign. Recognition of multiple 
objects from a scene is not considered in this work.  In the future, 
we will extend this system to recognize more common objects 
found in indoor areas including chairs, table, laptop, 
smartphone, etc. Moreover, we will consider the recognition of 
multiple objects found in a scene. 
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Abstract— now a days, the real time detection and tracking of 

face is very mandatory. This is mainly used for recognition of 

movement, safety purpose and surveillance systems. In this 

paper, we are using two algorithms that is Viola-Jones Detection 
(VLJ) algorithm and KLT algorithm. KLT algorithm is used 

along with Arduino packages available in MATLAB. In this 

paper, the total progression is divided into two categories, that is 

first one is the human faces are detected by VLJ algorithm and 

another algorithm is used to track the feature evidences in the 
live video surround. Using webcam and servo motors, the human 

faces are detected and tracked. The perfect intention of this 

paper is to progress a faster algorithm in detecting, tracking and 

recognizing a face, which serves as a useful process in several 

Real time applications like security systems, video surveillance, 

video coding and Advanced Robotics etc. 

Keywords— KLT, VLJ, Face tracking, Arduino, MATLAB, 
Face Recognition. 

I.  INTRODUCTION  

In so many computer vision applications, the 

detection and tracking of object are very important and also 

including recognition of activity, surveillance and motorized 

safety. A face tracking system is very simple and mostly used 

system and which is established by separating the tracking 

problem into three distinct problems: Face detection in the 

frame, Initial facial features, which is used for tracking and 

Face Tracking. Face detection in MATLAB can be through 

using various dissimilar existing algorithms. These algorithms 

use different mechanisms to identify the facial features. Some 

use edge detection methods while some use contrast 

separation. Generally, it is used in object detection 

applications but, due to its capability of detecting facial 

features using Haar based feature filters, is extremely easy to 

use for the face detection applications. The main reason 

overdue using MATLAB for image processing is due to its 

features with inbuilt tools and provision for good choice of 

hardware parts like that Arduino and Raspberry Pi. In this 

project, Arduino Uno was used due to its simplicity and 

compatibility with the MATLAB. Arduino hardware support 

package can be added to MATLAB via Add-Ons. The main 

significance of this paper is to accentuate the use of Viola 

Jones object detection frame work on human faces in real-

time.  

For training, they used latent SVM which considers a 

classification which notches every example 𝑥 with a function 

𝑓𝜔(𝑥) = max 𝑧𝜖𝑍(𝑥) 𝜔 . 𝜓(𝐻, 𝑧) where the fixed 𝑍(𝑥) 

describes all conceivable hidden values for an example 𝑥. A 

binary brand for this instance 𝑥 can be acquired by 

thresholding the notch. The model parameters 𝜔 can be 

trained from labeled examples (𝑥1, 𝑦1), … , (𝑥𝑚, 𝑦𝑚) by 

minimizing the objective function: 

 
For detection, the response of the 𝑖𝑡ℎ  filter 𝐹𝑖 in the 𝑙𝑡ℎ  level of 

𝐻 is calculated by 𝑅𝑖,𝑙 (𝑥, 𝑦) = 𝐹𝑖 .𝜑𝑎(𝐻, (𝑥, 𝑦, 𝑙)) in a sub-

window of 𝐻 with topmost leftward corner at (𝑥, 𝑦) and its 

size is defined by the size of the root filter. The updated 

response of the 𝑖𝑡ℎ  part filter in this optimum location 𝐷𝑖,𝑙 and 

the corresponding optimal displacement 𝑃𝑖,𝑙 are given 

respectively by: 

 

II. METHODOLOGY  

The proposed system used for detection of human face is 

designated under. This proposed system mainly categorized 
into four stages, they are briefly explained under.   

A. Features of HAAR 

Images are categorized primarily on feature constructed 

systems because in feature constructed systems the calculations 
essential is fewer. For face detection generally two rectangular 

dimensional features, three rectangular dimensional features 
and four rectangular dimensional features are used 

[2]
. These 

features/structures are named as HAAR structures and are 

shown in below figure. The features are intended by simple 
adding and deduction operation. For any type of rectangular 

HAAR feature the features are intended in the above 
mentioned process. This process is frequent for dissimilar types 

of HAAR rectangular masks and also by fluctuating the 
dimension of the mask. 
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Fig 1: Features of HAAR  

B. Image of Integral:  

 The image of integral is a rectangular structures of an 
image, which are greatly designated by its center. The equation 

calculation of integral form of an image is given by 

mathematically below and this can be described by captivating 
the below image [2]. 

 

 

Fig 2: image of Integral  
In the integral illustration, point1 designates the whole pixel 

sum which are existing in area A. the point2 indicates the area 
pixels sum. In the same way, point3 and point4 are area pixels 

sum (A, C) and (A, B, C, D) [3]. Where q(a,b) is an image  of 
integral and q(a', b') is the original image. 

 

C. AdaBoost Training (Adaptive Boost):  

 The integral image calculates a value at every pixel (A, B) 

that is the pixels sum values overhead and to the left side of (A, 
B) comprehensive [2]. The exercise set covers face and non-

face examples with identical weight. For every round of 
boosting, it assesses every rectangular filter on every example 

and chooses the best threshold for every filter and then sets best 
threshold. After this, the weights are set again. 

D. Cascading Classifiers:  

After the exercise is completed, the integral images are 

coordinated with the filters and cascaded using the MATLAB 
objects. Using classifiers, the positive and negative portions of 

an image are separated, i.e., simple classifier. Weak classifiers 

are nothing but simple classifiers. Complex classifiers are 

sturdy classifiers in which it will yield the output from the 

preceding classifier and it will take as current input in which it 
may discard or accept that exact window. 

 

Fig 3: cascading 

Cascade Objects in MATLAB:   

 Cascading of the integral images is completed using 

the inherent cascade structures of MATLAB. 

vision.CascadeObjectDetector(); detects the distinct 

object from the video input. 

 imaq.VideoDevice: This object allows MATLAB to 

interface camera to the system.  

 vision.ShapeInserter: This object places the distinct 

outline at the position if recognized HAAR features. 

 vision.VideoPlayer: This object shows the processing 

video with the recognized features.  

 vision.HistogramBasedTracker: This object paths the 

actions in the HAAR features using the histogram 

information. 

III. PROPOSED TECHNIQUE 

 

 

 

 

 

 

 

 

 

 

 

 

   

Fig 4: Proposed Model 

The main purpose of the project work is to detect a human 

face in every frame of the video coming from a web camera 

and the captured image is processed using viola-jones 

algorithm using MATLAB and  to detect the faces and send 

signals to the Arduino board to regulator the association of the 

camera using two servo motors. One of the servo motor is for 

horizontal variation and another servo motor is for vertical 

variation, face shall be tracked actively and maintained in the 

Face Detection Points  

Image (or) Video Capture 

Feature Extraction 

Tracker Initialize 

Output (or) Results  
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frame. The MATLAB code may also include some of the built 

in functions for the effective face recognition and seamless 

tracking in real time environment [4]. Applications of this 

concept are wide spread from video coding to advanced 

robotics.   

MATLAB Software: In this  proposed method, MATLAB uses 

the built in vision objects to detect the faces from a live video 

feed [2]. For the first stage, a serial assembly to the Arduino 

hardware opens. Concurrently, the program recites the video 

feed from the webcam or external camera. For good 

efficiency, step is used for extracting frames from the 

continuous video feed. Using the Viola-Jones detection frame 

work, the frames extracted gets coordinated with the Haar 

features and faces are identified. Nose features gets matched 

after the faces. Then the boundary boxes will be placed at the 

identified face locations. Additional into the code, it computes 

the centroid of the boundary box and forms the portion of the 

frame it decreases in. As the frame of the video will be 

alienated into four quadrant, it computes the coldness from the 

center to the location of centroid of the bouncing box on both 

axes. These are fed to the Arduino serial input. MATLAB 

does this procedure constantly until the predetermined time 

after there is no face in the frame [4]. 

 
Fig 5: Block diagram 

 
Fig 6: Hardware Setup. 

Arduino IDE: In this paper, Arduino Uno is used which 

switch the tracking gesture for the camera on two servo motors 
(pan-motion & tilt-motion) [4]. We used Arduino platform for 

this model because of its simple interfacing and working with 
the MATLAB. Adding the hardware support package to the 

MATLAB through the add-ons is extremely convenient. As the 

procedure of face detection occurs, serial input at the Arduino 
obtains the detachments from the midpoint to that of the 

bounding box. With this input from the serial port, Arduino 
code is printed such that it associates the input co-ordinates to 

the conditions in the program and operates the servo motors 

accordingly.  

Physical Connections: Components obligatory for this work 

comprises a web camera, Arduino Uno, a Computer with 
MATLAB (as well as Arduino hardware support packages) and 

Arduino IDE [4]. 

 
Fig 7: Connection between software and hardware 

IV. SIMULATION AND RESULT S 

 In this paper, we are using Arduino Uno board, bread 

board, connecting wires and YUY2_160 x120 webcam. The 
below figures shows MATLAB section of the detection and 

tracking of the face. 

 
Fig 8: Output for single face detection using Mat lab. 

 

 
Fig 9: Output for single face detection using Mat lab. 
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Fig 10: Individual face detection and individual face Tracking output. 
 

 
Fig 11: Output for Multiple face detection and Tracking. 

The Individual face detection and individual face tracking 

output shown in figure 10 and multiple face detection and 
Tracking output as shown in figure 11. This output figures 

estimated from connection between MATLAB and Arduino 
setup. In this paper, C1, C2 represents centroid values, which 

are noted in below table. 

 
 

 

TABLE 1: Various wait time player’s detection. 

 

S.

N 

Wait time 

(in sec) 

Output of video player Calculati

on of 

centroid  
1 287 

 

C1 = 94 

C2 = -25 

2 320 

 

C1 = 52 
C2 = -6 

3 600 

 

C1 = 100 

C2 = 4 

 

 
Fig 12: Hardware Setup 

 
Fig 13: Servo Motor Setup 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1681



                                                          

[1] V. Prakasam received B.Tech degree from JNTUA, 

M.Tech degree in VLSISD from JNTUK and pursuing 
p.hD. He is currently an Assistant Professor in the 

department of Electronics and Communication 
Engineering   at   vignan institute of technology and 

sciences, deshumuki. His research interests Signal 

processing, image processing, Microwave Engineering and 
RF Engineering. 

[2] P.Sandeep received B.E degree from VTU, 
Belgaum, M.Tech degree in VLSID from Sathyabama 

University and pursuing p.hD. He is currently an Assistant 
Professor in the department of Electronics and 

Communication Engineering   at   Vignan institute of 

technology and sciences , deshumuki. His research interests 
Signal processing, image processing, Analog Electronics 

engineering, Low Power and High Speed Systems and 
VLSI Design. 

V. CONCLUSION 

The planned system for tracking faces using Viola-Jones 
algorithm in MATLAB is better than the present methods. 

Usage of adaptive boosting for the algorithm helps in 
increasing the precision and efficiency of the proposed method. 

This kind of tracking can be used effectively in the surveillance 
field. Also, Computer Vision is the major field which holds a 

vast scope for robotics. It is an efficient and fast algorithm 

when compared to other algorithms. It is done by using 
MATLAB code, where Camera detects the face and tracking is 

done through the movement of camera using a Microcontroller 
called ARDUINO. We can implement this method in various 

places where security and video surveillance is highly essential. 
In this paper we are restricted with basic laboratory conditions 

where the application part can be done with high costs. 
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Abstract— Modulation plays a significant role in the field of 

electrical communication where different techniques are 

employed to achieve better performance and focusing in meeting 

the standards of various parameters such as BER, SNR, and 

MSE etc. In this paper we have analyzed BER for passband 
digital communication techniques on AWGN channel and 

results are verified using MATLAB. 

Keywords— Binary Phase Shift Keying (BPSK); Quaternary 

Phase Shift Keying (QPSK); Quadrature Amplitude Modulation  
 (QAM); Bit Error Rate (BER); S ignal to Noise Ratio (SNR); 

Additive White Gaussian Noise (AWGN); Mean Square Error 

(MSE)  

I. INTRODUCTION 

The history of communication focuses the development of 

civilizat ion and the way it in fluenced its impact on modern 

societies. Communicat ion stands in simple words as sending 

or receiving of messages from one person to another. When 

the receiver interprets the exact message deliver by the 

transmitter then only effective communication is going to 

happen. 

 

The commun ication systems broadly classified into three 

categories based on the nature of the input signal as well as 

the behaviour of the system. The system may be 

unidirectional or b idirectional, whether it  uses as analog or 

digital signal, which type of trans mission technique the 

system is going to opt. The above discussed classification is 

also shown in figure 1. 

 

 
Figure 1 : Classification of Electronic Communication System 

The current research majorly focusing on last category i.e. 

the techniques of transmission. We can also classify the 

transmission techniques in further two types namely  baseband 

transmission and passband transmission (Communication 

system using modulation). 

 

The message signals are directly transmitted in baseband 

transmission systems. The telephone networks are one of the 

common examples for these types of systems, where the input 

sound signal is going to convert into electrical signal and 

directly placed on the telephone lines and gets transmitted.  

 

 
Figure 2 : Functional model of baseband data transmission system 

 

The message signals are impresses onto a signal known as 

carrier in passband transmission systems. The space 

communicat ions, terrestrial microwave communicat ions and 

mobile  communications are the areas which consider 

modulation where the modulated signal is shifted to an 

appropriate frequency band and then transmitted over large 

distance communication through antennas. 

 

 
Figure 3 : Functional model of passband data transmission system 
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A. Literature Survey 

     Reference [1] p resents different modulation schemes 

(BPSK, QPSK, and GMSK) and its performance evaluation 

in terms of BER   in   cellular mobile environment with GSM 

standard parameters.  The main  motive o f this research is to 

identify the factors that go into consideration of the 

modulation schemes particularly in the wireless environment. 

 

Reference [2] describes about BPSK, QPSK and QAM 

based OFDM system and performance comparison by 

employing different error correcting techniques (reed 

Solomon, convolution & concatenated coding) in wireless 

communicat ion channel. The BER performance evaluated 

among each code and from these outcomes it  is concluded 

that concatenated coding brings good results compare to other 

individual codes.  

 

Reference [3] d iscusses the BER measurement for different  

modulation schemes over two different channel bandwidths 

of 1.25 MHz and 6 MHz respectively. The main objective of 

this research is to find out the best configuration between the 

modulation schemes and channel bandwidth, which helps to 

improve the system performance. The research has been 

performed by  evaluation of BER and SNR for OFDM system 

models using MATLAB SIMULINK Tool. 
 
Reference [4] analyses the BER, for different modulation  

techniques known to be BPSK, QPSK. After performing 

various simulations it is observed that performance can be 

enhance by selecting a proper modulation scheme and by  

employing suitable coding technique correspondingly. The 

performance is analyzed and compared by simulated results 

through Lab VIEW software. 

B. Organization of the paper 

The paper has been organized into six sections. Section I 

gives the brief introduction about the digital communication 

and    some   of   the    previous works related to this paper. 

Section II gives an idea about each scheme in dig ital 

communicat ion. Section III focuses on details about the types 

of communication channel and its characteristics. Section IV 

is a more complex one deal with parameters to analyse 

various digital modulation techniques . Section V elaborates 

about the input signal specification. Section VI shown the 

simulated results in the form of graph and table. In section 

VII, based on the above observations , what can be inferred is 

described and conclusions drawn based on them. 

II. DIGITAL TRANSMISSION SCHEMES 

A. Introduction 

The physical delivery  of information (data) over a 

dedicated or distributed path (communication channel) is 

known as data transmission, digital transmission or digital 

communicat ion. The digital transmission techniques basically 

classified into two types i.e. baseband transmission (Line 

Coding) and passband transmission (Digital Modulation)    

B. Classification 

 The digital transmission is classified in into two major 

categories namely Baseband Transmission and Passband 

Transmission (communicat ion using modulation). The 

layman classification of digital signals transmission is clearly 

depicted in below figure 

 
                 Figure 4 : Digital Modulation Classification Model 

C. Passband digital modulation techniques 

The main objective of passband digital modulation is to 

impresses the encoded digital in formation by varying the 

parameters of a sinusoidal waveform known as carrier signal, 

over an analog communicat ion channel. There are 3 basic 

modulation techniques and based on parameters like 

amplitude, phase or frequency variations in the transmitted 

signals, the modulation is referred to as Amplitude Shift  

Keying (ASK), Frequency Shift Keying (FSK), and Phase 

Shift Keying (PSK). 

D. Binary Phase Shift Keying (BPSK) 

Binary Phase Shift Keying (BPSK) is also known by the 

name of Phase Reversal Keying (PRK) in some specific 

applications. In this  modulation scheme two phases of the 

carrier signal represented either by 0° or by 180° depending 

on the sequence of binary message signal i.e . 0 or 1 

accordingly. 

The transmitted BPSK signal can also be represented 

mathematically shown in equation 1 

 

  ( )   √
   
  
   (        (   ))            

Equation 1 : Transmitted Signal Expression for BPSK 

     The probability of error for BPSK under AW GN channel 

can be calculated from expression present in equation 2 

 

    (√
   
  
)            

 

 
    (√

  
  
)  

Equation 2 : BER Expression for BPSK 

     The output waveform representation of BPSK modulat ion 

corresponding to the input binary sequence is depicted in  

figure 5. 
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Figure 5 : Waveform Diagram of BPSK Modulation 

E. Quaternary  Phase  Shift  Keying (QPSK) 

A four-level (4-ary) PSK is called Quaternary Phase Shift  

Keying (QPSK), and constellation points also chosen as four. 
As per the theoretical analysis, it is found that QPSK system 

and BPSK system having the same BER. The QPSK system 

can also be utilized  to double the data rate compared  with a 

BPSK system for some special applications.  

     The mathematical implementation of transmitted QPSK 

signal is clearly represented through equation 3  

 

  ( )  √
   

  
   (      (    )

 

 
)          

Equation 3 : Transmitted Signal Expression for QPSK 

     The QPSK using two  independently modulated quadrature 

carriers known as in-phase component and quadrature-phase 

component. The BPSK is used on both carriers as they can be 

independently demodulated and therefore resulting BER for 

QPSK is like BPSK. 

    (√
   
  
)         
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) 

Equation 4 : BER Expression for QPSK 

     The QPSK can transmit 2 bits/symbol and shifts the phase 

of the signal to one of four states as clearly mentioned in 

figure 6. 

 
                   Figure 6 : Waveform Diagram of QPSK Modulation 

F. Quadrature  Amplitude Modulation (QAM) 

QAM (Quadrature Amplitude Modulation) utilizes both 

amplitude and phase components of a carrier signal in order 

to achieve high levels of spectrum usage efficiency. This 

technique includes pulse amplitude modulat ion (PAM) in  

high speed data communication systems. 

 
                       Figure 7 : Block Diagram of 8-QAM  Modulator 

M-QAM constellations involve two orthonormal basis 

functions and are two-dimensional. The transmitted QAM 

signal waveform can also be represented as  

  ( )  √  √
 

  
   (        ) 

          √    
      

                
  
    
    

 

Equation 5 : Transmitted Signal Expression for M-QAM 

M-QAM constellations involve two orthonormal basis 

functions and are two-dimensional. An important 

configuration of signal points is rectangular QAM, in  each 

direction the signal points are spaced equally in amplitude 

and placed on a rectangular grid as clearly understood from 

the signal constellations diagram depicted in figure 8 for 

different values of M. 

 
     Figure 8 : Constellation Diagram of M-QAM Modulation 
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III.  COMMUNICATION CHANNEL 

Communicat ion channels are basically  of three types based 

on the classifications in terms of their characteristics as Noise 

model (AWGN), Radio frequency propagation model & 

Interference model. The detailed exp lanation about AW GN 

channel is given below based on the analysis. 

A. Additive White Gaussian Noise Channel (AWGN) 

The AWGN channel is mathematically represented by an 

output series Yi at different time index i. Yi is the summat ion 

of the input Xi and noise, Zi, where Zi is identically  

distributed and drawn independent from a zero-mean normal 

distribution with variance N.  

 

        (   ) 
           

Equation 6 : Mathematical representation for AWGN Channel 

The AWGN channel is often used for many satellite and 

deep space communicat ion links . The major applicat ion of 

AWGN is to simulate background noise for channel under 

observation. This is not a good model for fading, frequency 

selectivity and does not account for terrain b locking, 

interference etc. 

 
                           Figure 9 : AWGN Channel Model 

IV.  PERFORMANCE MEASURES 

A. Bit Error Rate – BER 

      Bit errors are the number of b its corrupted or destroyed 

during the transmission of data from the source to destination. 

Bit erro r rat io is a unit less quantity and often measured in 

percentage.  

 

    
                        (           ) 

                     (           ) 
 

Equation 7 : BER Formula 

 
 
 

 
 

 

B. Signal  To Noise Ratio - SNR 

      Signal-to-noise ratio is a measurement parameter that 

compares the level of signal power to a level of noise power 

and expressed its mathematical value in decibels. If the ratio is 

higher than 1:1, it shows that more signal than noise.  

    
       
      

 

Equation 8 : SNR Formula 

C. Mean Square Error – MSE 

The mean squared deviation of an  estimator measures the 

average squared difference between the estimated values and 

what is estimated. The MSE is the measure of quality of an 

estimator and the second moment of the error, therefore 

incorporates both bias and variance of an estimator.  

    
 

 
∑( ̂    )

 

 

   

 

Equation 9 : MSE Formula 

V. IMPLEMENTATION DETAILS 

An input audio signal in .wav format having file size of 

673 KB is fed as a common input to various modulation 

schemes and the same is analyzed by simulation through 

MATLAB. The resulted spectrum waveform of input audio is 

shown in Figure 10. 

 
                    Figure 10 : Spectrum of input audio signal 

   Before processing to modulation, the real-t ime audio signal 

is converted to digital form and sampled at a rate of 44,100 

Hz through MATLAB functions. In order to compare the 

digital modulation schemes performance, th is digitize 

sequence is carrying through AWGN channel at different 

levels of SNR.  
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VI.  EXPERIMENTAL EVALUATION 

An audio signal whose spectrum as shown in figure 10 is 

fed as an input to obtain the results as mentioned below. 

. 

 
                 Figure 11 : BER curve for BPSK, QPSK & 16-QAM 

From the obtained BER curve it is clear that the relation  

between SNR and BER quantities are inversely proportional. 

It is observed as SNR value increases the BER decreases. 

 

In the table tabulated below, the observation made for 

different SNR levels on various techniques is mentioned. 

 

MODULATION 

TECHNIQUES 

BIT  ERROR RATE 

BPSK 0.0562 

QPSK 0.1795 

16-QAM 0.2557 

                        Table 1 : BER value at  SNR = 1dB 

It is inferred that from the table 1 and table 2, at the lower 

SNR level say 1 dB the larger is amount of noise and at the 

medium SNR level say 5dB the amount of signal power is 

increased respectively. 

 

MODULATION 

TECHNIQUES 

BIT ERROR RATE 

BPSK 0.0060 

QPSK 0.0551 

16-QAM 0.1678 

                       Table 2 : BER value at  SNR = 5dB 

Considering the table 3 which says the SNR at 10dB there 

is a vast increase in the signal power and huge decrease in the 

BER values. 

 
MODULATION 

TECHNIQUES 

BIT ERROR RATE 

BPSK 0.0000 

QPSK 0.0012 

16-QAM 0.0720 

                       Table 3 : BER value at SNR = 10dB 

From the above experimentation results we infer that when  

SNR is of high value the data rate techniques like 16-QAM 

shows better performance when compared to the lower data 

rate techniques. 

 VII. CONCLUSION 

The respective conventional passband modulation schemes 

have been simulated in MATLAB software in  terms of BER 

values as well as BER curve corresponding to different levels 

of SNR. The conclusion made from the above observation 

and discussions are as follows: 

 

 Experimentally it is found that the minute difference of 1 

dB (appro x.) will occur among the BER curves of BPSK 

and QPSK as clearly shown in figure 11. Ideally  the BER 

result of BPSK and QPSK are equal over AW GN channel.  

 At low level SNR it is efficient to use low order 

modulation schemes such as BPSK or QPSK and at high 

level SNR it  is better to use high order modulation 

schemes like 16-QAM as respective modulation schemes 

offer less amount of BER in respective levels of SNR. 

 In future the research can also be proceed further while 

implementing these single carrier modulation schemes 

namely BPSK, QPSK & 16-QAM with mult icarrier 

modulation schemes such as OFDM, FBMC, SEFDM etc 

in order to enhance the productivity of present 

communication system.     
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Abstract—Fuzzy clustering is a well-known data mining 

technique and it is used to solve some real world entity. In 

partitioned clustering, fuzzy c-means is one of the prominent 
techniques due to its straightforwardness and it produced least 

computational effort. Still, it falls into the problem of local 

optima. For solving this local optima problem, many swarms 

intelligent based optimization algorithm has been introduced and 

try to achieve a global optimum solution. Even though, some of 
the conventional optimization algorithms are failures to find 

global optimum because of premature convergence.  In this 

research paper, a bacterial colony optimization algorithm is an 

integrated with fuzzy called fuzzy bacterial colony optimization 

has proposed and its purpose to solve both aforementioned 
shortcomings.  The experimental outcomes are shows that the 

future new fuzzy clustering algorithm produced superior 

performance matched with previous fuzzy clustering methods. 

Keywords— Fuzzy Clustering Analysis; Fuzzy C-Means; Fuzzy 

Particle Swarm Optimization;Fuzzy Bacterial Colony Optimization  

I. INTRODUCTION 

 The process of grouping a dataset based on their similar 
relationship is clustering.  The low similar relationship data 

samples are handover to the one group and high similar 
relationship data samples are handover to other groups. The 

hard and fuzzy  clustering are the two  major types for solving 

the clustering problem.  In  both case, each data points are 
conveyed in different groups only in the hard clustering [1].  

On the other hand, Fuzzy clustering techniques hosted a 
membership degree the dissimilar group of datasets [2].   

The soft clustering is a famous data mining problem useful 
to solve many real world  entities  with effective manner.  The 

fuzzy c-means is one of famous algorithm to solve the 

clustering problem[3].  But, it is falling into optima problems  
and could not achieve a global optimum.  Several research 

works have been carried out in order to solve the shortcoming 
of conventional FCM.  The problem of FCM noise sensitivity  

was excluded with the help  of probabilistic Fuzzy  c-Means [2].   
Spatial informat ion of the image can be effected the efficiency 

of the FCM and it does not completely used in FCM.  Hence, a 
spatial functions is used with conventional FCM for extract ing 

the spatial informat ion of the images and it could be increased 

the accuracy of the image clustering [4].  However, the 
conventional and enhanced FCM has many weaknesses 

namely tend to local minima, arb itrary assignment of the 
cluster center values.   

In the last decades, the clustering problem has been solved 

by using swarm intelligent based optimization techniques and 
it is more attention by the researchers.  Such as ant colony 

optimization (ACO) based on the ants behavior [5], artificial 
bee colony optimizat ion depends on bee performance (ABC) 

[6], part icle swarm optimization (PSO) accord ing to swarm 
activities [7], social spider optimization (SSO) [8], firefly  

algorithm (FA) [9] and bacterial fo raging optimizat ion 
algorithm(BFO)[10].  However, the tradit ional swarm 

intelligence based optimization clustering algorithms are 

failure due to lack of development aptitude that is simply  to 
fall into premature convergence.   

Hence, an advanced type of optimization algorithm is  
known as bacterial colony optimization (BCO) algorithm is 

combined with the fuzzy concept is referred as  fuzzy bacterial 
colony optimization (FBCO) clustering proposed in this study 

work. The FBCO algorithm is scheduled through mimicking 

the behavior of bacterial colony and it has a positive 
evolutionary mechanism.  It has given a modern 

implementation principle in swarm intelligence algorithms [11].  

The robustness of the FBCO algorithm is applied to  

clustering problem and it compared with FCM and FPSO. The 
simulation effects are demonstrates that the proposed FBCO 

clustering algorithm produced significant classificat ion 

accuracy. The document is structured as, a description of FCM 
is discussed in Section 2, FPSO is d iscussed in section 3, the 

behavior of BCO is discussed in Sect ion 4, the proposed 
FBCO clustering algorithms is expressed in section 5, the 

experiment and outcome presented and discussed in Section 6.  
The conclusion of this research works conversed in the Sect ion 

7. 

II. FUZZY C-MEANS (FCM) 

In partition clustering, Bezdek et al developed FCM  
algorithm [3]. The iterative process of Fuuzy c-means is to 

discover meaningful patterns from obtained datasets and it 
apply the idea of soft membership as an alternative of 

conveying a pixel to a certain group, every pixel will include to 

dissimilar membership values on each group.  In particular, 

unlabeled data set                   in 
d

R dimensional 
area, the Fuzzy c-Mean is to partitions the records into c (1 < c 

< n) fuzzy clusters with cluster centers { , , ...., }
1 2

z z z zn

[12]. 
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In fuzzy clustering, the data samples are expressed by a 
fuzzy matrix µ .  It has with n rows and c columns. Where n
is the number of data samples and the number of classes is 

denoted by c . The component µij is in
thi  row with

thj

column.  Them, µ  specify the amount of association of the 

thi data samples with the
thj cluster. The distinctiveness of µ  

is defined as follows:  

 0,  1   1,  2 1,  2 ci ni j      (1) 

µ 1
1,2,....1

c

ij i nj
  

(2) 

µ
1,2,....,1

c
o nij j cj
   

(3) 

The aim of minimization or maximizat ion function is well-

defined as follows, 

1 1

c n m
J dm ijijj i

  
 

(4) 

 Where,  1m m   is a values of scalar and is heavy 

exponents that regulating the fuzziness of the resultant clusters.  

Euclid ian distance dij is denote the function from data point  to 

the cluster center { , , ...., }
1 2

z z z zn .  The distance function 

dij is defined as follows,  

d o zij i j  (5) 

Where, the jz  centroids of the 
thj cluster and 

thi data 

objects which is defined by using below equation   

1

1

n m
oij i

iz nj m
ij

i











 (6) 

If convergence criteria does not met after completing every  
iteration, then the membership values is updated as follows,  

2

1

1

1

( )

ij c
ij m

k ik

d

d









(7) 

III. FUZZY PSO 

The PSO algorithm is a well-known optimization  
techniques which are applied to solve clustering problem to 

obtained efficient clustering accuracy[13].  The PSO mimics 
the bird fly ing behavior and fish schooling behavior.  The PSO 

clustering searching the optimum cluster center on their search 
space which is moving toward an optimum solution which is 

produced efficient clustering members based on their 
similarity[14].   

H. Izakian  et al  has proposed FPSO for solving  clustering 
problem in fuzzy [15].  In Fuzzy PSO,  the  particle position 

and velocity are defined as a fuzzy  relation between  groups 

and objects that is each particle are represented membership 
degree µ and it should satisfy the condition of equations(1) 

and (2).  Then , the position and velocity updating done are 
given as,  

( 1) ( ) ( ) ( ( ) ( )) ( ) ( ( ) ( )
1 1 2 2

V t V t c r pbest t X t c r gbest t X t         (8)

( 1) ( ) ( )X t X t V t   (9) 

Where, pbest is the personal best values achieved from 

current particle and gbest is a g lobal best value achieved by all 

particle from c n .  However, the process of searching ability 

in the conventional PSO is an inefficient due to the search 
process not carried out complete ly.  In this situation, the PSO 

algorithm can disturbed by a problem of premature 
convergence[16]. 

IV. THE FUNDAMENTAL BEHAVIOUR OF BACTERIA COLONY 

OPTMIZATION 

The BCO was developed by Niu and Wang in 2012 
followed by the behavior of E.Coli bacterial colony[11].  The 

behavior of BCO algorithm is a  combination of two bacterial 
foraging algorithms such as bacterial forag ing optimization[17] 

and bacterial chemotaxis algorithm[18].  The conventional 
bacterial based algorithm is considered only entity behaviors 

instead of social behavior of swarm intelligence algorithms.  

The bacterial colony is an autonomously searching the food in 
the search space by their personal knowledge.  

However, the conventional bacterial based algorithm is a  
problem due to their features and it takes more computation 

time.  To solve above revealed limitations, a innovative fuzzy  
clustering algorithm is proposed such as fuzzy bacterial colony 

optimization (FBCO).  There are five types of main steps 
presents in the BCO namely chemotaxis , communication, 

elimination, reproduction and migration process. The 

following subsection are briefly explained the behavior of the 
conventional BCO and its steps [11]. 

A. Chemotaxis and communication model 

The communication is major activit ies  of the bacterial 

colonies that are accompanied with two  processes such as runs 
and tumbles.  It has performed three kinds of informat ion 

exchanges during the process of communication such as 
random direction, group informat ion, and personal 

informat ion.  The bacterial colonies are used for an  exchange 
the information and guide to them in the behaviors of 

movement and its guidelines.  The process of the 

communicat ion can be accomplished either run or tumble 
which is expressed as follows,  

( ) ( 1) .( ) ( )
inf

Position T Position T R Run R ii i i o
     (10)

( ) ( 1) .( ) ( )
inf

Position T Position T R Tumb R ii i i o
     (11) 
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The relat ionship between the individual and the group of 
the bacterial colonies are considered by the position updating 

process.  The information on the each bacterial co lony is 
shared with the help of communication process.   

B. Elimination and Reproduction method 

Each bacterial co lony is noticeable  with a degree o f energy  

level based on the ability of searching in the exp loration.  The 

level of energy of every bacterial colony is defined by its 
probability. The energy level of each bacterial colony is sorted 

and analyzed, then decide the qualification of bacterial colony 
used as a criterion.  The assessment of the elimination and 

reproduction process can be defined as follows, 

,

,

,

if L L and i healthy then i Candidaterepri given

if L L and i healthy then i Candidatei given eli

if i unhealthy then i Candidate
eli

  

  

 

(12) 

Where, Li -is the energy level of 
thi bacterial co lony. All 

behavior of the bacterial co lony was constrained surrounded by 

a reserved area.  If bacterial co lony moves left from reserving 
area, two schemes will be performed.  Either, produce new 

entity to re-establish the outer one or modify the forward way  
to retains them effectively.  In this stage, the boundary control 

is very important.  The outer bacterial colony is considered as 

an unhealthy and it’s ready to eliminate from the populations 

and then reproduce by the healthy bacterial colonies.   

C. Migration model 

The migration is the process of constructing more nutrition  
and its performance is not followed by given probability.  The 

bacterial co lony would travel to a new random residence on the 
search space according to the given conditions satisfied.  The 

BCO is performing the migration process in order to avoid the 

local minimum.  It can be expressed as follows,  

( ) .( )Position T rand ub lb lbi    (13) 

Where, lower and upper borders are lb and ub  of the 

colony positions correspondingly. The random number 

generation is representing as rand that range between 0 and 1.   

V. PROPOSED FUZZY BCO CLUSTERING ALGORITHM 

The major purpose of the fuzzy  clustering problem is to  
decrease the sum distance between samples which is defined as 

an objective function Jm as follows, 

1 1

c n m
J dm ijijj i

  
 

(14) 

Where, K is determine the number of clusters, D is the 
number of dimension in the data sets of x .  The lowest values 

of Jm is considered as the best values.  In the proposed FBCO, 

the fuzzy relation of the data sample X  is defined as follows ,  

11 1

1

c

X

ncn

 

 



 
 
 
  

(15) 

Where, µij is the membership function value for 
thi data 

samples and
thj cluster. It should be satisfied with the equation 

(1) and (2).  Furthermore, the complete lives of the bacterial 

colonies are involved, two processes in the chemotaxis such as 
running and tumbling.  Therefore, the updating the position of 

the each bacterial colony as follows,  

( ) ( 1) ( )

*[ .( ( 1)) (1 )

* ( ( 1)) ]

Position T Position T C ii i

f G Position T fi i ibest

P Position T turbi ibesti

  

   

  

(16) 

( ) ( 1) ( )

*[ .( ( 1)) (1 )

* ( ( 1))]

Position T Position T C ii i

f G Position T fi i ibest

P Position Tibesti

  

   

 

(17) 

max
( ) .( )maxmin min

max

Iter Iterj
C i C C C

Iter


  

 
  
 

(18) 

Algorithm 1 : Proposed FBCO clustering algorithms 

Begin  

Step 1 : Initialize required parameters  

Step 2 : Each bacterial colony  

Step 3 : Chemotaxis and communication process in  

 tumbling and swimming 

Step 4 : Calculate cluster center for each bacterial colony  

Step 4 : Performing an interactive exchange  

 Step 4.1 : If Individual Exchange 

  if  Dynamic neighbor oriented  

      if found poorer fitness bacterial colony,  

   then replace with random values  

  else Random oriented   

   Replace poorer colony after finding 

   poor fitness value of bacterial  

   colony from the given data chooses 

   by randomly 

 Step 4.2 : Else if Group exchange 

   Replace the poorer after finding the 

   best bacterial colony according to  

   the fitness values 

Step 5 : Reproduction and elimination  

 Step 5.1 : Search the healthy bacterial colony using  

  its fitness values 

 Step 5.2 : Perform the reproductions and elimination  

Step 7 : Migration process  

Step 8 : Update position for each bacterial colony  

Step 9:  If terminating situation is not met, then go to  

 step2.  

End 
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Where, 
iturb denotes the turbulent direction variance of the

thi  

bacterial colony, ( )C i - is the chemotaxis step size of the 
thi

bacterial colony, (0,1)fi , G
best

is the global best and 

P
best

is the personal best of the 
thi bacterial colony.  maxIter

, Iter j are the maximum iteration and current iteration 

respectively.  In proposing FBCO, the n number of bacterial 

colonies of the position is defined as Position  and that is 

produced D K cluster centroid.  Hence, n K position will 

be moved for ach ieving minimum d istance that move to the 
global minimum.   

VI. EXPERIMENTAL RESULRS AND DISCUSSIONS 

In this research works, the strength of the proposed model is 

evaluated using six types of benchmark data sets and it 
obtained from the UCI   repository [19].  

A. Dataset descriptions  

• Fisher’s iris consists of three different species of the 

iris flower, one fifty samples  and four features were 
collected in each species. 

• Glass datasets have 214 data objects with 6 types of 
glasses and it has nine different features in each type 

• Wisconsin breast cancer (WBC) data set has 683 data 

samples with two categories and it categorized by 9 
features. 

• In wine data sets, it contains of 178 data objects with 
3 different types of class and categorized by 13 

features. 
• Contraceptive Method Choice (CMC) dataset has 

1473 data points with 3 types and 9 features  

• Vowel data set contains 871 Indian vowels with three 
features and six overlapping classes. 

B. Results analysis and discussions  

The FCM clustering algorithm is set 100 iterations as 

maximum iterations, optimization based clustering techniques 
such as FPSO and FBCO are set 10 iterations as a maximum 

iteration.  Other parameters are set as mentioned in [11].  Table 

1 summarized the efficiency of the clustering algorithms such 
as FCM, FPSO and proposed method BCO based clustering.  

The objective function is used to estimates the efficiency of the 
clustering methods which is defined in (4).  The final result is 

an obtained the average values of 10 independent runs on all 
compared clustering methods.   

Three types of values are considered in this research work 

as results such as best, average, and worst.  The best value is 
considered as a better performance and it decides according to 

problem in an  optimizat ion process.  Here, a  low value is 
considered as best performance because the major goal of this 

research work concentrates to reduce the objective values 
(distance) between the data sample with the help of the 

proposed FBCO clustering algorithm.  From the experimental 

results, the objective value of the proposed model produced 
enhanced results other then compared clustering algorithms.   

VII. CONCLUSIONS 

Fuzzy clustering is a complicated NP-Hard problem to  

solve with efficient manner.  Hence, the fuzzy bacterial colony 
optimization clustering algorithm has proposed to solve 

clustering problem in  order to obtain the higher accuracy.  The 
evaluation of the proposed model has conducted on four of 

kind’s benchmark datasets.  The experiment results 
demonstrate that the proposed fuzzy  bacterial colony 

optimization based clustering model produced higher 

clustering efficiency.   

TABLE I.  PERFORMANCE COMPARISONS OF THE PROPOSED MODEL 

Datasets 

FCM FPSO  FBCO  

Best Average Worst Best Average Worst Best Average Worst 

Iris 74.68 76.50 78.32 65.33 68.74 72.16 63.22 64.06 64.91 

Glass 75.78 77.67 79.57 69.16 71.64 74.12 67.96 69.19 70.42 

WBC 2411.71 2470.45 2529.20 2126.20 2278.63 2431.07 1947.86 1921.17 1894.49 

Wine 12128.65 12778.83 13429.01 11351.97 11639.05 11926.19 10498.32 10724.79 10951.27 

CMC 3442.28 3505.59 3568.91 3321.94 3356.43 3390.92 3142.24 3218.74 3295.25 

Vowel 73468.61 74061.13 74653.65 72721.95 72851.48 72981.02 71451.91 71833.16 72214.41 
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    Abstract - Microgrid (MCG) musters of distribution 

system and distributed energy resources concurrently 

storage units and adjustable loads. Operating conditions 

for these systems are sovereign (Islanding mode) or 

depending (Grid connected mode). Various technologies 

are using now a days for making easeful the local 

generation using very small sources and the extendable  

(in time phrase)sources which are available in bulk and 

in the nature like wind, biomass, geothermal, sun 

radiation on earth etc. the planned accomplishment of 

local microgrid going through the view of study which 

contains residential type load whose nature may be 

critical or non-critical, a governed battery, pv system 

power by solar radiation as RES, distribution network 

of any grid which integrate an islanding MCG into grid 

through a pole mounted transformer. Different load 

conditions are examined over a 24-hour time phrase and 

the variation results on battery POC (Phrase of Charge) 

examined on MATLAB2018a software and relative 

imposition is examined for the time limit at various 

parameters of load for planned groundwork purpose. 

   Keywords-Microgrid, BESS, SPV, Phrase of Charge, 

Battery Governer 

I. INTRODUCTION 

    Microgrid is an incorporated plan for distributed 

Generation (micro-generation), energy storages, 

governable loads determine in local distributed grid 

with main grid. Various definitions are available for 

MCG on the basis of govern strategies and classified 

sources known as renewable energy resources 

integrate with in MCG; It is called MCG whenever it 

has governed abilities with in it. Microgrid able to 

govern both mode normal (grid- connected) and 

emergency (islanding) [1], [11]. In depending mode 

(grid-connected) the energy shortage is fulfilled by 

the main grid whereas the excessive generation by 

MCG is equipped to the grid at the distribution level. 

In the sovereign mode (islanding), the MCG 

generates itself both active (P) and reactive power (Q) 

and poise the demand of the load side which includes 
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the energy transfer micro-sources to storages and 

vice-versa [2], [10]. With the solar energy 

availability, SPV fed the power to the charge of 

battery which supply to the load which is insufficient 

because the availability of solar energy is intermittent. 

POC of battery is governed by governer. The planned 

accomplishment of the system brought out for diverse 

instance horizon for diverse phrase of time over 24-

hour loads differed to examine whether battery 

governs the POC and POC with the resultant output 

power of battery is differing whenever the load is 

getting change in demand. 

II.  MICROGRID PLAN ON MATLAB 

    A local Microgrid plan taken for examination point 

of view, with single phase AC of 200 V, generation 

by solar (maximum capacity 5 KW) which is taken as 

RES. Three power sources are taken in this plan main 

grid power, SPV, BESS (150 V, 30 ah). The battery 

governer governs the BESS. If there is any excessive 

power in MCG system this power is imbibe by the 

battery governler and fed to the BESS or it also gives 

power to the MCG system whenever the power 

shortage conditions occur. For load purpose two type 

of loads are considered as captious (C) or non-

captious (NC) load. Three basic home are taken as 

NC while a hospital is taken as C (captious load). 

Tripping circuit is implemented for every load if it is 

needed. Portion of a plan is from MathWorks 

example and forward alteration is done as per need. 

    The pole mounted supports the system in 

connecting the main grid with the MCG. The 

overview Fig. of plan is in Fig. A. For the main grid 

account, a three-phase alternating current 33kv 

voltage source, is linked to a transformer 

(33kv/3.3kv). This planned network again linked to 

pole mounted transformer (3.3kv/200v, 50hz). 

    The SPV and Battery are DC power sources in the 

nature that’s why before connecting with MCG, 

convert into single phase AC. For the governing plan 

of MCG, there is assumption that power requirement 

dependability of MCG is not onto the grid, and all the 

required power is catered by SPV and BESS. 

Statistics of BESS carries POC and FOC of the BESS 

which is governed by battery governer with the 

voltage rating and current rating available by the 

source authority. 

    This planned network is examined the overall 

battery capacity throughout the POC and FOD. The 

define networks are considered on the basis of 

discharge current and temperature. In planned 

network of this paper standard values are considered 

for accomplished aim.

 

 

Fig. A. Planned MCG system musters with SPV, BESS, Four loads 
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 III. POC PERFORMANCE DUE TO               

VARIATION IN LOAD VALUES  

    The fundamental for BESS strategies is totally turn 

up to the govern topologies which are implementing 

into charging or discharging mode of battery. For 

getting maximum output from the planned network 

on economy scale there is demand of accelerating the 

life cycle of BESS [3], [12]. Primary side current 

(Ipsc)/ voltage (Vpsc) as it is secondary side current 

(Issc)/ voltage (Vssc) are two major measure aspects of 

primary and secondary side. Issc and Vssc are account 

for the source as the authority for the SPV and battery 

at the battery end displayed on Fig. A. POC delineate 

as reference for the charge left with respect to the 

formal volume (capacity). In antecedent research 

FOD (Fall of discharging) defined the effect of POC 

on BESS life period, one cycle of battery [4], at this 

point cycle refers to the total process of battery 

including total charge and total discharge. The curve 

graph between FOD and life cycle shows in [5], 

resulting that at the lower FOD a raising many of 

formal cycles are demonstrating. In [6], [13] govern 

topologies for battery knowing FOD, the charging 

and discharge rate spans dealing with improvement 

into life of BESS. Optimal proportions and assigning 

methods are defining into [7] by economic analysis 

model that is given in the account for decrease the 

threat of energy import and export for BESS. Govern 

topologies applied for the keeping POC in the Range 

which are sets higher and lowering range for getting 

charged or discharged, defined in [8], [9], [14]. In this 

MCG plan, four cases accounts for check the result 

with the variation in the load. The Graph of time for 

all different arc is similar, displays in Fig. G, that is 

accounts for displays the POC in Fig. H, I and J. 

Time period is considered as 24-hour, one day for all 

the planning. 

 

 

 

 

Case W: when all four loads are functioning 

 

 

Fig. B.  Power of SPV 
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Fig. C.  Power of Secondary side 

 

 

Fig. D. Power of Load side 
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Fig. E.  Power of Battery 

 

 

 

 
 

Fig. F.  POC of BESS when all loads are functioning 
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Fig. G. Days hour which are taken on various scale for calculation of planning. 

 

 

Case X When all three loads are functioning. 

 
 

Fig. H.  Battery POC for three load connecting network 
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Case Y: When two loads are functioning including critical one. 

 
 

Fig. I. Battery POC for two load connecting network 

 

 

 

 

Case Z: When only critical load is functioning. 

 
 

Fig. J.  Battery POC for critical load 
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IV.RESULT ASSESMENT: 

    As shown cases i.e. case W, X, Y, Z, throughout 

the 20-hour to 4-hour, output of SPV is almost 0. A 

peak output (3 kW) is followed during 14 hour and 15 

hour. Variation in nominal consumer load, the 

consumed power amount by load side get to the peak 

at 9 hour (2.1 kW), 19 hour and 22 hour (3.8 kW). 

The battery governer performs battery govern during 

0 hour to 12 hour and 12 hour to 24 hour. govern of 

BESS contains the progressive tagging govern of the 

one of the parameters, current that’s why true power 

flow towards the MCG, the power at MCG side of 

pole mounted transformer is fixed to zero. In case B 

three loads are working at a time which include one 

captious and other twos are non-captious, this 

decouple of one load accelerate the rate of POC with 

faster rate as compare to case- W. Hence in the 

planning of MCG load profile should be account for 

shaping aspects of overall network. Akin, in other 

two cases like case Y (Fig. I) and case D (Fig. J), a 

rapid variation in battery POC can be diagnose which 

displays the battery statistics and sizing of system. 

Battery ranges of POC governs by battery governer. 

    In case W, all loads are linked in system, power is 

fed by battery to the load, POC drop earlier. During 

12h to 18h, no action performed by battery, load is 

directly supplied by system power. Later (after 18h) 

POC anew drop for the battery during the feeding of 

power to the load. Here SPV used as RES, it provides 

power for charging of battery during its maximum 

output hours and aid battery to conserve its POC. 

From case D, it is noticed that POC of battery is over 

83% which is checked by battery governer. 

V.CONCLUSION 

    It is observed that from the previous part of study 

that accomplishment of MCG is become more 

effective with size of BESS and POC which delivers 

a noticeable result that in the planning of MCG the 

battery type is the main consideration and also the 

govern topologies for battery govern. 

    It is suggested that for an intermittent load which 

vary with time i.e. works only for set of time and 

otherwise it is not active, in these conditions me must 

calculate the size of battery not the complete pv 

system. If load is not intermittent it works in uniform 

way then we must calculate PV system size not the 

size of battery. Plan for other MCG setups can also be 

executable with more RES or their fusion.  
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Abstract- In the fields of industry, communication, medical 

equipment and science that continuously emit electromagnetic 

radiation, the use of electronic and electrical equipment has risen 

dramatically over the past couple of decades. This 

electromagnetic radiation causes interference with other devices. 

To avoid the adverse effects of electromagnetic waves on 

equipment, the EMC compliance testing of electronic equipment 

is necessary. This paper introduces a Gigahertz Transverse 

Electromagnetic Mode Cell model for EMC testing over a DC to 

1 GHz frequency range. The GTEM Cell is designed by adopting 

computer simulation technology (CST) microwave studio 

software. The performance of the cell has been examined. The 

measured results of the GTEM cell shows that the S11 is less than 

-10dB and VSWR is less than 1.7 during the 0.25 to 1 GHz of 

frequency band. The electric field uniformity and equipment 

testing volume below the septum is determined with the help of 

electric field probes which are placed at different heights. 

 

Keywords - Electromagnetic Compatibility (EMC), Gigahertz 

Transverse Electromagnetic Mode Cell (GTEM), EMC 

Compliance, Radio Frequency (RF) absorbers. 

I. INTRODUCTION 

In the modern age, technological development over the 

past years has been growing rapidly. The use of electrical and 

electronic devices is increased in day to day life. However, 

this equipment frequently generates electromagnetic signals. 

Consequently, these devices will act as a transmitter and 

receiver of electromagnetic energy. Therefore all electronics 

and electrical devices are tested with electromagnetic 

compatibility (EMC) test. The EMC test is classified in two 

types, emission and susceptibility (immunity). The emission is 

the generation of unwanted electromagnetic signals from the 

equipment under test (EUT) and susceptibility is the ability of 

electrical equipment to operate correctly in the presence of 

unwanted electromagnetic emission [1]. Different techniques 

are accessible for evaluating EMI / EMC readings. These 

depend on hypotheses like EUT size, frequency band, test 

limits, field types to be measured (electric or magnetic), field 

polarization, test signal electrical characteristics, etc. 

Various EMC/EMI measuring techniques are used such as 

open area test sites, transverse electromagnetic cells, anechoic 

chamber and gigahertz transverse electromagnetic mode (GTEM) 

cell which depending on the size of the equipment. [2]. By 

considering all the above points a system designed with the help of 

CST MW software for EMC measurement equipment. 

II. EMC MEASUREMENT METHODS 

A. Open Area Test Sites (OATS) 

One sort of EMC test technique is an open area test site. To 

perform the test in an open environment, some environmental 

conditions need to meet the standard requirements. For big 

systems such as railways, OATS is appropriate for performing 

both radiated emission and susceptibility tests. Most of the time all 

electronics and electrical equipment tested in shielded chamber. 

The shielded chamber could be transverse electromagnetic (TEM) 

cell, GTEM cell or anechoic chamber, etc. The only limitation in 

OATS is to establish a test without external interferences like radio 

frequency transmission from a civil communication system, 

satellites, radio transmitters, etc. [2, 3] 

B. Anechoic Chamber  

Anechoic chamber have been used for electromagnetic 

compatibility measurements in an electromagnetic isolated 

environment as per the international standards (e.g. IEC 61000-4-

3). Anechoic chamber overcomes the restriction of the open area 

test site (OATS). It is often used to measure distinct EMC / EMI 

devices. The chamber is fully closed shielded room and the interior 

surfaces are covered with radiation absorbent material (RAM), i.e. 

RF absorbers and ferrite tiles. The most useful advantage of the 

anechoic chamber is that no external electromagnetic interference 

occurs, so EMC testing of equipment is more accurate. The 

limitations of this method are the high cost of a large amount of 
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RF absorbers and high input power required to establish the 

electric field [3, 4]. 

C. Transverse Electromagnetic Mode (TEM) Cell 

The Transverse Electromagnetic Mode (TEM) cell, as 

shown in fig.1, was created in 1974. Its role is to produce 

normal electromagnetic (EM) fields in shielded environments 

over a frequency range of DC (0 Hz) to a few MHz [5]. The 

cell consists of a segment of rectangular coaxial transmission 

line tapered at each end to fit the normal coaxial connectors 

dimensionally. RF signal generator (input) linked to one end 

of the and 50Ω termination provided at the other end of the 

cell. In transverse electromagnetic mode, the EM waves 

produced in the cell propagate and therefore have the same 

features as plane waves. TEM cell's main limitation is that it 

cannot be used at a range of gigahertz. It is made up of three 

distinct components in shape. The length of the internal and 

outer conductors is distinct due to the bending of the 

transmission lines. Therefore, a wave traveling time along the 

outer conductor is longer. These field distortions result in 

higher mode propagation and thus affect the uniformity of the 

field inside the cell increasingly at higher frequencies. Another 

limitation is size of the cell, as the cell shows cavity effects, 

like resonances, at frequencies at which the dimensions of the 

cell are about half the wavelength. As the frequency of 

operation increases, its size decreases and the EUT size is 

restricted [6,7]. 

 
Fig. 1. Transverse Electromagnetic Mode (TEM) cell. 

D. Gigahertz Transverse Electromagnetic Mode (GTEM) Cell 

It is possible to use up to a gigahertz frequency range to 

overcome all of the above constraints by modifying the TEM 

cell, known as the GTEM cell. In 1987, D. Konigstein and D. 

Hansen launched the GTEM (Gigahertz Transverse 

Electromagnetic Mode) cell. It is the hybrid structure of TEM 

cell and anechoic chamber. Using a TEM cell strategy, the 

GTEM cell is a transmission line structure. Without the 

geometric distortion of the TEM wave, a spherical wave 

propagates from the RF source into a rectangular coaxial 

transmission line. Since the waveguide's opening angle is 

comparatively low, the undistorted spherical wave can be 

regarded as a plane wave. A tapered section of a rectangular 

transmission line is the structure of the GTEM cell. In the load 

termination section, RF absorbers utilize as absorbing material for 

EM wave termination and resistive load for current termination. 

The GTEM cell, therefore, needs less space and cost-effective 

relative to the anechoic chamber. Additionally, it is used for high 

frequency range. [8,9]. 

III. GTEM Cell Design and Construction 

A. Design Guidelines 

The Gigahertz Transverse Electromagnetic Chamber (GTEM) 

idea is focused on the transverse electromagnetic cell (TEM), 

which is essentially a coaxial rectangular transmission line 

operating in TEM mode. The necessary input power is obtained 

from the EUT position, 

                              
(   ) 

 
                                                        (1) 

And the field strength is given by,  

                             
√   

 
                                                             (2) 

From the equation (1) and (2) a small chamber of testing 

volume 10 cm
3
 is defined. From equation (1) the intended intensity 

of electric field will be of 10 V/m, accounting for 0.2 W of input 

power within bottom of all and the septum. Accordingly, the exact 

location of the test volume is in the middle below the septum just 

in front of Radio Frequency (RF) absorbers. This is restricted to 
 

 
 

of height from the bottom to center conductor imposing the other 

restriction of boundary such as the height of absorbers i.e. 23 cm. 

A clearance about 5 cm is been considered to avoid the reflection 

on the body of chamber and the EUT. Thus, providing the cell 

length from the rule of thumb, the first estimate to the cell size is 

achieved as follows: 

        L = 3 (TV + DTA + LA)                            (3) 

Where,  

TV = testing volume 

DTA= safety distance between testing volume and absorbers  

LA= length of RF absorbers 

 

The transition between N type connector and the cell body is 

very difficult for GTEM cell design. Design performs an 

significant part in determining the right size of an Apex. 

GTEM cell output depends on the flared transmission line 

characteristic impedance. Therefore, for the construction of a cell, 

calculating the characteristic impedance is most essential. The 

electromagnetic wave is partially reflected back and high-order 

methods are stimulated due to the small volume and concentrated 

current in the transition part. To prevent these issues it is essential 

to match appropriate impedance [10]. 
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The characteristic impedance of the lossless transmission 

line, according to the high frequency transmission line theory, 

is: 

Z0 = √                                              (4) 

Where, L and C are the inductance and capacitance of the 

transmission line per unit length, respectively. The speed of 

the electromagnetic wave in the lossless transmission line is 

determined by: 

  υ = 
 

√    
 = 

 

√  
 = 3 X 10

8
 m/s                        (5) 

Where,  

ε0 = permittivity of air or vacuum 

μ0 = magnetic permeability air or vacuum.  

 

The equation (4) and (5) gives the characteristic impedance as 

follows, 

   Z0 = 
 

  
                                              (6) 

For standard transmission line, substitute Z0 = 50 Ω and υ 

= 3 X 10
8
 m/sec in equation (6), per unit capacitance is found 

as C = 66.66pF. By adjusting the width of the septum for a 

given height to width ratio and height of septum above the 

center line (h) the desired capacitance and thus characteristic 

impedance can be achieved [11,12]. 

This paper introduces the structure of GTEM cells with a 

volume of 113 cm x 69 cm x 41.2 cm over a frequency range 

of DC to 1GHz by considering all of the above criteria. A test 

quantity of 10 cm x 10 cm x 10 cm  is described because the 

chamber is supposed to operate only with small devices.  

B. Simulation 

GTEM cell evaluation designed by using the Finite 

Difference Time Domain (FDTD) method. The fig. 2 shows 

the simulated structure of GTEM Cell with load resistance and 

RF Absorbers for current termination and RF waves 

Absorption in CST MW.  

 

Fig. 2. A cross-Sectional view of GTEM Cell. 

The fig. 3 and 4 show GTEM cell parameter S11 and VSWR. 

Over the frequency band, the results stated input reflection is 

below -15 dB. This implies impedance matching between source 

and load have been done very correct. The reflection loss for the 

frequency range 200 MHz to 400 MHz is below -20 dB and 

voltage standing wave ratio for GTEM Cell which is below 1.35. 

 

Fig. 3. Input Reflection vs. Frequency. 

 
Fig. 4. VSWR vs. Frequency. 

C. Fabrication 

Aluminium 6082 sheet with 2 mm thickness used to fabricate 

GTEM cell. These sheets are joint together seam with the help of 

equal angles and aluminium rivet. All plates are assembled 

together with the help of nuts and bolts as shown in fig.5. For 

current termination 100 Ω carbon resistors are used. The 

combination of 2 X 100 Ω resistors in series connection mounted 

between the tip of septum and rear wall with the help of bolts as 

shown in fig.6. The pyramidal shape FUSU 9 RF absorbers of 

polyurethane material are used for RF wave absorption. The final 

fabricated GTEM cell with moving trolley is shown in fig.7. 
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Fig. 5. Fabricated GTEM cell without top cover. 

 

Fig. 6. Resistive load termination. 

 

Fig. 7. Actual model of GTEM cell with trolley. 

IV. MEASUREMENT AND TESTING 

A. Input Reflection and VSWR 

Following fig.8 and 9 show the input reflection and 

standing wave ratio of the GTEM Cell on vector network 

analyser respectively. Initially, frequency has set from 5 kHz 

to 2 GHz and fed radio frequency signals to the input (N type 

Connector) of GTEM Cell. The performance of the cell is 

observed from the graph of input reflection and frequency as 

well as standing wave ratio and frequency. The S11 and SWR 

parameter are measured at different frequency range by varying 

the marker position.  

 

 

Fig. 8. Input Reflection vs Frequency. 

 
Fig. 9. Standing Wave Ratio vs Frequency. 

The input reflection is found below – 10dB for the frequency 

range 250 MHz to 1 GHz. For frequency range 50 MHz to 250 

MHz input reflection is below -8 dB. At frequency 600 MHz, it is -

9.94 dB. Standing wave ratio is found to be 1.14 at the frequency 

of 700 MHz. 

B. Electric Field Strength 

 

Fig. 10. Measured Electric field strength with isotropic field probe 
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The generated E-field below the septum is measured with 

the help of isotropic electric field probe, as shown in fig.10. It 

is found around 8 V/m at 4 cm height from bottom conductor. 

By changing the position of electric field probe the testing 

volume can be obtained below the center conductor. The 

maximum usable EUT height is recommended as 0.33h 

according to the IEC 61000-4-20 standard, with ' h ' being 

equal to the distance between the center conductor and the 

bottom conductor. By varying the position of E- Field probe, 

the obtained EUT size is 10 X 10 X 7 cm.  

CONCLUSION 

In this work a different EMC testing methods are 

discussed. It shows GTEM cell is one of the simple and easy 

techniques for EMC measurements. The Design and 

fabrication of GTEM cell are studied. The performance of the 

GTEM cell is observed with the help of vector network 

Analyzer. The maximum EUT size 10 X 10 X 7 cm is 

obtained below the septum. For the same electric field, it 

requires less input power as compared to anechoic chamber 

and open area test.  
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Abstract— with an ascent in the development of web-based 
business, the utilization of credit cards for internet shopping has 
expanded significantly. This, in turn, has brought about a great 
deal of credit card fakes. However, once in a while. Consequently, 
the execution of effective fraud detection frameworks has turned 
out to be fundamental for all banks to limit their misfortunes as 
far as credit card transactions are concerned. Numerous advanced 
systems have been created to monitor different credit card 
exchanges in literature. In this way, individuals have been 
attempting their best to identify the extortion in credit card 
exchanges as much as they can. Various machine learning 
techniques have been applied to predict whether a particular 
transaction is fraudulent or not. The biggest challenge with the 
techniques is the unavailability of the balanced dataset. Which is 
due to the nature of the transaction: the fraud transactions are too 
less when compared to genuine transactions. This work handles 
the challenge by balancing the dataset. Five machine learning 
techniques: Random forest, Naive Bayes, Support Vector Machine, 
K- Nearest Neighbor and Logistic regression were applied on the 
balanced dataset with different sampling techniques such as 
Oversampling, Undersampling, Both sampling, ROSE and 
SMOTE. The performance metric AUC – ROC suggests that 
logistic regression performs with an accuracy of 97.04% and 
precision of 99.99%. 

 

Index Terms— Credit Card fraud, online fraud, Sampling 
Techniques, Classification, Random Forest, Decision Trees, 
Precision, Recall, Receiver Operator Characteristics(ROC), 
Unbalanced Dataset, Undersampling, Oversampling, ROSE, 
SMOTE, Logistic Classifier, Support Vector Machine(SVM), 
Naive Bayes, K-Nearest Neighbor(KNN). 

 
I. INTRODUCTION 

Classification is the problem of identifying to which set of 

categories a new sample belongs on the basis of training 

samples whose class variable is known. It is a supervised 

approach as the class variables for the training samples are 

already known. This is a binary Classification problem as the 

class variables are either Benign or Malicious. Classification 

techniques have been used in various domain such as text 

classification and speech recognition [1], Multi-label logistic 

regression [2-3], collaborative filtering [4] 

In general, the level of each class assumes a significant job 

in model precision and accuracy performance measure. The 

information by and large accessible in such cases is largely 

skewed in light of the fact that out of every atomic exchange 

only a few of them might be actually fraudulent. 

Subsequently, it forces an issue of highly imbalanced 

information. Due to this class imbalance issue, many generic 

machine learning algorithms such as decision trees, random forest, 

and naive Bayes tend to overperform in terms of accuracy 

measure. In reality, these algorithms were successful in predicting 

the non-fraudulent transactions correctly rather than the fraudulent 

ones. The minority class of fraudulent exchanges is ignored as 

exchanges that are noise. The work effectively handles this 

misclassification by altering the raw data provided to the 

classification algorithms to precisely predict the minority class, not 

the majority class. 

The next subsection describes the dataset and exploratory data 

analysis. 

A. Dataset Description 

 

The Dataset[5] used for training the model consists of 

284,807 records in total, of which only 492 of them are 

fraudulent cases i.e. 0.172% of fraud cases resulting in high-

class imbalance. Features V1 to V28 are numerical values 

obtained from Principal Component Analysis (PCA). The 

attributes which are not changed by PCA are Time and 

Amount. Attribute 'time' contains the seconds gone by 

between each trade and the essential trade in the dataset. The 

component 'amount' is the total exchange Amount. Feature 

'Class' is the response variable and it takes a value of 1 if there 

is an occurrence of fraud and 0 generally.  

B. Exploratory Data Analysis 

 

All indicators in the dataset have been anonymized, 

consequently, the non-anonymized indicators 'time' and 'amount' 

of the transaction for Exploratory Data Analysis were considered. 

The dataset contains 284,807 transactions with a mean estimation 

of all records being $88.35, while the biggest transaction 

recorded in this collection adds up to $25,691.16. Conclusively, 

the distribution of the amount value of all records is heavily 

right-skewed. By far most of the exchanges are moderately little 

and just a fraction of transactions come even near the greatest 

transaction in the dataset.  
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The time is recorded in the number of seconds since the 

main exchange in the dataset. Hence, it can be presumed that 

this data incorporates all transactions recorded through a 

span of two days as shown in fig1, with time on x-axis and 

transactions on the y-axis. In the case of distribution of 

‘amount’ feature shown in fig2, it is bimodal with amount 

and transactions on x & y-axes respectively. This shows that 

roughly 28 hours after the main exchange there was a huge 

drop in the volume of transactions. While the time of the 

primary transaction isn't given, it is sensible to expect that 

the drop-in volume happened amid the night. 

 

 

Fig. 1. Distribution of Time Feature 

 

 

Fig. 2. Distribution of Monetary Value Feature 

 

The remainder of this article is organized as follows: 

Section II speaks about the related work in the technology, 

Section III showcases the proposed system, Section IV 

describes the performance analysis of various 

classifications and sampling techniques, Section V 

showcases the experiment results; Section VI describes the 

conclusion and future work. 

 

II. LITERATURE SURVEY 

A lot of work has been performed on classification 

techniques and handling class imbalance problem. 

Samaneh Sorournejad et al. [6] work focuses on 

Statistical classification of occurrence of frauds in credit 

card, techniques for detection, difficulties which are 

majorly classified as fraud analysis (misuse detection) and 

user behavior analysis (anomaly detection) their work has 

also performed machine learning algorithms on many 

datasets of credit card transactions to detect the fraudulent 

transactions in that and figuring out the best one for 

overall credit card transactions.  

The work by Lutao Zheng et al. [7] uses a method to 

construct behavior certificate. To begin with, they had 

modeled a lot of feature-based behavior highlights for 

every user from their card purchase records, and after that 

Behavior Certificate was built dependent on these 

highlights. Their work on fraud transaction detection is 

comprised of four characteristics: exchange type, hours of 

the transaction, sum, and area. After initial processing, 

they characterized a Behavior Feature Vector (BFV) 

utilizing 13 measurements to portray a card user’s 

transaction conduct.  

The work by V. Dheepa et .al [8] demonstrates the 

conduct of the client based on informational from the 

dataset, which are transaction amount, date, time, place, 

recurrence of procurement and charging Address. In this 

model, the Support Vector Machine (SVM) was used for 

classification. It will give great accuracy when fewer 

highlights are utilized. The other pressing issue is dealing 

with the class imbalance of information. To recuperate this 

issue viable component extraction technique is utilized, 

which is utilized for reducing the data. At that point, the 

model was trained with SVM classifier and they found the 

fraudulent transactions with lower error rates. 

The work by Hien M. Nguyen et al. [9] presents an 

observational examination of over-sampling and under-

sampling techniques. Test results demonstrate that under-

sampling performs superior to over-sampling in the case of 

small datasets. All sampling techniques, be that as it may, 

are tantamount when the dataset size increases. All testing 

systems, be that as it may, are similar when the preparation 

set increases. This examination additionally proposes that 

a multiple random under-sampling (MRUS) method ought 

to be a decent decision for applications with imbalanced 

and spilling information on the grounds that MRUS is the 

best while as yet keeping a rapid accuracy. 

The work by Arif syaripudin et al. [10] analyzes the 

strategies of handling imbalanced datasets with resampling 

and groups. From an alternate angle, this paper looks at 

how much impact the instances, number of traits, data 

types, the quantity of the objective class, and missing 

characteristic qualities influence the results with 

performance metric as f-measure. The test has come about 

that the criteria with respect to the number of 

characteristics, attribute information types, and the 

quantity of the objective class doesn't influence the order 

results. While the missing attributes with qualities have an 

influence on order result. For better high F-measure, the 

trial demonstrates that the best performing model is a 

blend of SMOTE 5000/0 and AdaBoostMl. The 

AdaBoostM1 method could be considered to address the 

imbalanced datasets. While in a couple of situations 
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SMOTE procedure can be used with duplication level of 

minority class (oversampling) of 500%. While in 

uncommon cases a blended procedure (a mix of SMOTE-

500% and AdaBoostM1) has the best situation for dealing 

with imbalanced datasets. This is apparent from six of the 

sixteen datasets used to have high F-Measure esteem. 

All of the above techniques try to either balance the 

dataset or apply different sampling methods. However, 

choosing the right sampling method and applying a valid 

classification technique plays an important role in credit 

card fraud detection. Therefore we propose a system that 

will compare different sampling methods such as over-

sampling, under-sampling, Random Over-Sampling 

Examples (ROSE) and Synthetic Minority Over-sampling 

Technique (SMOTE), and apply the balanced data to the 

required classification algorithms, to obtain a high-

performance model. 

 

III. PROPOSED SYSTEM 

 

 

     The proposed framework for the model is shown below in 

figure 5. It clearly demonstrates the five important levels: 

Performing exploratory data analysis, Partitioning data, 

Building model on the training set, Applying sampling 

methods to balance dataset. The initial step of Exploratory 

data analysis consists of three sub-processing units: checking 

imbalance data, checking a number of transactions by the 

hour, checking mean using PCA variables.  

 

EDA is done utilizing R to condense and envision huge 

qualities of the dataset. To discover the irregularity in the 

dependent variable, perform the accompanying, Gathering 

the information dependent on Class utilizing dplyr bundle 

containing "group by capacity", Use ggplot to demonstrate 

the level of class classification. To check the number of 

exchanges by day and hour, standardize the time by day and 

order them into four quarters as per the time. To discover 

anomalies, take mean of factors from V1 to V28 and check 

the variation. 

 

In modeling, the information should be apportioned for 

preparing set (80% of records) and testing set (20% of 

records). Subsequent to apportioning the information, 

highlight scaling is connected to institutionalize the scope of 

free factors. 

 

To build a model on the preparation set, perform the 

accompanying:  

 

1) Apply model classifier on the preparation set.  

 

2) Prediction of the test set.  

 

3) Check the prediction yield on the imbalanced 

information. 

 

Distinctive imbalance handling techniques are utilized to 

adjust the given information, apply the model on the 

balanced information, and check the quantity of good and 

extortion exchanges in the preparation set. 

 

 

 
 

Fig. 5. Proposed System 

 
IV. PERFORMANCES ANALYSIS OF 

VARIOUS CLASSIFICATION AND 

SAMPLING TECHNIQUES 

 

    The classification technique implemented in this work is 

explained below. 
 
 

1) Random Forest:  Random Forest is a managed 

supervised learning technique. It makes a collection 

of forests and makes it some way or another 

arbitrary [11]. The forest it constructs is an outfit of 

decision Trees, more often than not prepared with 

the "bagging" strategy. The general thought of   the 

bagging strategy is a mix of learning models that 

expands the general outcome, it can be written as 

equation(1) 

 

𝑓𝑖𝑖 =
∑ 𝑛𝑜𝑑𝑒 𝑗 𝑠𝑝𝑙𝑖𝑡𝑠 𝑜𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖

𝑛𝑖𝑗
𝑗:

∑ 𝑛𝑖𝑘𝑘∈ 𝑎𝑙𝑙 𝑛𝑜𝑑𝑒𝑠
     (1) 

 

                 where 𝑓𝑖𝑖  is the importance of feature i, 𝑛𝑖𝑗 is the 

importance of node j. 

 

       It is a supervised learning algorithm. It shapes different 

choice trees and consolidates them to show signs of 

improvement exactness and stable forecast. It has about the 

equivalent hyperparameters as a choice tree or a stowing 

classifier. Just an irregular subset of the highlights is thought 

about for part a hub. Trees can be made increasingly 

irregular, by also utilizing arbitrary limits for each 

component instead of looking for the most ideal edge. 
 

2) Naive Bayes: Naive Bayes is a group of 

probabilistic calculations that exploit likelihood 

hypothesis and Bayes theorem to anticipate the tag 

of content [12]. They are probabilistic, which 

implies that they compute the likelihood of each tag 

for a given content and after that yield the tag with 

the most astounding one. The manner in which the 

model generates  the probability is by utilizing 

Bayes theorem, which depicts the likelihood of a 

component, in view of earlier information of 

conditions that may be identified with that feature, 

as shown in equation(2) 
 

𝑝(𝐴|𝐵) =
𝑝(𝐴)𝑝(𝐵|𝐴)

𝑝(𝐴)
     (2) 

 

 

3) Support Vector Machines: Support Vector 

Machines 
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is a model for classification and regression purposes [13]. In 

contrast to different models, it has an extraordinary choice 

limit and kernel components. The kernel is utilized to change 

the information vector into the ideal structure. kernels can 

utilize direct, nonlinear, polynomial, Radial Basis Function, 

and so forth. By utilizing kernels, Support Vector Machine at 

that point establishes the ideal limit which is called a choice 

limit that has the greatest separation from both the classes. 

Consequently, it in all respects viably characterizes the 

information as per limit. 

Equations for SVM are shown below in equations(3-5) 

 

           Given some preparation vectors, i = 1,......,n, in two 

   classes and a vector, SVM classifier takes care of the 

   accompanying base issue: 

   

 

                                    𝑚𝑖𝑛
1

2
𝑤𝑇 + 𝐶 ∑ 𝜁𝑛

𝑖=0      (3) 

    subject to  

                                 𝑦𝑖 (𝑤𝑇𝜑(𝑥𝑖)  +  𝑏)  ≥  1 − 𝜁𝑖    (4) 

 

𝑦𝑇𝛼 =  0 

     (5) 

0 ≤  𝛼𝑖 ≤  𝐶, 𝑖 =  0,1, . . . 𝑛    
 

Figure 3 shows the hyperplane boundary created in SVM. 

 

Fig. 3. Hyperplane in SVM 

 

4)    K – Nearest Neighbors: K nearest neighbors is 

a straightforward calculation that stores every 

single accessible case and characterizes new 

cases dependent on a closeness measure (e.g., 

remove capacities) [14]. KNN has been 

utilized in factual estimation and example 

acknowledgment as of now toward the start of 

the 1970s as a non-parametric system. A case 

is selected by a greater part vote of its 

neighbors, with the case being allocated to the 

class most regular among its K closest 

neighbors estimated by a separation work. On 

the off chance that K = 1, at that point the case 

is just allocated to the class of its closest 

neighbor. Various distance measures can be 

evaluated as explained in equation(6) 

 

 Euclidean Distance: 

𝑑𝑖𝑠𝑡((𝑥, 𝑦), (𝑎, 𝑏)) =  √(𝑥 −  𝑎)2 +  (𝑦 −  𝑏)2   
 

 Manhattan Distance: 

𝑑𝑖𝑠𝑡((𝑥, 𝑦), (𝑎, 𝑏)) =  | (𝑥 −  𝑎)0 +  (𝑦 −  𝑏)0|  (6) 

 

 Euclidean Distance: 

𝑑𝑖𝑠𝑡((𝑥, 𝑦), (𝑎, 𝑏))  =  ((𝑥 −  𝑎)q +  (𝑦 −  𝑏)q)
1
𝑞

   
 

 
5) Logistic Regression:  Logistic regression is an 

arrangement calculation used to relegate perceptions 

to a discrete arrangement of classes [15]. Not at all 

like linear regression which yields nonstop number 

responses, logistic regression changes its  yield 

utilizing the strategic sigmoid capacity value 

function to  restore likelihood esteem which would 

then be able to be mapped to at least two discrete 

classes. 

 

P ≥ 0.5, class=1 

P < 0.5, class=0 

The various sampling techniques implemented in this work 

are explained below: 

 

6) Oversampling:     This technique simply replicates 

the minority class records to perform class 

balancing. Firstly, the dataset has two lakh 

transaction records, this strategy is utilized to pattern 

replicate the minority class until it achieves 

balanced records. Finally, four lakh records are 

obtained. This can be achieved by setting up the 

strategy = "over". 

 

7) Undersampling:     These strategy capacities like 

the oversampling technique and is managed without 

substitution. In this technique, a non-fraudulent 

transaction is equivalent to fraudulent transactions. 

Henceforth, this method is not suitable for 

imbalance handling. This can be achieved by setting 

up the strategy = "under". 

 

8) Both Sampling:     Both samplings implements a 

blend of both oversampling and undersampling 

strategies. Utilizing this technique, the techniques 

simply undersampled the major class to half the size 

of the dataset and then increases the count of the 

minority class. This can be achieved by setting up 

the technique = "both". 

 

9) Random Oversampling Examples (ROSE): 0ROSE 

is a class imbalance handling technique that 

generates data artificially, by providing a better 

estimate of original data. 

 

10) Synthetic Minority Oversampling Technique 

(SMOTE): This strategy is utilized to prevent excess 

estimation while including careful copies of fraud 

transactions examples in principle dataset. For 

instance, a few fraud cases are taken. New 

manufactured comparable occurrences are made and 

added to the first dataset. One example of SMOTE 

instance shown in figure 4 shows how it 

synthetically maps the nearest rare case by assuming 

points on the path between them. 
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Fig. 4. SMOTE instances 

 

 

V. EXPERIMENT 

 

A. Experimental Setup 

 

   To abstain from building up a "naive" model, we 

should ensure the classes are generally adjusted. In this 

way, we will utilize a resampling (and, all the more 

correctly, oversampling) conspire called SMOTE. It 

works generally as pursues:  

The calculation chooses at least 2 comparative 

examples of information. 

It at that point irritates each example one component at 

any given moment by an irregular sum. This sum is 

inside the separation to the neighboring models. 

The source code used is ‘R’ with required libraries 

such as mvtnorm, psych, pROC, ggplot, caTools and 

dplyr for data processing and various classification 

techniques. 
  

 

B. Performance Evaluation Metric 

 

AUC - ROC bend is estimation for the characterization 

issue at different limits settings. ROC is a likelihood bend 

and AUC speaks to the measure of dispersion. It compares 

whether the model is perfect for classification. A higher 

value of AUC indicates that the model is good at 

classification. By similarity, better the AUC score, better 

the model is at recognizing false and genuine.  

The ROC is plotted with True Positive Rate against the 

False Positive Rate where the former is on the y-axis and 

the later on the x-axis. 

 

Accuracy is the ratio is a ratio of correctly predicted 

observation to the total observations. 

 

Precision is the ratio of correctly predicted positive 

observations of the total predicted positive 

observations. 

 

The recall is the ratio of correctly predicted positive 

observations to all observations in actual class - yes.  

 

 

Fig. 5. ROC curve 

 

 

VI. RESULTS 

 

The results presented here are based on SMOTE as most 

astounding information exactness is acquired utilizing 

SMOTE strategy. The reason, SMOTE draws counterfeit 

examples by picking points that lie on hold interfacing the 

nearest neighbors to one of its closest neighbors in the 

component space. While different procedures produce 

better results that were inside and out unthinkable 

(negative Area sizes or rise).  

Indisputably, logistic regression wins with an accuracy 

of 97.04% and an amazing precision of 99.99%. Logistic 

regression isn't actually a classifier. However, It is a 

likelihood/chance estimator. In contrast to different 

procedures, it takes into account and anticipates "near 

disasters". It will prompt an ideal solution since it doesn't 

attempt to trap the predictions into joining a utility 

capacity that is understood at whatever point the 

perceptions should be ordered. The objective of logistic 

regression is to utilize the most extreme probability 

estimation to give ideal appraisals of Probability. 

 

 

Table. 1. Performance results 

  

The table displays the parameter results achieved. AUC-

ROC values are displayed below. 

 

AUC = 0.9495046 

False Positive Rate = (1.000, 0.029, 0.000) 

True Positive Rate = (1.00, 0.928, 0.000) 

 

               VI. CONCLUSION AND FUTURE WORK 

The proposed framework shows that balancing the dataset 

increases the chances of correctly classifying the 

fraudulent transactions. The SMOTE sampling performs 

 Accuracy Precision Recall AUC 

Naive Bayes 0.9693 0.0441 0.8163 0.9435 

Random 

Forest 

0.9871 0.1074 0.8877 0.9495 

K-Nearest 

Neighbors 

0.9689 0.0495 0.9387 0.9356 

Support 

Vector 

Machines 

0.9814 0.0750 0.8673 0.9257 

Logistic 

regression 

0.9704 0.9999 0.9704 0.9704 
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the best due to its method of synthetic sampling rather than 

the nearest values. Among the five techniques used, 

logistic regression performs well with an accuracy of 

97.04% and an amazing precision of 99.99%. Therefore, 

SMOTE sampling along with logistic regression is 

suggested for credit card fraud detection 

As future work, the framework is equipped for giving a 

large portion of the basic highlights required to avert fake 

and authentic exchanges. As innovation transforms, it 

winds up hard to follow the conduct and example of fake 

exchanges. Averting known and obscure extortion 

continuously isn't simple yet it is plausible. The proposed 

engineering is essentially intended to avoid credit card 

misrepresentation in online installments, and accentuation 

is made to give an extortion counteractive action 

framework to confirm an exchange as false or real. 
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Abstract—Load shedding refers to an intentional electrical power 

shutdown where electricity is cutoff for periods having not 

occupying parts of time over distinctdistribution region. This 

work aims at optimizing the power distribution during such cases 

using dynamic load shedding where the quantity of load shed is a 

defined variable based on the input signals. This process is 

programmed in the microcontroller and the circuits 

correspondingly switch the power to the prioritized plants and 

keep the system running. This is interfaced with an LCD to 

display the current status of production. The loads are 

implemented using Servos and LED. The rotation of load 

shedding is synchronized by real time clock (RTC). This circuit is 

powered with a transformer of 12V. The Load Shedding Module 

consists of microcontroller ATmega2560 which is used to control 

the overloading. Current Sensor is used to measure current 

reading from the load. Controlling is done with ‘C’ coding. 

Index Terms- Distributed generation, distributed control, 

optimum load shedding, system protection scheme. 

 

I.INTRODUCTION 

Load Shedding refers to instant removal of load from a grid to 
retain the remainder power as operational.Load shedding 

occurs when there is not enough electricity supply available to 

meet the demand.This works helps to optimize the power 
distribution during power outage, or low voltage cases. Using 

Arduino as microcontroller, a decision is taken whether to 

shed loads or not, based on the power drawn by the respective 

loads and consequently preventing sudden breakdown of the 

system and avoid blackouts.  

This paper is organized as follows. Previously published 

related works are discussed in Section II. The proposed design 

of energy scrutinizing system is presented in section 

III.Section IV discusses the implementation of algorithm. 

Section V discusses the results of the work. In section VI work 

is concluded. 

II. RELATED WORKS 

Load Shedding is used when an imbalance of demand and 

supply due to weather occurs. In [1], the methods 

implemented for distributed under voltage load shedding are 

discussed. A new design is proposed based on load shedding 

against voltage instability. In [2], a new condensed, adaptive 

load shedding algorithm is proposed, the algorithm 
usesvoltage and frequency information provided by phasor 

measurement units (PMUs). The key contribution of this new 

method is the use of reactive power along with active power in 

the strategy of load shedding.Hence, this new method focuses 

the blending of voltage and frequency stability issue much 

better than in the independent approaches. In [3], the central 

contribution of the new method is the usage of reactive power 

together with active power in the load shedding strategy. In 

[4], the concept ofload shedding and Smart-direct load control 
(S-DLC) is proposed to reduce power outages in sudden grid 

load changes and to reduce the peak-to-average ratio. 

Forecasting and shedding method is used in the algorithm. To 

provide Real-time controlling of load this method also used 

stream analytics and Internet of Things (IoT). In [5],an 

uninterruptible-power-supply system powered using fuelcell is 

used. The grid interfacing inverter is connected by a fuel cell 

and a super capacitor through a 3-port bidirectional converter. 

The modes that a system can operate are stand-alone and grid 

connected mode.  

III.PROPOSED DESIGN OF ENERGY 

SCRUTINIZING SYSTEM 

 

Fig.1. Block diagram of load shedding management module. 
 

The block diagram consists of arduino microcontroller which 

is controller for the whole assembly as shown in Fig.1 and a 

rectifier unit to power the circuit. It has a current sensor to 
sense the current and based on those current values relay array 

switches off the non-prioritized load keeping only the 

prioritized loads on and it is displayed using an LCD[6-7]. 
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A. Arduino Microcontroller (ATmega 2560) 

Arduino Atmega2560 microcontroller is as shown in 

Fig.2.The Atmega2560 has 28 pins. It has 54 digital input-

output pins, 16 analog inputs, some of the digital outputs acts 

as PWM outputs[8]. 

 
Fig.2. Architecture of Arduino Atmega2560 microcontroller. 

B.LCD - Liquid Crystal Display 

The picture of LCD is as shown in Fig. 3, which is used for 

displaying text, words and images having low information. 

Fig. 4 shows the interfacing of LCD with Atmega2560[9][10]. 

 

1. Pin VCC corresponds to +5Volts 

2. Pin VEE is used for adjusting contrast 

3. Pin VSS is Ground 

4. The Pins from D0 – D7 corresponds to Data 

Lines 

5. Pin R/W acts as Read when R/W is 1 and 

write when R/W is 0. 

6. Pin RS is Register Select, acts as Instruction 

input when RS is 0 and Data input when RS 

is 1. 

7. Pin EN corresponds to Enable Pin. 

 

 

Fig. 

3. 

Fig.3. Liquid Control Display. 

 

 
Fig.4.Interfacing LCD with atmega 2560. 

C. Current Sensor 

Fig. 5 shows the picture of Current Sensor ACS712 module. 

In Industries and communication systems where current 

sensing finds importance. ACS712 gives precise reading and 

solution for AC and DC currents. Customers finds easy 
because of its design package. Some of the applications like 

motor control, load detection and overcurrent fault protection 

use Current Sensor. 
The basic principle of working of Current Sensor is Hall 

Effect. It says that when a current carrying conductor is placed 

in a magnetic field, a voltage will be generated perpendicular 

to the direction of the field and the flow of current[11]. 

 

Current passing through a semiconductor material causes 

potential difference and that potential difference will not be 

their ifzero magnetic field exists. The current flow is distorted 
when a perpendicular magnetic field exists. The potential 

difference across the output terminals will exists due to 

uneven distribution of electron density. The voltage due to this 

effect is called Hall Voltage. Hall voltage is directly 

proportional to the magnetic field’s strength if input current is 

constant. Fig. 6 shows interfacing of ACS712 current sensor 

with ATmega 2560[12]. 

 

 

 
 

 

 

 

 

 

 

 
 

 

 

Fig.5. Current Sensor ACS712. 
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Fig.6.  Interfacing current sensor with arduino. 

D.Regulator Circuit 

Regulator circuit consist of 12-0-12V transformer, rectifier 

and regulator is as shown in Fig. 7. The transformer lowers the 

voltage to the microcontroller working levels and the ac 

voltage is then rectified by using a bridge rectifier to get a 

pulsating dc which is then sent to a 7809 regulator which 

provides a constant 9V voltage to power up the arduino.

 
Fig.7. Rectifier Circuit. 

 

 
 

 

E.Relay 

A Relay is an electrical switch as shown in Fig. 8. Relay uses 

the concept of EM to act as switch and operating principle like 

solid-state relays are also used. They are used to control and 

switching of circuits when it is necessary. Nowadays Relays 

are found in most of the electrical circuits[13]. 

 

 

 

 
 

 

 

 

 

 

 

 

Fig. 8.5V Relay Array. 

 

 

IV. IMPLEMENTATION OF ALGORITHM 

 

The flow chart in Fig. 9 describes the control flow of the 

project model. The initial condition verified is the supply and 

demand imbalance. If the supply current is not able to satisfy 

the demand by loads then all the high power loads determined 

by the current sensor are shed. If power supply is able to 

provide current to additional loads after shedding then based 

on the priority the loads are reconnected. If an external supply  

like battery is available then cumulatively the power is 

supplied[14].  

In the next conditional block the power capacity of the battery 
is monitored continuously along with the return of power in 

mains. If the battery capacity falls below 20% then the 

remaining loads are shed and only the basic necessities like 

light and fan that do not consume more power are retained. If 

power in the mains return, then all the loads are reset and the 

battery is connected for charging. Then the module starts 

checking for demand supply imbalance condition and this 

process goes on. 

 

Fig.9. Flowchart of Energy Scrutinizing system. 

V.RESULTS ANDDISCUSSION 

Fig.10.Model of the project with all connections. 
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Fig.11.Model with ports 1 and 2. 

Fig.12. Output on LCD Displaying the Current reading values 

at Port 1 and 2. 

 

 
 

Fig.13.Output at LCD display on overload. 

 

 
 

Fig.14.Loads at Port 3 and 4. 

 

Fig. 10 shows the working model of the Load shedding 

system. At conditions where overload has not occurred, mains 

are kept ON and the loads at port 1 and 2 shown in Fig. 11are 

turned ON. Current readings from current sensor ACS712 

connected at two ports monitor for current continuously. The 
LCD display in Fig. 12 displays the current values for user 

reference. 

The microcontroller is programmed to detect current spikes 

above a defined threshold and take decisions accordingly. If 

the current in any of the connected ports exceed 1.4Amps, the 

microcontroller immediately disconnects that particular port  

 

and switches on the loads at ports 3 and 4 as in Fig. 14. These 

ports utilize power from the battery to run the loads. The port 

causing overload is displayed on the LCD screen as in Fig. 13 

with the LED switching ON as an additional indicator.  

VI.CONCLUSION 

A microcontroller based energy scrutinizing system for 

dynamic load shedding management is designed and tested 

successfully. The loads which have high power rating tend to 

draw more current and cause overload condition and shuts 

down the whole grid. In such scenarios these modules detects 

such current spikes and based on a certain threshold, sheds all 

the high-power loads and reconnect prioritizedloads with low 
power consumption.  In this way complete blackouts can be 

avoided and work can be continued even though at lower 

efficiency which is better than no work at all. 
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Abstract— FIR filter is main and important block in the 

digital signal processing applications. Even though several 

approaches for FIR filter designs proposed, because of 

increasing waste usage of digital applications and rapid 

growing in the VLSI industry still need and scope for to design 

a power and area efficient filter. In this paper proposed a novel 

scheme for the design of an area and power efficient digital 

finite impulse response (FIR) filter for future multi standard 

communications. The presented parallel architecture model 

supports run time variation of filter order and filter 

coefficients. In the design process discussed every block in 

detail mainly for faster computation time of the design selected 

faster multiplier and adder. To get the less hardware area and 

fast in computation time Vedic multiplier is used for the 

multiplication block and carry save adder is used for addition 

in the design. The proposed design can handle the length of 16-

tap and 8-tap is and implemented in Verilog HDL. 

Implemented Verilog code for the design is verified by using 

simulation results and checked synthesis of the design in 

Vivado Xilinx IDE. The synthesizable code is compiled in 

Synopsys Design Compiler (DC) for Power and area 

calculations using SAED 90nm CMOS technology. The ASIC 

results shows the improvement in power 18.89% and 18.30% 

for 16-tap and 8-tap FIR filter respectively than the 

conventional method. 
 

Keywords— Digital signal processing, Reconfigurable FIR 

filter, Software defined radio, Vedic multiplier, Adder tree 

I. INTRODUCTION  

A filter is a device which passes the required frequencies 

and preventing the other frequencies based upon the 

application. Filter is essential and important block in most of 

the signal processing applications. Digital Filter applications 

are widely used for band selection, noise elimination, signal 

computation, estimating and analyzing the signal, and in 

many signal processing applications [1]. Based on the 

impulse response type filters are mainly categorized into 

two types namely, infinite impulse response (IIR) and finite 

impulse response (FIR) in those FIR Filters are widely used 

compared to IIR because if its ease to attain linear phase and 

inherent stability [5].  Due to rapid increasing in the usage 

of digital signal processing-based applications like 

multimedia, mobile communications in day to day life 

which demands highly efficient hardware and ultra-low 

power operations [1]. Similarly, as the growing in 

communication technology which requires of support 

multiple communication standards in a single hardware for 

this instead of designing different filters with different filter 

orders needed a single filter hardware design which can 

handle different filter orders based on the requirement. To 

handle this type of multiple filter orders in a single design 

reconfigurable filters came into picture whose filter order 

and coefficients could change dynamically during the run 

time. In advanced communication applications like software 

define radio, multichannel filters and up and down digital 

converters the need of reconfigurable filter is high to get low 

power and efficient hardware [2].  

The input and output relation of a fir filter is given by the 

equation  

                                             

                                             

 
Where  for 0 K N-1, implies the filter coefficients 

while  for 0 K N-1 means the N recent input 

samples, and   is the current output of the filter. 
Reconfigurable FIR filters whose filter coefficients [ ] and 

filter order [k] change during run time plays key role in 

future multiple communication standard systems to get the 

low power and high throughput. In latest years, a good deal 

of studies has been carried out to introduce effective 

reconfigurable FIR filters. In this work reconfigurable FIR 

filter designed with Verilog code in such a way that it to get 

the efficient in its performance, low power and effective 

usage of hardware. The suggested architecture includes a 

Serial in Parallel out Shift Register (SIPO), a multiplier and 

an addition tree. Serial in parallel out Shift Register 

designed with D-flip flops as synchronous manner. In 

general multiplications operation is performed with shift and 

add logic. Multiplier is the one of the major design blocks in 

the design which occupies larg silicon region and needs 

more energy several study works has been performed for 

this purpose and compared many multipliers like booth 

multiplier, sequential multiplier, Vedic multiplier and many 

[9]. Finally, selected Vedic multiplier to get the efficient and 

faster computation time in the design. Vedic multiplier is 

ancient multiplication method which eliminates the 

unnecessary computations in its logic [6]. Similarly, in place 

of addition carry save adder is used for better results with 

less computing time and less complexity. A hybrid design 

has been proposed for implementing Adder tree with half 

adders and full adders and this adder tree also designed with 

carry save adders to get the low power, less area occupancy 

and for best performance. In the design clock gating concept 

is used to select the filer order and to deselect the unused 

gates to make the reduction in power consumption 

dynamically [7]. The rest of the paper discuss with 
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architecture of reconfigurable FIR filter with each block 

design in section II, analyzed performance of 8-tap and 16-

tap reconfigurable FIR filter in both FPGA and ASIC with 

results and compared with conventional approach in section 

III, and finally conclusion and future scope in section IV. 

 

II. DESIGN OF RECONFIGURABLE FIR FILTER 

The proposed reconfigurable design derived from direct 

form of FIR filter in which Serial in Parallel out Shift 

Register is used to shift the samples for every clock pulse, 

Vedic multiplier is used to multiply the shifted samples with 

coefficients with synchronize with clock and Adder tree is 

used to add the samples. 

 

 
 

Fig.1.Archetecture Design of Reconfigurable FIR Filter 

 

Here the Architecture contains two parts, depends upon the 

filter order the design works. During the function of the N/2 

filter, the structure can decrease power consumption by 

using clock gating concept which disables the lower Serial 

in Parallel Out (SIPO) of length N/2. The registers used for 

storing the samples. The separation has been done with 

respect to clock the second part of the design contains gated 

clock derived from the main clock by using clock gating 

concept as represented in Fig.1. As shown in fig 1 

architecture one clock is directly applied to registers, 

multiplier block and second clock is generated with AND 

gate logic and selection signal that’s nothing but the gated 

clock signal. So, if the selection signal is logic high then 

only the elevated gated clock signal will trigger circuit. 

Generally, the notion of clock gating is used to decrease 

dynamic power dissipation and here in the design same 

clock gating concept is used to get the required length for 

filter order. The 2:1 MUX selects output of the upper adder 

tree if the selected filer length is N/2, the same MUX selects 

addition of upper adder tree and lower adder tree if the 

selected length of the filter is N. For MUX to produce the 

output based on the length of the filter SEL signal is used 

the signal which is used as input to produce the gated clock 

signal. By this if we need a filter in a single chip to work 

both for length N/2 and N in this case for filter order N the 

complete design is in on state and functionality is same but 

for N/2 length the half of the design is in on state and rest is 

in off state by using selection signal. For the length of N up 

to N/2 pulses, the half of the structure is in off state due to 

this unwanted switching power can decrease.  

 

 
Fig.2.Serial in Parallel Out Shift Register (SIPO)of length N 

 

The first block is serial-in-parallel-out (SIPO) shift register 

in which the samples are loaded with serial data as input one 

sample at a time and output is available in parallel form to 

the multiplier block. Multiplier block is designed with Vedic 

multiplier and the same clock which is applied for SIPO is 

applied for multiplier blocks also to get the maximum sync 

and to eliminate the timing checks between the coefficients 

and output of SIPO samples. Adder tree is designed with 

basic half and full adders as carry save adder type and this 

adder also in two separate parts for this designed one adder 

tree and is instantiated in two times for design. In the design 

based upon the filter length will get the sample output for 

this separation of adder tree output a multiplexer is used. 

with multiplexers by using selection line the output is 

procced and in case if the filter length is N/2 multiplexer 

selects direct first adder output as filter output in other case 

both adder trees output is added before procced as output. 

The detail information of multiplier and adder tree design is 

discussed as subsections.   

A.  Vedic Multiplier 

Vedic multiplier is an ancient multiplication technique 

which is used mainly to reduce the complexity and 

unnecessary steps in the logic by this multiplication 

becomes faster and consumes less power compared to other 

multipliers. 

   

 
Fig.3.16-bit Vedic Multiplier  

 

Vedic multiplier sutras and procedure in calculation is taken 

from research work from several papers. 16*16bit multiplier 

is needed in the present filter design and is designed by 

using bottom-up approach which is made up of by the 

2*2bit, 4*4bit and 8*8bit multiplier. In every bit multiplier 
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partial product are added by using carry save adder. To get 

the equal weights before giving it to carry save adder 

padded extra zeros as mentioned in Vedic mathematics. At 

last least significant bits are directly produced from the 

multiplier block and remaining bits can produce by adding 

by using carry select adder. 

C. Adder Tree 

The output of multiplier block samples is addition, for this 

developed an adder tree with half adders and full adders 

with carry save addition. For this design first, full adder and 

half adder are implemented by instantiating the basic logic 

gates in the structure form. From half adder and full adder 

insanitation using for loop added single bit and result carry 

added by using carry save addition. As the maximum output 

of multiplier block is 32-bit number for this needed an adder 

tree which can add 32-bit number or less. Here in the design 

the eight outputs obtained from the multiplier block must 

add, for this designed eight samples adder tree and is 

instantiated in both lower and upper part of the design. 

 

 
 

Fig.4. Adder Tree to add 32bit numbers                                                           

 

A 32-bit adder is required to add two 32-bit numbers. Here 

in the design eight 32-bit numbers must add for this 

designed an adder tree with four 32-bit adders at the stage-1 

and the results are added in stage2 as same. In every 32bit 

adder output as 32bit number with carry. All the carry bits in 

every stage are added to get the MSB bits. For this full 

adder are used as represented in fig.5 by this full adder 

addition bit33, bit34, carry bit35. From Fig.4 and Fig.5 

gives the complete adder tree to add eight 32bit numbers.  

By this adder tree to add eight 32bit numbers complete 

design is formed. 

 

 

 
 

Fig.5.Adder Tree carry bits Addition for MSB bits 

III. RESULTS AND DISCUSSION 

The proposed architecture design is implemented in Verilog 

HDL and simulated in Xilinx Vivado, the design is 

implemented with 16-tap reconfigurable FIR filter which 

also handle 8-tap with 16-bit as input. All the 

implementations are targeted FPGA is Artix-7. The coded 

Verilog module is successfully simulated and verified using 

Vivado. The simulations results are given in Fig.6 and Fig.7. 

Here gated clock used to reduce the switching times. 

 

 

 
 

Fig.6.Reconfigrable 16-tap FIR Filter 
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For 16-tap, till the 8-clock pulses the lower part of the 

design is in off state as select signal is in logic-0 state by 

this switching power of lower registers and gates can 

abolish. This concept is same as clock gating which is used 

to reduce the dynamic power. 

 

 
 

Fig.7.Reconfigrable 8-tap FIR Filter  

 

For 8-tap FIR filter design has done in such a way that the 

lower shift registers completely in off state for this the 

selection signal always be in logic-0 state so that the gated 

clock is no more in active state. The same clock gating 

which is designed with selection signal is used to 

completely off the half of the design by which the 8-tap FIR 

filter is obtained in the same design of the chip. 
                  Along with FPGA implementation, the proposed 
design Verilog code synthesized in 90nm CMOS technology 
using Synopsys Design Compiler (DC). In Fig,8, Fig.9 and 
Fig.10 represents comparison of power and area plots with 
proposed approach and conventional approach [2]. 

 

 

Fig.8. 16-tap FIR power comparison 

 

 

Fig.9. 8-tap FIR power comparison 

 

      
Fig.10. Area comparison 

IV.  CONCLUSION 

The aim of this paper is to realize efficient digital FIR filter 

to work in multi-channel filter and for future communication 

systems. By using area and power graphs it is evident that 

the design meets improvement in power and occupancy of 

area. The proposed design achieves power reduction of 

19.89% for 16-tap and 18.30% for 8-tap filter. Improvement 

also achieved in area from 77889 μm² to 50925 μm². Thus, 

proposed design of Reconfigurable FIR filter can be used in 

all type of DSP applications and advanced communication 

applications for improving the performance and speed. 
    In future, the work can be extended by using different 

types of gated clock designs and by using which the 

registers triggering to decrease the dynamic power and to 

select different filter orders in a single chip design. 
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Abstract—Brainy Grid (BG) is a coordination of 

conventional power network with advanced data and 

communication framework for bidirectional vitality 

stream among grid together with end clients. An 

enormous measure of data is being created by different 

smart gadgets sent in BG frameworks. Such a gigantic 

information generation from different smart gadgets in 

BG frameworks may prompt different difficulties for 

the systems administration foundation conveyed among 

end clients and network. Consequently, an effective 

information transmission system is required for giving 

wanted QoS to clients in this condition. The high 

dimensions of information may influence the execution 

of majority of the designed solutions in this condition. 

Maximum of the current plans announced to have 

complex operation for the information dimensionality 

decrease issue which may decrement the execution of 

any actualized answer for this issue. To address these 

troubles, in this paper, Sparse-based dimensionality 

decrease for huge information is intended for 

dimensionality reduction issue of colossal data made 

from various smart Gadgets. First the Singular Value 

Decomposition (SVD) is applied to high-order tensors 

(utilized for information portrayal) to limit the 

remaking mistake of the decreased tensors. Then VLCP 

(Software-defined networks(SDN) Controller) is used to 

broadcast the compressed data. The adequacy of the 

proposed plan has been assessed utilizing simulations 

completed on the information follows using Python and 

various libraries. The outcomes got portray the viability 

of the proposed plan concerning the parameters, for 

example, dimensionality reduction ratio and 

approximation accuracy.  

Keywords—Brainy Grid, VLCP, SVD, Sparse, QoS, 

SDN 

I. INTRODUCTON 

 

A Low rank sparse approximation-based data 

administration scheme is designed for representation 

and dimensionality reduction of data acquired from 

enormous smart gadgets in BG network. Due to 

sparse estimation reconstruction error is reduced. To 

propose sparse based dimensionality reduction issue 

in brainy grid. Brainy grid (BG) is an agile power 

grid which backing a Two-way power stream among 

users and grid. It improves client’s demand, power 

generated, and network availability to provide 

reliability and productivity using automated controls, 

sensors, metering devices, and distributed energy 

sources. It consist of components such as brainy 

meters and sensing devices linked to one another 

applying communication infrastructure. The delivery 

of numerous benefits such as energy, voltage, and 

frequency regulations to the ultimate consumer lean 

on the steady and real-time report about the data flow 

between consumers and utility providers (grid). For 

this goal, a reliable transmission framework is needed 

to conduct the flow of input among sources of data 

propagation and smart meters. 

In the wake of examining the previously mentioned 

recommendations, it is deduced that an enormous 

measure of huge information is being produced by 

different smart gadgets in the BG. Be that as it may; 

taking care of this huge information in an effective 

way is one of the greatest difficulties in BG 

condition. 

Different systems have been examined concerning 

these issues in the present proposals. Be that as it 

may, none of the present recommendations have 

concentrated on tremendous information examination 

in BG structures for a productive QoS provisioning. 

Additionally, the present proposal has not 

investigated any unified model for information 

portrayal. 

VLCP is a modern SDN controller ready to be 

incorporated with Open Stack, Docker and other 

virtualization conditions. It is intended to be 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1724

mailto:rajnandanipawar13@gmail.com
mailto:vinod.jadhav@mitcoe.edu.in


exceptionally adaptable, exceedingly accessible and 

have extremely low overhead for virtual systems 

administration. As of now it is prepared for creation, 

and has been checked, tried and being used in 

bunches with around 10 physical servers. Tests 

demonstrate that the controller remains stable for 

over seven days under high weight as: 1000 

endpoints for every server; 16+ Gbps traffic; 200 

endpoint changes (manifestations and cancellations) 

every moment per server.  

In straight variable based math, the SVD is a 

factorization of a genuine or complex network. It is 

the speculation of the Eigen decomposition of a 

positive semi certain ordinary grid (for instance, a 

symmetric framework with positive Eigen values) to 

any M*N matrix by means of an augmentation of the 

polar decay. It has numerous valuable applications in 

sign handling and insights. 

 

II. RELATED WORK 

 

In paper [1], a tensor-established SDN demonstrate 

for size degradation issue for huge information 

procured from different SG gadgets is planned. As 

this reason, a F-HOSVD calculation is structured. 

The motivation behind the suggested plan is to speak 

to the mass information produced by BG gadgets in a 

tensor structure. After tensor portrayal, the sub-

tensors are consolidated to shape a brought together 

tensor.  

In article [2], SDN-established edge-cloud exchange 

is exhibited to manage stream planning among edge 

and cloud gadgets. In such manner, a various-

objective transformative calculation utilizing 

Tchebycheff deterioration is intended for stream 

planning in SDN. The proposed plan is assessed as 

for two streamlining issues: 1. Exchange off between 

vitality productivity and idleness 2. Exchange off 

between vitality effectiveness and transmission 

capacity. 

A MCE [3] gives the establishment to satisfy the 

requirements of end customers, be that as it may in 

order to conduct the gigantic proportion of 

framework information traffic, and the hashing limit 

is service to enlist the grim rundown to install, look, 

and eradicate an entry in a show. Regardless, there 

may rise an occasion of accident when a hash record 

can be remade. Along these lines, in such a condition, 

twofold hashing limit is used to enroll another hash 

record to decide the effect likewise; gainful propelled 

data managing philosophy is required. SDN 

advancement is a united building that settles on 

shrewd decisions for ground-breaking framework the 

board. Framework hypervisors expect a crucial 

activity for making virtual SDN controllers so as to 

make various shrewd resources for expanding the 

fulfillment of the benefits. In article, journalists have 

dismembered the fittingness of a Bloom-channel 

based response for improved stream table 

organization.  

Web of Things (IoT), [4] a bit of Future Internet, 

contains countless Internet related Objects (ICOs) or 

'things' where things may identify, bestow, register 

and likely cause similarly as information, various-

particular intersection, physical/virtual characters and 

aspects. The IoT vision has starting late offered rise 

to creating IoT tremendous information operations 

for instance splendid essentialness systems, 

syndromic bio reconnaissance, regular checking, 

emergency condition care, propelled cultivating, and 

wise collecting that are fit for conveying lots of data 

stream from geographically scattered information 

sources.  

The paper [5] examines the contemporary state of 

collateral GIS concerning collateral GIS models, 

parallel taking care of systems, and appropriate 

subjects. We present the regular headway of the GIS 

structure which fuses principal two parallel GIS 

models reliant on world class figuring pack and 

Hadoop gathering. By then they shorten the present 

spatial information package procedures, key systems 

to recognize parallel GIS in the point of view on data 

rot and headway of the unprecedented parallel GIS 

computations. They use the collateral treatment of 

GRASS as a logical examination.  

Despite the gigantic theories happening in the 

exchanges establishment, this outstanding parts a 

bottleneck for the use of specific supplications. 

 Paper [6] gives a technique for lossy information 

weight in splendid movement structures utilizing the 

singular regard breaking down framework. The 

proposed methodology can do out and out 

diminishing the volume of information to be 

broadcast through the exchanges organize and 

correctly reproducing the principal information. 

These characteristics are appeared by outcomes from 

tests finished using certified information assembled 

from metering tools at a wide scope of substations.  

In [7], organization engineering Macro Serv 

exhibited that plays out the constant course 

proposition for the evacuees at the period of a fiasco. 

The proposed organization utilizes the live 

information removed from the ITS and the road side 

sensors to find out favored clearing ways that have 

most outrageous traffic stream limit, least blockage, 

and travel cost.  

One of the key factors that will choose the 

accomplishment of splendid meters is clever meter 

data examination which oversees data getting, 

transmission, planning, and interpretation that pass 

on points of scrutiny to all accomplices. 
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Paper [8] presents an intensive diagram of adroit 

power meters and their use concentrating on solution 

pieces of metering process, the assorted accomplice 

concerns and developments used to assure 

accomplice interests. Concentrating on versatility, 

extensibility, synchronization, and power, a scattered 

data examination stage is proposed in paper [9] to 

process broad volume, rapid dataset. An arrangement 

of progressing and non-nonstop synchrophasor data 

examination applications are encouraged by this 

stage. The estimation burden is bestowed to alter by 

different center points of the examination gathering, 

and colossal data examination instruments, for 

instance, Apache Spark are grasped to regulate 

considerable volume data and to help the data getting 

ready speed.  

In [10], a SDN-based correspondence structure for 

micro grid is shown to overhaul micro grid 

adaptability. This plan has two outstanding 

characteristics: First, the control layer is self-

governing of the apparatus systems, which facilitates 

fast utilization of varying applications. Second, the 

SDN controller fills in as a screen managing the 

whole status of the framework switches similarly as a 

controller handling framework issues, for instance, 

data obstruct, port down, and transmission limit task. 

Thusly, the correspondence organize is fit for giving 

strong and revamp organization to micro grid. 

 

III. PROPOSED SYSTEM 

 

Sparse-based information administration plan is 

presented to get raw information and reduce it to 

lower magnitude thereby optimizing the 

reconstruction error. The acquisition of huge 

information in BG atmosphere associates numerous 

problems such as-absent values, unpredictability, 

duplex also avoidable values etc. However, the 

suggested scheme handles these provocations in a 

productive manner. The motive of this paper is, in 

ruler area huge electricity is generated at power 

plants and in urban cities the utilization of that 

electricity takes place. So the information of 

electricity utilization in brainy grid need to reach at 

the power plant which is located at ruler area, 

distance between BG and Power plant is a lot. 

Transmission of electricity data will take more time 

and bandwidth by using traditional network but if the 

data sending takes place by compressing data then 

the time to reach the information from one 

destination to other will become less. 

Hence in proposed scheme firstly the manipulation of 

data takes place by using python library called a 

Tensor Flow. From the dataset, electricity and year 

information is taken for the data manipulation by 

using Tensor Flow the data is being converted into 

Tensor form. In Fig (1). The first block shows the 

data acquisition through the smart devices means the 

data generated by Brainy grid, the dataset carrying 

this information from which we take electricity and 

year information for compression and transmission.  

Second block of system architecture consist of data 

storing in tensor model means converting the given 

information in tensor form. Numpy Python library is 

used to support large multidimensional arrays and 

Pandas library is used for data manipulation and 

analysis. 

Third block shows unified tensor means electricity 

data tensor and year data tensors are merging to form 

unified tensor.  

Forth block is dimensionality reduction of unified 

tensor applying SVD. For factorization and 

decomposition SVD is applied. By using traditional 

network it will take more time to transfer the data 

from Brainy grids to the power plant. SDN comes in 

picture; using VLCP Controller establishment of 

SDN is taken placed. For Transmission and reception 

VLCP Controller is programmed. Graphic User 

Interface is used for security purpose when analysis 

is taken place. 

Fifth block represents communication using SDN. 

Last block is BG applications. So this is the system 

architecture. Fig.1 shows the flow chart of the 

proposed system. If the data is in reduced form then 

the time required to transmit it from one destination 

to other is less than the time required to transmit the 

original data.  

Fig 1.system architecture 
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IV. RESULT ANALYSIS 

 

 
Fig 2.1 Approximation ratio of the data 

 

The above graph is the outcome of the Subtraction of 

original data and reconstructed data. X axis indicates 

the 100 samples of the data and Y axis represents 

approximation ratio.  

 

 
 

Fig (2.2). Reduction ratio 

 

Above graph is obtained by subtracting reshaped data 

from reconstructed data. X axis indicates the 100 

samples of data and Y axis indicates reduction ratio. 

 

 
 

Fig (2.3). Reduction verses Approximation ratio 

 

The graph present the comparison of reduction and 

approximation. The X axis is approximation ratio and 

Y axis is reduction ratio. 

 

 

 
 

Fig (2.5). Error between Original Signal Verses 

Received signals 

 

Above graph is a comparison of received data to the 

transmitted data to get to know the errors occurs 

between transmissions. 

 

 
 

Fig (3). Sending of data to the Receiver 

 

The manipulated data is sending it seems in this form 

because it’s reconstructed data  

 

 
 

Fig (4).  Reception of data. 

 

The manipulated data is received to the port. 

 

V. CONCLUSION 

In this paper, Sparse based dimensionality reduction 

for big data is proposed. The purpose of proposed 

scheme is to reduce enormous data produced by the 

brainy grid. To manipulate data without losing the 

originality of the data is difficult task and finally to 

forward this data through the SDN network. Firstly to 

show the data in tensor form. Firstly enormous 

quantity of information is produced by smart devices 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1727



then by using TensorFlow in Python that data is 

converted into Tensor model. After that the data in 

the form of Sub Tensors, sub-tensors are adding 

together forming unified tensors then SVD is applied 

to unified tensors for decomposition of data. Analysis 

of the data is taken place and then using VLCP 

controller sending and reception of data taken place. 

VLCP controller is used as SDN controller.  The 

outcomes show that dimensionality reduction in 

given data. Evaluation parameters in proposed 

scheme is approximation ratio means the 

differentiation of the actual data to the reconstructed 

data and reduction ratio means the amount of data 

reduced for the given samples, network performance 

and error between original data and received data 

means the error occurs in the send and received 

information, Sending of data to the receiver and 

reception of information is successfully done using 

VLCP controller. Hence, overall conclusion obtained 

from the suggested scheme is related to data 

administration and dimensionality contraction shows 

better performance. 
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Abstract—Vehicle and passenger safety is one of the key at-
tributes in designing autonomous vehicles. Vehicles are equipped
with several fast computing devices and sensors that will alert
the driver in risk conditions, but there are events that cannot
be identified by such sensors, such as road intersections. In such
conditions, data collected from other devices or vehicles can help.
Vehicular Networks ensure the safety of these by enabling the
communication between the vehicles. The ideal scenario about
Vehicular ad-hoc Network is, where the vehicles on the road are
connected to each other and to RSU devices, details about their
transit are transmitted to the manipulating devices. The objective
of this work is to simulate such a condition via NS2 simulator and
to implement the hardware prototype of such scenario to collect
the data from various nodes and integrate it to the other nodes
in the network. For Simulation, VANET environment is created
with Vehicles and RSU units, shortest path routing algorithm is
implemented for data communication between RSU units. The
hardware prototype is created with two vehicles and one RSU
unit, the data is collected from both the devices and emergency
messages are transmitted to other vehicles. The setup is able to
collect the data when collision occurs and this is transmitted to
RSU for data processing.

Index Terms—Autonomous vehicles, Navigation, computing
device, collision avoidance, NS2, RSU range, data communication.

I. INTRODUCTION

The next stage of vehicular safety is the evolution of
unmanned vehicles or autonomous vehicles [1] , by far the
development of these are started and taken the space in de-
veloped countries and are very soon visibly in the developing
countries too. Autonomous vehicles brings us safety and also
a doubt whether it can perform as theoretically mentioned or
not. Figure 2 shows the overview of VANET system.

Fig. 1. Data Packet communication

In some cases only the data from sensors may not be
sufficient to take a decision or it will lead to wrong decision
making as in [2]. For example in a four way intersection road
midpoint the sensors like camera cannot capture the obstacle
on the other side of the road [3], in these cases the only
solution is to collect information from the other vehicles that
may cause as an obstacle.

Sensors are associated with special written algorithms [4]
to process these data. Many states of these algorithms such as
collision avoidance, stabilization of vehicle, lane tracking etc.
are needed to be included in the system. Hence the controller
prioritize these states according to the situation, such that the
vehicle avoids big crash and provides smooth collision free
navigation. Figure 2 shows the dependent of various sensors
in a car.

Fig. 2. Various Sensors in autonomous cars

Collision scenario can be understood earlier even before it
is identified by the sensor, with the help of forming a network
of vehicles known as Vehicular ad-hoc network.

Vehicular ad-hoc network is a kind of mobile ad-hoc net-
work that forms network of vehicles based on the position of
the vehicle. In VANET the vehicles are connected to each other
and also connected to an infrastructure based computing device
[5] called RSU (Road Side Units). These RSU’s perform the
possible manipulation of the data[6], the various RSU are
interconnected to each other to share the details throughout
the network. The vehicle in a network communicates with
the RSU associated to it, and in some cases vehicle also
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communicates to other vehicles in the network. RSU can also
provide the details of the environment such as traffic status
accidents in the route [7], speed limit, accident zone etc.

Fig. 3. Data Packet communication

The work proposes to develop a system as shown in Figure
3. The remainder of the paper is organised as follows: Section
II speaks about the Literature Survey, Section III is about Sys-
tem Requirements,section IV discusses the proposed system
and Section V showcase the Implementation and results.

II. LITERATURE SURVEY

Various researches has been performed on VANET collision
detection, collision avoidance and stabilization of autonomous
vehicles.

A. Stabilization of autonomous vehicles

The authors J. Funke et al. in [8] discusses the need for
stabilization in autonomous vehicles during certain emergency
scenarios. The algorithm tries to stabilize the vehicle in some
situations even though if it conflicts with collision avoid-
ance. The control sequence is created by integrating vehicle
stabilization, collision avoidance and path tracking. Model
predictive controllers and feedback controllers are used to
form the framework. In some scenarios collision avoidance
is unavoidable therefore stabilization is performed. Prediction
algorithm employs environment related parameters to predict
the vehicles future dynamics.

B. QCP based Model Predictive Controller

Z. Wang et al. in [9] uses convex quadrature programming
based MPC(model predictive controller) for navigation of Au-
tonomous vehicles and collision avoidance, During trajectory
generation the vehicle shape is considered as polygonal region.
Cost function is created, that forms a model which navigates
the vehicle through the environment, then the optimization of
the cost function is performed for path planning. Simulations
are done in MATLAB and CARSIM is used for better sim-
ulation of vehicle navigation. Model Predictive controller is
formed in MATLAB.

C. Vehicle Risk Assessment

In [10] the work by H. Fahmy et al. perform simulations
for different scenarios including the mechanical setup for
controlling angle of trajectory. Vehicle risk is analysed by
Vehicle communication and the optimal track is maintained
by evaluation of cost of the various obstacle. The simulations
are performed with a car and with different obstacle paths,
obstacle avoidance and lane selection id for different scenarios.
Several frameworks such as road model, driver model and
vehicle mode are created by the numerical methods and are
integrated to get the live vehicle model.

D. Vanet- Physical Model

In [11] D. Anadu et al. proposes the efficient algorithm for
collision detection in a VANET environment. They address
VANET security by implementing IFA(iterative filtering algo-
rithm) that filters the wrong sensor reading. Various parameters
of the vehicles such as position, speed and orientation are
transmitted to the Vehicular network, from there the corre-
sponding messages for the collision detection is created.

E. Numerical Methods

In [12], work by H. Fahmy et al. employ numerical methods
to keep the track of the unmanned vehicles and prevent
collision. The main theme of the work is that the road details
are shared through Vehicular communication and hence the
vehicles entering understand scenario well in advance, thereby
preferring the exact lane, so that the obstacles are avoided in
advance and necessary actions are taken as a prerequisite.

Various routing protocols [13], [14] for Vanet speaks about
how quick the data packets can reach the destination with
minimum hops required and with very less packet losses.

We summarize from the survey that collecting important
data’s and processing it plays vital role in collision detec-
tion/avoidance. Therefore we propose system that will collect
data such as accidents occurence, traffic details and commu-
nicate this data to RSU through routing, which in turn makes
decision for vehicles in its range.

III. SYSTEM REQUIREMENTS

The software and hardware used in the work is explained
in this section

A. Software Requirements

For performing simulations, the following tools are used
1) NS2- Network Simulator 2
2) Arduino IDE
1) NS2: The network simulator 2 is used here to sim-

ulate network parameters. It is an open source simulator.
The network simulation parameters includes routing protocol,
topography, channel, link layer, MAC layer, initial energy,
Antenna, etc. Scripts for simulating the network is written as
TCL scripts.

OTCL is a scripting language that incorporates the object
oriented properties of c++. The TCL script generates trace file
that captures all the events that happen during the simulation
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of the script. The algorithm for the project is written in AWK
scripts, the awk script uses trace file to process the data. The
output of the AWK script is written to another file, which is
used in executing the NAM window in the TCL script.

2) Arduino IDE: It is a software which facilitates to write
the code for Arduino and upload to the boards. The code for
arduino boards are written in simple c language. This IDE also
helps to serial monitor the arduino board.

B. Hardware Requirements

The hardware implementation of the system is done using
the Arduino boards and nRF modules, for better understanding
the system multiple nodes are created to imitate the real
world like scenario. The components used in this project for
prototyping the system are listed as below,

• Arduino uno boards- 3 units.
• nrf24L01 module- 3 units.
• LCD 16*2 module- 1 unit.
• GPS module- 1 unit.
• RC car- 3 units.
• joystick module- 2 units.
• IR sensor- 2 units.
• buzzer- 1 unit.
• lead acid battery- 2 units.

1) Arduino uno/ nano: Arduino Uno/nano is a microcon-
troller board containing ATmega328P as a Processor. It has 14
digital IO pins of which 6 pins can be used as PWM outputs,
6 analog inputs, a 16 MHz quartz crystal, a USB connection,
a power jack, an ICSP header and a reset button. In this work
we used arduino boards with nrf modules to create network
out of it.

2) NRF24L01 module: NRF24L01 module is multi
transceiver that can communicate with six other modules
directly, by using routing this module can be used to communi-
cate with large number of nodes by forming a network between
nodes. Figure 4 shows the pinout of NRF24L01 module.

Fig. 4. nRF24L01 PINOUT

3) GPS module: Gps module is used to locate the vehicle
with respect to the satellite positions, these data are then
processed with arduino and the coordinates(x axis and y axis)
are transmitted to the RSU unit.

4) Robot car: The robot car is developed with four geared
motors and chassis, it is powered using 12v lead acid battery
of capacity 1.3Ah. Some specifications of the robot car is
mentioned below:

1) motors used: 12v geared DC motor.
2) Chassis: transparent plastic chassis.
3) battery: 12v 1.3 Ah Lead Acid battery.

IV. PROPOSED SYSTEM

A. System Flow

A network is created with number of vehicle nodes and
RSU nodes. When a vehicle enters in a range of RSU it gets
connected to it. Vehicle shares its status and its destination
to the RSU, whereas the RSU replies with the possible route
and the status of this route. Shortest path routing algorithm
(SPRA algorithm) is used to find the shortest path for data
communication. The flow of the system is as shown in Figure
6.

Fig. 5. System Flow Diagram

1) SPRA algorithm: The computing devices are placed
apart with some distances to each other. When the vehicle
triggers the system by giving a destination, the RSU with the
vehicle’s range compute the shortest path for which it can
intimate the RSU near the destination. Shortest path routing
algorithm based on Euclidean distance is employed to find the
shortest path between source and destination. This path is used
to share the data such as traffic status, accident occurrence
in the route. Figure 7 shows the block diagram of SPRA
algorithm.
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Fig. 6. SPRA block diagram

B. Hardware Prototype

To better understand the system a hardware prototype imi-
tating the real world scenario of the system is implemented. A
wireless network of three nodes are created with two vehicular
node and 1 RSU node are created.

1) Vehicular node block diagram: Figure 8 shows the block
diagram of the Vehicular node. GPS module is connected to
the vehicles which records the GPS data and it is forwarded
to the RSU in range to it.

Fig. 7. Vehicular node block diagram

2) RSU node block diagram: Figure 9 shows the block
diagram of the RSU node. It consist of Joystick module that
imitates the control of vehicular node. The LCD module is
used to display the messages received by the node from other
nodes.

V. IMPLEMENTATION AND RESULTS ANALYSIS

The prototype of the proposed system is implemented in
NS2 simulator where vehicular ad-hoc network is created
with various wireless nodes. To better understand the working,
hardware implementation of the VANET is performed using
microcontrollers, RC cars, NRF24L01 modules and other
sensors.

Fig. 8. RSU node block diagram

A. NS2 Simulation

For implementing the VANET in NS2, a network is created
with number of wireless mobile nodes each having different
functionality. The Figure 10 shows the created VANET envi-
ronment in the Network Animator of the Network Simulator-2.

Fig. 9. Created Vanet Environment

B. Hardware Prototype

Physical Prototype consists of three nodes,

1) RSU node – which monitors the network and coordinates
each of the vehicles within its range. Thereby it acts as
server node.

2) Two vehicular node – which are the client nodes that
perform some events based on the written code.

Figure 11 shows the server node that acts as RSU unit
of the system, monitoring the network and sending crucial
messages to the vehicles that enter the network. The two
joystick is connected wirelessly to the two vehicles so that
the vehicles are controlled for their forward and backward
direction control.

Figure 12 shows the Vehicular node setup. The two wireless
vehicles act as two clients for the server node of the network.
These vehicles are controlled from the server node using
the two joystick module. All the three nodes are wirelessly
connected to each other by nRF24L01 wireless transceiver
module.
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Fig. 10. RSU node setup

Fig. 11. Vehicular node setup

• 4 Wheel-Drive cars having four 12v BO geared motors
are used, L298N motor driver is employed to control the
motors via the arduino.

• One of the vehicles consist of IR sensor to detect any
close obstacle within the vehicle, whenever this vehicle
collapses with the obstacle the IR sensor creates a digital
high which is transmitted to the network.

• Whenever this vehicles is guided to meet the obstacle the
IR sensor present in it captures the event and transmits
the data to the server node which acts as the coordinator
of all the nodes in the network.

• The nRF24L01 module transmits the data to the node
whose address is requested. Whenever this data is re-
ceived in the server, the corresponding message is dis-
played in the LCD that is connected to the server node’s
Arduino via the I2C connector circuit.

• Then the server node transmits the data received to the
vehicles that are entering in to the network (entering the
range with the nRF24l01 module).

We tested the prototype by considering a vehicle in a route
as an ambulance and another vehicle(v1) in the route. When
vehicle v1 meets with collision in the route, the data is trans-
mitted to the RSU, which identifies the entry of ambulance
in the route and transmits the data to the ambulance. Thereby

the ambulance is intimated with the incident.

VI. CONCLUSION AND FUTURE WORK

Vehicular ad-hoc networks in intelligent transport system
help to improve the precision of decision making in au-
tonomous vehicles by communication crucial data. In this
work we simulated a system with VANET network created
and SPRA algorithm implemented for data communication.
The hardware prototype created by forming wireless network
using sensors showed that the vehicle node can avoid accidents
even before the sensor reads the scenario. Future work may
include communication of parameters of the node like speed
etc. so that other vehicle performs actions to avoid crashes.
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Abstract—Hardware emulator is a special purpose device
which mirrors the operation of a software or dynamic system.
Such devices can be implemented using Programmable Logic
Devices, Field Programmable Gate Array (FPGA) and Appli-
cation Specific Integrated Circuit(ASIC). Field Programmable
Gate Array (FPGA) is one of the popular solutions to design
an emulator due to its high speed, reduced power consumption,
reconfigurability and reduced cost. It is more flexible than a
PLD and has less development time when compared to ASIC.
In this paper, hardware realization of DC motor emulator using
FPGA is presented. The continuous-time transfer function model
of an armature controlled DC shunt motor is determined by
conducting suitable experiments. The discrete-time model of the
DC motor is the emulator and it is realized as a second order
digital Impulse Infinite Response (IIR) filter. The hardware of
this filter is designed with adders, multipliers and delays using
Verilog and mapped on a Spartan 6 FPGA. Speed and load
characteristics of this emulator is compared with the actual motor
characteristics. This model can be used in place of DC motor for
testing speed estimators and for verifying the performance of
motors with different ratings without using the actual motors.

Keywords—DC shunt motor, Armature control, FPGA, Emu-
lator.

I. INTRODUCTION

An FPGA based hardware emulator is used to replicate the
behaviour of a real-time system. It is used for debugging and
verifying the functions of the dynamic system under consid-
eration.For example, in automation industries, an emulator is
created to verify the functioning of automation system in real
time. It can be linked with the controllers that are developed
to control the real system. These devices target hardware
debugging and can emulate any system with different sizes
and structures, unlike prototyping which focuses on achieving
the speed of the specific design. Developing such a multi-
purpose device with several number of FPGAs connected
together is useful to emulate complex hardware systems. It
can achieve execution speed of few Kilohertz to Megahertz.
They provide better hardware and software integration for
most complex designs along with reducing the designing cost.
There are two main categories which are classified as low
level and high level emulators. Low level emulators reproduce
the operation of system under design with high accuracy. High
Level devices create an abstract of the system and used mainly
for emulating a software. FPGA based hardware emulators
are used in various fields such as automation, computer and

storage, defense, Renewable energy technologies and product
test and measurement. For example, wind generation using
a DC machine [1] , photo voltaic emulator [2] to reproduce
the characteristics of commercial Photo voltaic panels, state
space controller [3] to control fast dynamic systems and
FPGA based monitoring of wind and solar generators [4]
are used in Renewable energy field. They are also used in
Computer Science domain such as using an ARM processor
[5] to mirror a Intel 8080 processor, Prototyping a Parameter
Random Access Memory (PRAM) [6] using FPGA. Digital
Wireless Channel Emulator [7] to reproduce RF environment
in military networks and emulate an aircraft based satellite
[8] to test an antenna array in space are a few defense based
applications. To emulate a system in FPGA, is to initiate with
implementing design using Hardware Description Languages
such as Verilog and VHDL. It can be also achieved by
using model-based methods such as Xilinx System Generator
in Simulink. Fixed point algorithm is used to represent the
decimals, due to the simplicity compared to the Floating point
algorithm. In this paper, hardware emulator for an armature
controlled DC shunt motor is proposed. Armature resistance,
inductance, motor constants, inertia and friction are estimated
by conducting experiments on a 220V, 2HP motor. Proposed
model is determined by substituting the estimated values in
standard DC motor model. This model is discretized and
realised as an IIR filter. Direct form I filter is designed
using A Hardware Descriptive Language and mapped on a
FPGA. Armature voltage is given as input and the speed
characteristics are analysed.
An overview of similar works carried out using emulator is
summarized in Section II. The proposed mathematical model
of a DC motor and IIR filter is explained in Section III.
Section IV shows the simulation result of intended model
and architecture of the hardware implementation. Emulator
results are evaluated and compared with simulation and actual
motor results in Section V. Conclusion of the proposed work
is mentioned briefly in Section VI.

II. RELATED WORK

The numerical issues connected with the discrete time
induction motor implementation is discussed in [9]. To
implement and verify the simulation of control algorithms
to the emulator for the motors. The designing is started
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with continuous time system and shift algorithm is used to
discretize the model. A Direct Torque Control algorithm is
verified using this emulator. Implementation of brush-less
DC motor speed controller is discussed in [10]. The design
is mapped on FPGA for testing the different validation and
verification methods . It is designed using Xilinx system
Generator blockset from Xilinx in Simulink. A PI controller
is implemented in FPGA to verify the performance. The
discretization methods of an induction motor for implementing
a real time emulator is investigated in [11]. Shift operator
method, Tustin and Delta operator method are discussed
and the simulation results are carried out using simulink. A
hardware emulator design of DC motor is projected in [12]
for emulating the system when designing controllers.This
emulator is developed without taking losses into consideration.
It is realized using VHDL and synthesized to Virtex II FPGA.
A torque input is given and the output is measured from
emulator. It is then connected with the hardware or software
controller.

III. MATHEMATICAL MODELLING OF PROPOSED WORK

DC motor speed can be varied by changing the armature
voltage while keeping the flux constant. The speed is
measured by changing the series resistance with armature
winding.

T = KtΦIa

Since Flux is constant,

T = KtIa (1)

Eb = Kbω (2)

where, T = Torque)
Ia = Armature Current
Kt = Motor constant
Eb = Back emf
Kb = Back EMF constant
ω = Angular Velocity
Ra = Resistance
La = Inductance

If voltage and resistance in armature are kept constant,
speed will be proportional to current. Differential equation
for DC motor based on Kirchhoff’s Voltage Law is derived as

Va = IaRa + La
dIa
dt

+ Eb (3)

The torque equation based on Inertia (Jm) and damping (Bm)
is derived as

Jm
dω

dt
+ Bmω = T

From (1),

Jm
dω

dt
+ Bmω = KtIa (4)

Laplace Transform of (3) & (4)

Va(s) = RaIa(s) + sLaIa(s) + Eb(s) (5)

Jmsω(s) + Bmω(s) = KtIa(s) (6)

Rewriting (5) with (2),

Va(s) = RaIa(s) + sLaIa(s) + Kbω(s)

Ia(s) =

(
Va(s) −Kbω(s)

Las + Ra

)
(7)

From (6) & (7),

G(s) =
ω(s)

Va(s)
=

Kt

(Las + Ra).(Jms + Bm)
(8)

Closed loop transfer function the DC motor with H(s)=Kb

is given by,

ω(s)

Va(s)
=

Kt

(Las + Ra).(Jms + Bm) + KtKb
(9)

On conducting suitable experiments on a DC motor, the
following values are obtained.
Ra=2.715Ω,
La=36mH,
Kt=1.032 N.m/A,
Kb=1.2633 V/rad/sec,
Jm=0.039 Kg. m2

Bm= 0.0116 N.m.s

By substituting these values in (9), the continuous time
model becomes,

H(s) =
Y (s)

X(s)
=

1.032

0.001326s2 + 0.1063s + 1.202
(10)

Eqn. (10) is discretized using MATLAB and the transfer
function becomes,

Y (z)

X(z)
=

0.03007z−1 + 0.2303z−2

1 − 1.38z−1 + 0.4487z−2
(11)

It can be implemented using a second order Impulse Infinite
Response filter. This filter calculate new output using the
current input along with past output. A digital IIR filter has
better amplitude response, use minimal storage space and
resemble analog filter output. The discrete tf of a filter is
defined as,

M∑
j=0

bjz
−jY (z) −

N∑
k=0

akz
−jX(z) (12)

A second order filter from (12) is written as,

Y (z) = b0X(z) + b1z
−1X(z) + b2z

−2X(z)−
a1z

−1Y (z) − a2z
−2Y (z) (13)

where, b0, b1, b2 - coefficients of zeros
a0, a1, a2 - coefficients of poles.
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X(z) - input signal
Y(z) - output signal.

From (11) the filter coefficients are estimated as
b0=0; b1=0.03007; b2=0.02303 ;
a0=1; a1=1.38; a2=-0.4487;

Fig. 1. Infinite Impulse Response Filter Direct Form 1

Replacing these coefficients in (11), it can be rewritten as,

Y (z) = 0.03007z−1X(z) + 0.02303z−2X(z)−
1.38z−1Y (z) + 0.4487z−2Y (z) (14)

A Filter is designed in different methods. Direct form, canon-
ical form and cascade form. Direct form I is often used to
design filters of smaller order. The form I will execute the
order of zeros initially followed by execution of poles in order.
This helps to reduce errors occurring during run time.

IV. EMULATOR DESIGN

A. Matlab Simulation Model

Fig. 2. Simulation of digital IIR filter using MATLAB Simulink

Fig. 2 shows the performance of digital IIR filter. model
derived in (14) is simulated using using simulink. Input
voltage, output speed and current values are shown in fig. 2.

Fig. 3. DC motor Simulation Output for Speed in MATLAB Simulink

Simulation output of DC motor model is displayed in fig. 3.
The input voltage Vs output speed characteristics of a motor
is drawn using Matlab.

Fig. 4. DC motor Simulation Output for angular velocity in MATLAB
Simulink

Simulation output of DC motor model for angular velocity
is displayed in fig. 4.

B. Hardware Emulator Implementation

Eqn. (14) is used to design the DC motor emulator using
IIR filter realization. Xilinx ISE software is used to design IIR
filter in Verilog HDL. This IIR filter is implemented using
multipliers, adders and delay units. The filter is synthesized
and mapped on a Xilinx Spartan FPGA.

Fig. 5. FPGA Based Hardware Emulator Implementation Block Diagram
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Fig. 5 represents the hardware implementation of the IIR
filter emulator on a Xilinx Spartan 6 FPGA. A potentiometer
is used to give input of 0-3.3V, which is discretized using a
12-bit ADC. The value is normalized according to the required
0-220 input and given to the emulator mapped on FPGA and
the Speed output is shown using seven segment Display.

V. RESULTS AND DISCUSSION

TABLE I
COMPARISON OF EXPERIMENT, SIMULATION AND FPGA OUTPUT

¸

Table. 1 lists the comparison of experiment, simulation and
FPGA emulator outputs to given armature voltage input and
confirms that the emulator output is found closer to the actual
motor speed.

Fig. 6. Comparison among experiment, simulation and FPGA outputs

Fig. 6 shows the comparison of experiment, simulation and
emulator outputs for given voltage input.

From table I, outcome of emulator with experimental and
simulation outputs are found to be relatively similar. The
hardware IIR filter is mapped and implemented on Xilinx
Spartan 6 FPGA.

Fig. 7. IIR Filter Simulation for input=132 Using Xilinx ISE design suite

Fig. 8. IIR Filter Simulation Using Xilinx ISE design suite

Fig. 7 & Fig. 8 shows the IIR filter simulation output for
various inputs in ISE software.

Fig. 9. Speed and ω output for armature voltage input=132V from emulator
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Fig. 10. Speed and ω output for armature voltage input=132V from emulator

The motor emulator results are shown in Fig 9 & Fig.10.
Input armature voltage value is displayed in LCD, output
velocity is shown using LED and output speed is shown using
Seven Segment Display.

TABLE II
SYNTHESIS REPORT FOR THE EMULATOR DESIGN

Description Used Total
Number of Registers 191 18224

Number of LUTs 444 9112
Number of FFs 143 697

Minimum period 47.819ns
Maximum Frequency 20.912MHz

Table II specifies the utilization of resources to implement
the emulator on an FPGA.

VI. CONCLUSION

Experiments are conducted on a 220V, 2HP, DC motor and
its mathematical model is determined.The discrete function of
the model is converted using Matlab Software. The obtained
result is then realized as a second order IIR filter which
is used for designing emulator. Hardware of this design is
implemented in verilog and is mapped on Xilinx spartan-6
FPGA. The synthesis report is presented in Table II. The
performance of the emulator is tested. Its speed and load
characteristics are found to be same as the actual motor. In
future, this FPGA based emulator may be used for the DC
motor closed-loop speed control system.
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Abstract - Rise of Over the Top (OTT) administrations 

like Netflix, YouTube, VIU and Cloud Services like S3 

(AWS), Cloud Storage (GCP), and Dropbox are 

possessing a large portion of the piece of transfer 

speed. These sorts of administrations have direct 

association with increment or diminishing income of 

web access suppliers. Since the majority of Internet 

Service Providers give boundless plans, the need of 

proficient utilization of data transfer capacity has 

turned out to be essential for both income and 

QoS/QoE. By considering these genuine situations this 

paper builds up a framework which will powerfully 

put client's solicitation on uncommon paths i.e., Fast 

Lane and Slow Lane. In this model fast track will be 

designated to spilling administrations and moderate 

path will be distributed to document move 

administrations. For an Internet Service Provider this 

is chance to build incomes by offering control to the 

Content Provider (CP) who solicitations for 

exceptional paths for their buyers. The above control 

will be spread by means of API to the Content 

Providers. This model is actualized in two sections. The 

First part portrays framework plan which will have 

connection between’s Content Providers and Internet 

Service Provider and extreme reason for existing is to 

give better QoS to customers. Second part is to build 

up a re-enactment model of this framework utilizing 

python. 

 

Keywords: Over The Top (OTT), Software defined 

networking, Quality of Service, fast-lanes, and slow-

lanes. 

 

I. INTRODUCTION 

Over the top (OTT) is a term used to allude to 

content suppliers that disperse streaming media as 

an independent item straight forwardly to watchers 

over the Internet, bypassing media communications, 

multichannel TV, and communicate TV stages that 

generally go about as a controller or wholesaler of 

such substance. The term is most synonymous with 

membership put together video with respect to 

request benefits that offer access to film and TV 

content (counting existing arrangement gained from 

different makers, just as unique substance created 

explicitly for the administration), including Amazon 

Video, Viu, Hulu, Netflix, Now TV, Sling TV, 

MercTV, and Sky Go just as a Suburban broadband 

consumption is spreading quickly, extending the 

hole between ISP costs and incomes. Proliferation of 

web empowered gadget is blocking access systems, 

deteriorating end-client presentation and influencing 

content suppliers adaptation. 

 

The earlier frameworks has the following 

limitations: 

Adaptation: An ISP has a restricted reason to send 

administration quality components except if there 

are a business return. Customers have to spend much 

more considered amount for improvement in a good 

Quality of service. CPs presumably have a higher 

capacity to pay be that as it may, a current "paid 

peering" modifications. Quality just for explicit 

shoppers or certain substance, and these decisions 

can differ powerfully (for example contingent upon 

time-of-day or misfortune/defer execution of the 

system). 

 

Bandwidth Dominance: Considering todays 

network scenario the ISP has dominance over 

Bandwidth, who especially has an own framework 

and also contraption setups, conceivable by 

techniques for instruments (for example checking, 

protection, asset reservation, and linking) using 

Difference-Serve mechanism. Customers are 

completely unknown about what ISP is doing from 

their side and has the impact on their quality of 

service and customers felt helpless. At another side, 

CP's expecting a good quality of service from ISP's. 

Even some ISP have special bond with content 

providers that they will provide a good quality of 

service but because of they have rights of better 

quality of service And sometime because of any 

technical issues if ISP fails to provide the better 

quality of service it will have direct impact on 

content providers revenue generation. 

 

SDN has numerous points of view: 

1.  A focal "mind" for the system makes it 

simpler for the ISP to recognize (for 

example by means of APIs) administration 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1739

mailto:shrutika.m.14@gmail.com


quality controls required by an outside 

gathering, 

 
Fig.1 SDN vs. provision network architecture 

 

for example the content providers we believe an 

API would be the outstanding way of data 

interchange instead of between associating 

existing conventions (for example RSVP) to 

outstanding gatherings.  

 

2. The brought together cerebrum in SDN is 

progressively responsive for ideal Judgment 

making. Since the SDN controller has a 

worldwide perspective on assets, it can make 

educated decisions dependent on current 

accessibility and solicitations. 

3. SDN gives the asset parceling which brought 

together programming over any sending 

component over any entrance innovation that 

underpins an institutionalized SDN interface, 

for example, Open Flow. 

 

II. RELATED WORK 

 

We first created four datasets of YouTube videos 

and two datasets of Netflix videos. The You Flash, 

YouHtml, YouHD, and YouMob dataset contain 

YouTube videos while the NetPC and the NetMob 

dataset contain Netflix videos [1] Based on data 

from a tier-1 European network, approximately 10 

WhatsApp messages are sent and received per 

subscriber each day. Of these messages, 2.8% of all 

messages sent have a media file such as a photo or 

video attached. [2] Suppose that two adaptive HTTP 

streaming players share the same bottleneck. This 

can happen, for instance, when people in the same 

house watch two different movies - in that case the 

shared bottleneck is probably the residential 

broadband access link. [3] 

 

Other work has proposed monitoring the user-

perceived video quality, rather than just the network-

level effects. A system to measure the user-

perceived quality, taking into account the distortions 

in quality caused by losing particular packets, is 

discussed in this system [11] These Systems will 

provide quality of Service to end users. And data 

consumption by streaming services, what’s app, 

HTTP requests. Whereas our contribution will work 

on the data consumption rate, quality of service and 

at network level. 

 

 

III. USE-CASES AND OPPORTUNITIES 

The course of action of employments that can 

benefit by unequivocal framework support for 

improved organization quality is tremendous and 

arranged: ongoing and spilling recordings can 

benefit by data transfer capacity affirmation, gaming 

applications, voice applications from low hardship, 

and so on. 

  

IV. SYSTEM ARCHITECTURE 

 

DNS Server: The system starts with the DNS Server. 

In this model the DNS server provide the 

functionality to other devices after receiving request 

from provider means Internet Service Provider the 

IP address is stored in the database of DNS Server.  

 

Fig 2. System Architecture 

 

Internet Service Provider: The Internet service 

Provider will provide service to the customer by 

requesting them. Then Customers will give request 

according to their requirements. Then by serving the 

request the IP address will get stored in the database 

of DNS Server. System Architecture is shown 

diagrammatically in the Flow diagram. 

 

SDN Controller: The SDN controller manages the 

flow control to improve network performance. The 

SDN controller uses TCP protocol to transfer data 

from source to destination. The Controller knows the 

source and destination address of the user. In the 

system model Socket-Server is used which is 

simpler form of writing a complex network server. 

And allows the request handler will allow that makes 

the file type of object that will lead to ease of 

communication. And provide a standard interface. 

 

Controller-API: In this system REST API is used. 

API is Application Program Interface which use 

HTTP request to perform POST, PUSH, GET, 

DELETE operations. Significance of REST is 
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Representational State Transfer which is useful for 

web service development. API helps to visualize 

bandwidth of the data flow. According to given 

bandwidth the API will be called as API for 

Fast/Slow Lanes.  

 

Client: Client will request for content, Request hit 

the API and data flow will start and simultaneously 

it will change the bandwidth. 

 

While requesting special lanes. There is also 

possibility that the special lanes request cannot be 

fulfilled by the controller in that case minimum 

guaranteed bandwidth is allocated.  

 

 

V. SIMULATION AND TRACE ANALYSIS 

 

1. In this model we have a network switch and 

controller at ISP. Whenever request comes on 

network switch it enquires with the controller what 

to do about this flow. The controller installs default 

flow and the transfer of data packets begins. 

 

2. The controller exposes REST API which the 

control provider can invoke. When any content 

provider invokes this REST API to request for 

special lanes, controller updates the switch flow 

table with modified flow. For Example host1 is 

requesting for www.netflix.com, the switch makes 

the connection and host get to see the content. 

Meanwhile Netflix also invokes the API provided by 

controller and request for fast lane. 

 

3. Whenever the same host requests for video 

content their request is served using high bandwidth. 

The content provider is aware about the content 

length so they can also include time-out property  

 

4. In this Model Long-Short-Term-Memory 

(LSTM) algorithm is used for storing bandwidth of 

users and Store it for some duration, So that it will 

be easy for controller to decide whom to assign how 

much bandwidth and ultimately it will be helpful in 

increasing quality of service to users and helps in 

increasing revenue of internet service providers and 

revenue generation of content providers 

 

 

 
 

Fig. 3. Flow of typical residential broadband access 

network. 

 

 

VI. EXPERIMENT RESULT 

 
Fig. 4. Simulation result when bandwidth = 1 

In the above figure we can see normal dataflow 

without reservations i.e., special lanes. Data is 

transferred using minimum guaranteed bandwidth. 

Here Y-axis represents bandwidth and X-axis 

represents timestamp. 
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Fig.5. Simulation result when increase in 

bandwidth 

Above figure demonstrates fast lane. When a host 

requests for content, the content provider 

immediately invokes controller API and reserves 

fast lane for the current dataflow. In above fig on X-

axis the dataflow began with 1 Mbps and went up to  

5 Mbps as per the provider’s negotiation with   

 
Fig.6. Simulation result when increase in 

bandwidth 

  

Above figure demonstrates slow lane. Overall 

Procedure is same as compare with fast lane. Only 

difference is, when a host requests for content, the 

content provider immediately invokes controller 

API and reserves slow lane for the current dataflow. 

In above fig on X-axis the dataflow began with 5 

Mbps and went down to 2 Mbps as per the provider’s 

negotiation with the controller 

 

 
Fig.7.Simulation Result of Fast lane and slow lane. 

 

In the above figure a request having fast lane 

reservation. When the switch gets new request and 

no bandwidth is available, controller temporarily 

modifies existing fast lanes with reduced bandwidth 

to accommodate the new requests and reverts the 

bandwidth to fast lane again  

 

 
Fig.8. Model loss comparison between train data 

and test data. 

 

Above diagram represents the model loss for train 

and test data. The LSTM has one data set where 

bandwidth of multiple users are stored. The model 

will run epoch for each user’s bandwidth and it will 

calculate the loss according to it. 
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Fig.9 Reconstruction error with respect to 

threshold. 

 

Above diagram represents the threshold which is 

nearly approx. 0.8. In the above graph the red line 

represents the threshold line and blue dots represent 

the true positive values and orange dots represents 

false positive values. 

Below Table shows the Bandwidth (Mbps) 

according to user requirement. 

 

 

Table 1. Simulation results of respective bandwidth 

variation. 

 

VII. CONCLUSION 

In This Paper we have effectively created 

Simulation model which shows Fast Lane and Slow 

Lane by hitting an API named as POSTMAN and 

Long Short Term Memory Algorithm which has 

Users Bandwidth Data set and distribute the Lanes 

to client as indicated by clients past transfer speed. 

The PUT request will be given to API where we 

have to enter the host at a server side then controller 

hits an API later as per customer demand 

information stream will begin. Depends upon This 

re-enactment model to comprehend the information 

which possesses more transfer speed for instance 

video records, And Creation of such paths will build 

the income of network access supplier. From the 

Body of an API source and destination IP address 

and Bandwidth. Will be set to accordingly. As soon 

as this request is sent the flow table will be updated. 

Simulation model runs in seven different terminal 

window where at First part registration of IP is done. 

After that controller will hit an API and according to 

client request the data transmission begins. This 

approach will be the initial move towards the 

consumer loyalty in light of the fact that by 

apportioning such paths will assist client with 

achieving such nature of administrations. 
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Abstract—In this paper, topology of Grid connected single
step (GCSS) high gain buck-boost inverter with fuzzy maximum
power point tracking (MPPT) controller is discussed. It can step
up/down the output from PV & performs DC to AC conversion
simultaneously in a single step with the help of fuzzy MPPT con-
troller. This scheme has features such as high gain, less switching
loss & with the help of fuzzy MPPT it tracks maximum power
from PV very efficiently. Thus this scheme is conformable for PV
applications with low voltage & varrying with time conditions.
Design of proposed GCSS elements with derived equations &
design of fuzzy MPPT is given in this paper. Presented topology
is designed using MATLAB/SIMULINK. Detailed simulation of
presented GCSS with fuzzy MPPT and it’s results are given.

Index Terms—Buck-Boost inverter, fuzzy MPPT, grid con-
nected inverter, GCSS.

I. INTRODUCTION

Non-renewable fuels are situated at selected places which
are far away from load station. Hence, we need power trans-
mission system to absolve power from generation stations
to loads. The demand of power is increasing nowadays,
which causes blackouts and also increases load above limit.
Generation of electricity using solar PV can be an alternative to
above problems [1]. As we know that solar voltage is variable
due to atmospheric conditions like temperature, insolation, etc.
We need a system which converts power from solar and used
to deliver it to grid/load.

Fig. 1. GCSS PV system configuration

To deliver power to grid, conversion system has to
buck/boost PV output voltage & convert it to ac. This type of

conversion takes two steps hence called as two step conversion
system.

Some of those two step grid connected system are rep-
resented in [2]. It has disadvantages like less certainty ,
more deprivations, broad size and costly [3]. In this case, we
use power conversion system which does above two stage
operation in one step along with fuzzy MPPT is required.
Fuzzy MPPT is used to track maximum power from PV very
efficiently. As single step conversion system is more certain,
works at high efficiencies & less costly [4]. An ideal GCSS
system with fuzzy MPPT controller is given in Figure. 1.

Related work
A GCSS boost dc-ac scheme is presented in [5], as given

in Figure. 2.(i). This scheme has two boost converters are 180
degrees out of phase w.r.t each other & load is connected dis-
criminatory across both converters. In this system, Operation
of all switches are at high frequency in each half cycle of o/p
voltage, which leads to more switching loss & EMI problems.

A half bridge buck-boost inverter conformation presented
by kasa et al. [6]. shows that only two switches operating in
half cycle. which has outcome of low conduction loss, less
switching loss & low EMI problems. Only one PV source
works for half time of operation is main disadvantage of this
topology.

Hiren et al. presented double grounded GCSS in [7] as
shown in Figure. 2.(ii). This system gives less gain. A GCSS
which can step up, step down or step up/down to give ac
output voltage is presented in [8] as given in Figure. 2.(iii).
This scheme has some features like conciseness, low cost
but this system can operate for less voltage gain conditions
only. A system based on buck-boost operation with four
active switches is given in [9], as shown in Figure.2.(iv). It
has disadvantage of limited gain & more number of passive
switches.

Some GCSS with large gain topologies are proposed in
[10], [11] are given in Figure. 2. (v) and Figure. 2. (vi)
respectively. Coupled inductor is used to get high gain. But
there are baneful effects due to leakage inductance related
with coupled inductor. Due to Leakage inductance there is
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energy loss & voltage stress at switches. Topology presented in
[12] is having high gain, minimum components & there is no
need of capacitors to block leakage energy. Thus, this system
is taken for grid connected applications with introduction of
fuzzy MPPT controller to track maximum power efficiently.

The assistance of this paper are:
1) Presenting single step inverter system with large gain

for connecting grid with PV system using fuzzy MPPT
without any effect of leakage inductance.

2) Control of presented sytem to extract maximum power
using fuzzy MPPT & deliver it to load/grid.

Fig. 2. Existing GCSS Systems

Presented GCSS with fuzzy MPPT controller block diagram
is shown in Fig. 3.

Fig. 3. Proposed GCSS with Fuzzy MPPT

Structure of paper is as follows. Section II gives description
of GCSS operation. Section III gives components design.
Tracking of MPP using fuzzy and GCSS control is given
in section IV. Simulation &results in section V followed by
conclusion in section VI.

II. OPERATION OF SINGLE STEP HIGH GAIN INVERTER

Proposed GCSS consist of five active switches (S1 − S4,
Sp) & two passive switches (D1&D2). Coupled inductors
(L1&L2) is used to get high gain diode (D1) is taken to avoid
baneful effects caused because of leakage inductance of the
coupled inductor. Filtering circuits at both input and output
sides. The presented GCSS with fuzzy MPPT controller has
following features.

1) It provides high gain with the use of coupled inductor.

2) Only one switch operates at high frequency & remain-
ing operates at low frequency, hence it results in low
switching loss.

3) Concise in size.
4) It requires simple sinusoidal PWM.
5) Maximum power from PV is tracked very efficiently

with the help of fuzzy MPPT.

Let us assume duty cycle ’d’ & Ts as switching period of Sp.
In positive half cycle, switches (S2&S4) will be turned on &
during negative half cycle switches (S1&S3) will be turned on.
Converter topology works same & symmetrical in both half
cycles of output voltage. It’s working over a switching cycle
is expounded as given.

A. Mode I (t0 − t1)

In this mode, Lm gets charged through Sp when switch Sp

is on. Both diodes are reverse biased. Current in Lm increases
in a linear way. Output capacitor (Cf ) discharges through load
as given in Figure. 4.

Fig. 4. Mode 1 working

B. Mode II (t1 − t2)

At Sp switched off diodes D1&D2 goes forward biased.
Leakage energy related with inductance L1k will be given to
load through D1. Current through L1 decreases and at the
same time current through L2 increases. Remaining current
from L1 & L2 will be taken by D1. At the end of this mode,
currents in both inductors become same, hence D1 becomes
reverse biased as given in Figure. 5.

Fig. 5. Mode 2 working
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C. Mode III (t2 − t3)
In this interval, D2 is still forward biased, both inductors

L1&L2 are series connected & feed power to load. Current in
L1&L2 starts decaying. This interval ends when Sp is turned
on again as shown in Figure. 6. As per number of turns of
each inductor, output voltage is shown across both inductors.

Fig. 6. Mode 3 working

D. Mode IV (t3 − t0)
When Sp is switched on, Diode D2 still conducts due to

very small current present in inductor L2k & D1 is still reverse
biased. Negative voltage across L2 resets current through it.
Diode D2 becomes reverse biased when current through L2

becomes zero as shown in Figure. 7. & this mode ends. This
Proposed scheme starts operating again from mode 1.

Fig. 7. Mode 4 working

mathematical waveforms of current through diodes D1&D2,
L1&L2 inductors, voltage & current across Cf & gate pulse
generation for a switching cycle are as given in Figure. 8.

In same topology, as switch Sp is turned on and operates
with SPWM double the grid voltage frequency, a sinusoidal
voltage across output capacitor Cf is developed. Mathematical
waveforms of presented scheme for a full cycle of load voltage
is as given in Figure. 9.

III. GCSS INPUT AND OUTPUT FILTER DESIGN

A. Design of Cp

Maximum value of ripple in output voltage of PV is decided
by input capacitor CP . Maximum allowed value of PV voltage
ripple & grid frequency is δVpv and fg respectively. Cp value
is given by [3].

Cp =
2P

4(2πfg)Vpv δVpv
(1)

Fig. 8. GCSS working over a switching cycle

Fig. 9. GCSS working over a full cycle of output voltage

Where P = Tracked max. Power.

B. Design of Lf

Output inductor emaciate high frequency current which is
given to the grid. Cut off frequency fc should be taken as
one tenth of switching frequency fs for the design of output
inductor [3]. Thus Lf is given by,

Lf =
1

(2πfc)2 Cf
. (2)

C. Design of Cf

The value of filter capacitance at output side is specified
by the maximum energy through coupled inductor. By taking
power factor of unity operation, transmitting power from i/p to
o/p is high at grid voltage peak. By equating energy change in
coupled inductor & filter capacitor Cf over switching cycle,
result will be as given below.
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Fig. 10. Ref. current generation for mutual inductance current (iLM ).

1

2
× L1

(1 + n2 + 2n)

1 + n

[(
IL1ref(max) +

∆IL1

2

) 2

−(IL1ref(max) −
∆IL1

2

)2
]

=
1

2
× Cf

[(
Vg(max) +

∆v

2

)2

−
(
Vg(max) −

∆v

2

)2
]
. (3)

By rearranging the above equation we get capacitance value
as,

Cf =
L1(1 + n)IL1ref(max)∆IL1

Vg(max)∆v
. (4)

Where IL1ref(max) is maximum primary inductor current
w.r.t Po/p (rated) & ∆v is maximum admissible ripple of
output voltage (Vcf ).

D. Design of Coupled inductor L1 & L2

Equation for coupled inductor L1 & L2 is designed using
[4],

L1 =
Ts Vpv vg(max)

∆IL1[Vpv(1 + n) + vg(max)]
. (5)

L2 is calculated from

L2 = n2L1. (6)

IV. FUZZY MPPT AND CONTROL TECHIQUE

Fuzzy MPPT is a teachnique used to extract maximum
power from PV under varrying irradiation and temperature
conditions using converter system. Coordination between cur-
rent control & MPPT is prescribed to feed maximum power
to grid. MPPT is designed utilising Fuzzy logic controller[15].
Output of fuzzy MPPT is (impp) multiplied with grid voltage
Vg . Multiplied output further taken as reference current to track
current in Lm by using current controller as given in Figure.
11. For practical purpose, initially proposed scheme must have
to work in voltage control loop before linking it to grid as
shown in Figure. 12. Hence, we conclude that both control
loops are used for synchronization of given system with grid.
Design and derivation of these control loops along with fuzzy
MPPT algorithm will be presented in following subsections.

A. Current Control Loop Design

From Figure. 8, when switch Sp turned on, voltage is Vpv
and during turned off time voltage is - vcf /(1 + n). Average
voltage over a switching cycle across Lm is given by,

〈vLm〉Ts = 〈vpv〉Tsd(t)− (1− d(t))〈vcf(t)〉Ts

1 + n
. (7)

By solving above equation duty cycle is,

d(t) =
〈vLm(t)〉Ts(1 + n) + 〈vcf(t)〉Ts

〈vpv(t)〉Ts(1 + n) + 〈vcf(t)〉Ts
= B. (8)

Where B is used to represent block in Fig.10. [14] Current
through Lm is given by [4]

〈iLm(t)〉Ts = 〈iL1(t)〉Ts
(1 + n)

1 + nd(t)
. (9)

Fig. 11. Schematic of Current Control Loop

Fig. 12. Schematic of Voltage Control Loop

B. Voltage Control Loop Design

From Figure. 8, By considering contemptible leakage induc-
tance & current ripple in inductors, Current icf for a switching
cycle is given by,

〈icf(t)〉Ts = (1− d(t))〈iL2(t)〉(1−d)Ts − 〈ig(t)〉Ts. (10)

From above equation iL2(t)(1 - d)Ts can be written as,

〈iL2(t)〉(1−d)Ts =
〈icf(t)〉Ts + 〈ig(t)〉Ts

1− d(t)
. (11)

From GCSS operation, iL1ref and iLmref are equal during
switch (Sp) on time [4]. Thus,

〈iLmref(t)〉dTs = A =

(〈icf(t)〉Ts + 〈ig(t)〉Ts)

[
〈vcf(t)〉Ts + 〈vpv(t)〉Ts(1 + n)

〈vpv(t)〉Ts

]
.

(12)
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Where, ’A’ is exhibited as a block shown in Fig.12, Dual
loop control presented in [14] is used to control voltage
through Cf and current through Lm. Block diagram of voltage
control is shown in Figure. 12. In that rc is the equivalent
series resistance related with Cf .

Fig. 13. Gate Pulse generation for Active switches

PI controller’s gain are taken so as voltage and current loop
are having bandwidth of 4000 Hz & phase margin of 60°. Gate
pulse generation of all active switches is given in Figure. 13.

V. SIMULATION & RESULTS

Presented scheme is designed using MATLAB/SIMULINK
with parameters shown in Table I below. The topology is
tested for different insolation level (S = 1000W/m2, S =
400W/m2andS = 600W/m2) at t = 0 sec, t = 1 sec, t = 2
sec respectively.

TABLE I
SIMULATION PARAMETERS

Parameter Value
Voltage (Vmppat1000W/m2) 38.6v
Current (Imppat1000W/m2) 5.32A
Grid voltage (Vg ) 110v(rms), 50Hz
Switching frequency (fs) 50kHZ
Inductors (L1 & L2) 0.95mH & 1.90mH
Coupling Coeficient (k) 0.94
Output capacitor (Cf ) 0.175 e-6
Filter inductor (Lf) 5.8 e-3
Filter capacitor (CP) 4.18 e-3

The Open loop simulation is carried out in the MAT-
LAB/Simulink and the results are taken from that, Figure. 14.
shows the open loop GCSS simulink model.

Fig. 14. Open Loop GCSS Simulink model

The voltage & current control loops are designed using
derivations of voltage and current control loop in section IV,

Figure. 15. shows the MATLAB/Simulink design for control
loops,

Fig. 15. Control Loop Diagrams for Proposed GCSS

Fuzzy logic controller block diagram is constructed with
the help of MATLAB/Simulink and fuzzy logic design block
diagram using mamdani fuzzy inference model is as given in
Figure. 16 and Figure. 17 respectively [15]. There are two
inputs fot fuzzy controller for buck and boost converters. The
first input is error in the output voltage e and second is change
in succesive errors ce. Output of fuzzy controller is change in
duty cycle.Rule base or decision making are obtained from
the analysis of system behaviour some of the control actions
in the rule table are also obtained from trial and error.

Fig. 16. Fuzzy Logic Controller simulation diagram

Fig. 17. Fuzzy Logic Design

Closed loop control technique of GCSS is discussed as
follow. In this closed loop system, grid voltage is multiplied
with duty cycle obtained from PV system Fuzzy MPPT
controller. Multiplied output is given to current controller and
then output of current controller is given to voltage controller.
Gate pulse generation using current controller, positive and
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Fig. 18. Fuzzy Logic Design

negative half cycle detector is shown in Figure.13. The block
diagram of the closed loop control as shown in Figure. 18.

Fig. 19. Simulink model of Closed Loop GCSS with Fuzzy MPPT

Input side & Output side results are given in Figure. 19. &
Figure. 20. respectively. In that, different Irradiation conditions
are given with voltage across PV, current across PV. From the
figure it is given that given topology is tracking MPP correctly.

Fig. 20. Simulation results at PV side

Voltage across grid Vg , current across grid ig and THD of
current ig is shown in Figure.19.

VI. CONCLUSION

Aim of this paper is to use fuzzy logic controller for grid
connected single stage inveter system. This is done with help
of the mamdani fuzzy model. Design of control loops along
with fuzzy controller are given in brief. From the above results,
the fuzzy logic controller can give the better results with less
THD and it can deliver power from PV to load/grid efficiently
with fuzzy MPPT. The open and closed loop system has been
implemented in the MATLAB simulink. The implemented

Fig. 21. Simulation results at Grid Side

circuit can work in the condition (S = 1000W/m2, S =
400W/m2andS = 600W/m2). Hence, this system can be
used for PV applications with MPP tracking.
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Abstract— In this paper, a new resource allocation paradigm is 

designed whereby a new SU is allowed to gain access to the 

spectrum of licensed PU. Appropriate bandwidth and power 

are the resources allocated to the SU during the inactivity of 

PU if the interference is below the maximum allowable IT limit 

of the channel. An efficient algorithm is developed for 

reconfiguration of SU’s parameters using nature inspired 

computational intelligence technique named ADALINE i.e. 

Adaptive Linear Neuron. A demand supply based feedback 

mechanism is proposed to meet the data rate requirements of 

new unlicensed user. A scenario is considered wherein a single 

SU transmitter is able to initially coexist with the PU and then, 

is able to adapt its transmission parameters (bandwidth and 

signal strength) dynamically as per spectral availability and 

the demand of its receiving unit. The feedback system 

developed reduces difference from allowable IT limit and 

difference from the achievable capacity during each iteration, 

rendering efficient channel utilization and achieves user’s data 

rate satisfaction.  

 

Keywords— Static Frequency Allocation (SFA), Federal 

Communications Commission (FCC), Cognitive Radio (CR), 

Interference Temperature (IT), Neural Network (NN), Quality of 

Service (QoS), Primary User (PU), Secondary User (SU). 

I. INTRODUCTION  

Wireless Communication is an emerging trend for the 
worldwide connectivity that has revolutionized the human 
lifestyle. Electromagnetic radio spectra ranging from 3 kHz 
to 300 GHz is a natural hub for the wireless connectivity in 
various fields as military, health, transportation, education, 
marketing etc. Static frequency allocation (SFA) of 
electromagnetic spectrum by the regulatory body FCC has 
exacerbated the problem of spectrum inefficiency [1]. 
Exponential growth of wireless users has resulted in spectral 
congestion. An opportunistic SU can alleviate the problem of 
spectrum scarcity and underutilization. For this purpose, 
Cognitive Radio (CR) is envisaged as a vital technology, a 
concept propounded by Dr. Joseph Mitola III at the Royal 
Institute of Technology in Stockholm which incorporates 
software based dynamic transceiver operability [2]. The key 
feature of CR technology is to firstly identify spectrum holes 

[3] i.e. which portion of spectrum is vacant (spectrum 
sensing)  [4] and determine the suitable frequency band as 
per the requirement of the non-legitimate user (spectrum 
decision) [5], then to update the operating parameters to 
enable concurrent usage of the spectrum by multiple users 
(spectrum sharing) [6] and handoff its operation to other 
available vacant band upon the reclamation of PU activity in 
its licensed band (spectrum mobility) [7].  

Considering the spectrum availability from PUs and the 
requirement of SUs; appropriate power, frequency, time slot 
and/or bandwidth are the resources of the primary network 
that can be allocated to SUs to sustain an interference free 
operation with maximal usage of underutilized PU spectrum 
[18]. Different resource allocation methods such as water 
filling concept [8], distributed power allocation algorithm [9], 
maximizing power for far SUs while minimal power 
allocation for nearby SUs are applicable, to allow SUs to 
transmit simultaneously with the PUs with minimal 
interference to the existing licensed users. The author in [20], 
used Deep Neural Network (DNN), for allocating transmit 
power to the SUs. Previous works have rendered bandwidth 
sharing via sum rate maximization in an underlay [6] or 
overlay [11] cognitive radio network but they have not 
considered the characteristics of receiving units. We have 
developed a new algorithm by which SU in underlay [21] 
can be dynamically allocated the resources using a receiver 
based feedback mechanism. 

The paper describes the system model to be used and 
proposes a feedback based model for resource allocation to 
the SU. Then an ADALINE NN methodology is detailed 
with mathematical formulations used followed by the 
flowchart along with simulation results and comparative 
analysis.  

II.     SYSTEM MODEL 

       A Cognitive Radio Network (CRN) model involving a 

Primary and a Secondary network is considered. The 

primary network has P number of transmitters (PU-Tx.) 

with index i, i  ∈ I and I= {1,2…P} serving as routers for R 
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number of receiving units (PU-Rx.) index i, i  ∈ I and I= 

{1,2…R}. The secondary network has S number of 

transmitters (SU-Tx.) with index i, i  ∈ I and I= {1,2…S} 

accessing the spectrum resources of primary network to 

serve M number of receiving units (SU-RX.) with index i, i 

 ∈  I and I= {1,2…M}. We will design how one SU as 

shown in Fig. 1 will be allocated the services of the 

legitimate user on an opportunistic basis to run new user 

applications in an unlicensed manner. 

 

 
Fig. 1 System Model 

III.  PROPOSED FEEDBACK BASED MODEL 

        A system is designed to allocate bandwidth and 

appropriate strength to the SU in a manner that no hindrance 

is caused to existing PU services. The SU receiver unit in 

Fig. 2 will determine the availability of the spectrum of PU 

and will intimate the transmitter of the SU. The receiving 

unit (SU user) will specify its demands i.e. certain data rate 

and allowable interference level. Accordingly, the SU 

transmitter will be allocated certain set of bandwidth and 

power to achieve the user satisfaction. At each step, the SU 

transmission bandwidth and power will be updated based on 

the difference between achievable capacity and obtained 

data rate and the difference between allowable Interference 

Temperature [10] limit and achievable Interference 

Temperature caused by SU transmissions. Hence, the 

difference is reduced between the demand and supply. 

 

 
 

Fig. 2 Proposed Feedback Based Model 
 

IV.   MAPPING OF FEEDBACK BASED MODEL WITH 

NATURE INSPIRED NN TECHNIQUE 

ADALINE is a single linear unit neuron which receives 

input from several units (xi) and has one output unit (y). In 

the Fig. 3, ADALINE network is shown in which Bias (b) is 

a flexi-adjusting weight that enables best fit values for the 

network as required. The weights between the input and 

output units (wi) can be adjusted to produce a desirable 

output with a learning parameter (α) that determines the step 

of updating.  

 
Fig. 3 ADALINE Neural Network [12] 

 

The ADALINE network uses a Delta Rule or Widrow Hoff 

rule to update the weights between connections to reduce 

the difference (e) i.e. the error between net input to the 

output unit (yin) and a desired target value (t) [12]. 

Mathematical formulas used: 

Achievable Capacity for a user [13]                      

                C𝑖
av = B*log2 (1+

S

N  
) bits/s                                    (1) 

Data Rate achieved by each user [13]              

Ri = 
𝐵𝑖

𝑁𝑖  
 log2 (1+

𝑃𝑖(|h(i)|2)

𝑁𝑜∗
𝐵𝑖

𝑁𝑖  

 ) bits/s             (2) 

Interference Temperature Calculation [10] 

Tc (fc,bc) = 
𝑝𝑖(𝑓𝑐,𝑏𝑐)

𝑘∗𝑏𝑐  
 dB Kelvin        (3) 

pi is the signal power 

fc is the carrier frequency in GHz 

bc is the channel bandwidth in MHz   

k= Boltzmann Constant =1.38*10−23J/K 

Weight updating formula [12]     

wi (new) = wi (old) + α(t-yin) xi                 (4) 

Objective     

min (ITav – ITi)       min (C𝑖
av - Ri )       (5) 

 

We have used learning rate (α=0.5) for bandwidth and 

power reconfiguration by the Secondary User. At each step, 

difference between allowable ITav limit for the channel and 

the ITi due to individual user is found and also, and 

difference between capacity that could be achieved and the 

data rates achieved by current user transmission in the 

channel is calculated. Our strategy involves bandwidth 

adaptation by increasing number of subcarriers (Ni) per unit 

bandwidth using weight updating formula using different 

subcarrier spacing. Power is further increased step wise step 

using weight updating until the receiving unit gives the IT 

difference and capacity difference [19]. 

CASE: Single Secondary User accessing the Primary 

User spectral resource. 
Primary device transmits in the licensed band but its 

transmission is not achieving the data rate demands of the 

user and the allowable IT limit of the system due to its fixed 

transmission parameters. Thus, the spectrum remains 

underutilized. So, it is possible to allocate certain bandwidth 

and signal strength to a new SU to coexist [14] with that PU 

such that SU transmission doesn’t hampers the operation of 

existing PU. Then, we calculate the overall IT caused by 

both the PU and SU that is below the allowable IT limits. In 

case of PU inactivity, the IT falls and a sufficient gap from 

the allowable IT limit exists. Hence, an efficient resource 

allocation [16] mechanism is developed for adaptation and 

reconfiguration of the bandwidth and signal strength of the 

SU using NN to mitigate the gap between the receiver 

demands and the transmission done, so as to achieve the IT 

limit. 
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     V.   FLOWCHART 

 
  

    
    

    

 
 

 

 
           Fig. 4 Flowchart of Proposed Algorithm 

    The flowchart details the algorithm to be followed to 

enable resource allocation to the SU. Initially, an 

environment comprises of a PU transmitter, the signal of 

which is passed through an AWGN channel and the PSD of 

the received PU signal is obtained. To enable spectral access, 

the presence PU is firstly detected by SU receiver front end 

using Energy Detection based spectrum sensing method [4]. 

Comparison of PU signal energy (E) is made with that of the 

energy of noise (T). Absence of PU enables opportunistic 

transmission by SU. OFDM parameters are used to develop 

the signals of PU and SU.  An allowable level of IT is fixed 

for the system. Transmission bandwidth and power is so 

allocated to the SU on an opportunistic manner that the 

interference caused by it does not cross the IT limit. At each 

step, the SU receiving unit provides feedback i.e. the 

difference from achievable capacity and gap from the IT 

limit. SU parameters are reconfigured using the NN until the 

data rate demands of the receiving unit within permissible 

limits of IT are achieved. 

 

VI.   SIMULATION AND RESULTS 

      The algorithm for the resource allocation is implemented 

in simulative form using MATLAB R2013b in which the 

code is written. 

     A. Primary User Simulation Parameters 

          An environment is created for simulation in which PU 

WLAN is allocated a frequency band from 1 GHz to 6.5 

GHz. PU: WLAN transmits with 50dB power at centre 

frequency of 5.15 GHz. Table 1 details about the OFDM 

parameters [15] that are used to simulate the signal of PU. 
TABLE I. 

WLAN OFDM PARAMETERS 

 

    B. Assumptions  

   We have assumed that the transmission of PU signal 

occurs over an AWGN channel with 10 dB noise SNR. 

Each OFDM user will have different subcarrier spacing. 

About 40000 samples are used with a sampling 

frequency of about 40 MHz.  

C. Simulation Outputs 

      Fig. 5 illustrates the transmitted signal of the WLAN 

PU. 

 

Fig. 5 Transmitted Signal of Primary User 
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 Fig. 6 Power Spectrum Density (PSD) of  PU signal with and without 
noise 

 

Fig. 6 illustrates the Power Spectral Density of the received 

PU WLAN signal at centre frequency of 5.15 GHz with and 

without noise. 

 

 
 

Fig. 7 Digital representation of PU signal and Vacant Band availability 

Using Energy Detection [4] based Spectrum Sensing 
 

Fig. 7 demonstrates the detection of PU signal using  Energy 

Detection based spectrum sensing [4]. In the digital 

representation binary 1 shows the presence of PU WLAN 

signal while binary 0 is indicative of absence of the PU. 
 

TABLE II. 

 
CALCULATION OF INTERFERENCE TEMPERATURE 

 

 

 

Table II accounts that permissible IT limit of the system is 

465 dB Kelvin which is not achieved by the PU 

transmission. Moreover, the data rate achieved by PU is also 

less due to less OFDM subcarrier density at a particular 

bandwidth. Also, allowed range of power for PU is 60 dB 

yet at certain time it is only transmitting at 50 dB power. 

Thus, the PU is inefficient in attaining complete spectrum 

utilization because of its fixed transmission parameters. 

Due to spectrum underutilization by PU, gap of 241.9359 

dB Kelvin from IT limit of 465 dB Kelvin persists. Thus, it 

becomes possible for the spectrum to be used for sustaining 

transmission by new opportunistic SU. 

 
 

     Fig. 8 Single SU Transmitting due to spectrum underutilization 
 

Possible SU Wi-Fi transmission of 40 dB power and 5 MHz 

BW with OFDM subcarrier spacing (B/Ni) of 9.765625 KHz 

along with PU is indicated in Fig.8.  

 

 
 

Fig. 9 Transmission of SU in case of PU inactivity 

 

Fall in IT in caused during the case of inactivity of existing 

PU as indicated by Fig. 9. An oppurtunity is available for 

the SU to fully occupy the band and service in the 

underutilized spectrum. 

 

 
 

Fig. 10 Epoch-1 of the Bandwidth adaptation of SU  

 

The SU enters into an adaptation mode once the PU gets 

inactive. At each epoch, the SU tries to readjust its 

bandwidth using the adaptive learing method until it covers 

the entire bandwidth of the PU that is available for it to 

access. Fig. 10 illustrates Epoch-1 of BW adaptation of SU 

in which it increases its subcarrier density at learning rate 

0.5 attaining a BW of 12.5 MHz. The horizontal plot shows 

step increase in BW and column plot shows the rise in IT by 

SU BW adaptation. 
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Gap from achievable IT limit and achievable capacity leads 

to further epoches of BW adaptation based on difference 

given by the receiver. 

 

 
 

Fig. 11 Epoch-2 of the Bandwidth adaptation of SU  

 

 

 
Fig. 12 Epoch-3 of the Bandwidth adaptation of SU  

 

 
 

Fig. 13 Epoch-4 of the Bandwidth adaptation of SU  

 

 
 

Fig. 14  Epoch-5 leads to the Bandwidth synchronization for SU 
 

Fig. 14 shows at Epoch-5 the SU attains a bandwidth 

locking condition where by it occupies fully the available 

bandwidth of the legitimate PU and provides significant 

hike in data rate as compared to the PU due to improved 

subcarrier density. Fig. 15 shows increase in data rate with 

BW adaptation by the SU at each epoch. 

 

 
              

 Fig. 15 Data Rate achieved after Bandwidth Adaptation 

 

According to Shannon’s Capacity curve [17], there is 

always a limit to increase the BW beyond which no 

significant increase in the data rate is achieved. Further, 

increase in the power is the alternative option to attain 

receiver satisfaction of data rates. 

Presence of IT difference and gap from achievable capacity 

enables the SUs to increase their power. The receiving unit 

can change its position and thereby, demand of higher signal 

strength. For this, the SU transmitter follows power 

reconfiguration which is accomplished using the NN. 

 

 

 

Fig. 16 Epoch-1 of the Power Reconfiguration of SU 

Fig. 16 illustrates how the SU increases its transmission 

power from initial 40 dB to 50 dB. At each stage of power 

reconfiguration, the value of IT is increased significantly as 

shown by thin bar column. 

 

 
 

Fig. 17 Epoch-2 of the Power Reconfiguration of SU 
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This level of power reconfiguration is not possible in the 

case of PU as its operation is range constrictive due to fixed 

functionality and licensing by the government. Although the 

PU:WLAN in our case has been allowed a signal strength of 

about 60 dB but it is not fully transmitting using this signal 

strength at certain time. So, this range can be used for the 

dynamic SU transmission shown by different epoches until 

the levels of allowable IT are achieved. 

 
 

Fig. 18 Epoch-3 of the Power Reconfiguration of SU 
 

 
 

Fig. 19 Epoch-4 of the Power Reconfiguration of SU 

 

 
 

Fig. 20 Epoch-5 of the Power Reconfiguration of SU 

 

 
 

Fig. 21  Epoch-6 leads to Power synchronization for SU 

Epoch-6 as illustrated by Fig. 21 accounts for the power 

locking condition for the SU at which IT limit is met and the 

receiver data rate requirement of  86.2419 Mbps is achieved. 

No further adaptaion  is required as satisfactory levels of 

data rates for the receiver as shown by Fig. 22 are obtained 

by minimizing the objective function after significant 

epoches. 

 

 
 

Fig. 22 Data Rate Achieved after Power Reconfiguration 
 

VII. COMPARISON 

    Our proposed system provides channel utilization from 43% 

to 95% by proficient resource allocation to the Secondary 

User in contrast to existing systems without feedback as 

illustrated by Fig. 23.  

 

 
 
    Fig. 23 Efficient channel utilization by our proposed feedback system 

VIII. CONCLUSION AND FUTURE SCOPE 

   Cognitive Radio (CR) is envisioned as a promising 

technology to explore the underutilized portion of the 

electromagnetic spectrum and opportunistically gain an 

access to the vacant spectrum to service new wireless users. 

The paper focuses on how to provide appropriate resources 

to a new SU that can access the spectrum of the legitimate 

user. We propounded a feedback based resource allocation 

model to serve the SU. A reconfiguration algorithm was 

formulated to provide apt bandwidth and signal strength to 

the CR user during the inactivity of the PU. Significant 

iterations were carried out for SU bandwidth and power 

adaptation. The system IT constraints were met and the 

receiver data rate demands were satisfied upon the 

bandwidth and power locking conditions. Efficient channel 

utilization is attained based on the dynamic adaptation of 
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cognitive user using the nature inspired technique. The 

receiver feedback accounts for proficient resource allocation 

and improved spectrum utilization efficiency from 45% to 

93% as compared to existing systems without feedback. Re-

configuration of SU (bandwidth) achieves higher levels of 

data rates as per the user demands and re-configuration of 

SU (strength) achieves improved high range transmission 

for long distance communication.  

    In future work, hybrid computational intelligence 

techniques can be adopted using which multiple cognitive 

users would be able to adjust their transmission parameters 

to opportunistically access the spectrum of multiple PUs. 

Frequency Division Multiple Access (FDMA) and Time 

Division Multiple Access (TDMA) based transmission 

methods can be used for enhanced spectrum utilization 

based on feedback from the receiving units. Through FDMA 

multiple SUs can simultaneously be allocated the bandwidth 

and transmission power while TDMA may be expected to 

provide complete spectral access one at a time to the 

individual SUs. The feedback system of resource allocation 

can be used in FDMA and TDMA based Cognitive Radio 

Networks for improved spectral efficiency. Hardware and 

software implementation of cognitive modules can be 

developed for opportunistic services to new users. Improved 

methods of spectrum sensing apart from energy detection 

based sensing method which is vulnerable to noise 

uncertainties can be used. 
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Abstract—The popularity of unmanned aerial vehicles is in-
creased with advancing technology, usage of sensors and ad-
vanced control systems have made them more progressive and
less expensive. Wireless Communication is the fastest growing
and most vibrant technological areas of transmitting information
from one point to other, without using any physical medium.
Real-time data monitoring and analysis of the flight parameters
can enhance the performance and the data is logged for further
scrutiny of the aerial vehicle. In this pursuit, a telemetry system
design for a Unmanned Aerial Vehicle is discussed in this paper
with 915MHz XBee Pro S3B modules for a data communication
from on-board to the ground station. The telemetry system is
tested in actual flight, and the reliability and feasibility are
evaluated.It has been found that the proposed design can enhance
UAV performance .

Index Terms—UAV, XBee, telemetry, communication, 915Mhz

I. INTRODUCTION

An unmanned aerial vehicle is an aircraft without a human
pilot on board and is controlled by autopilot or a remote sta-
tion. Effective communication is the solution for more crucial
problems in our current socioeconomic climate. By measuring
the current parameters of UAV [2] [11] in flight, sending
and logging the data elsewhere can make the performance of
the vehicle more efficient. As the art of technology plays an
increasingly important role in every aspect of communication,
XBee-Pro S3B [1] is one of the effective module for trans-
mission and receiving of data and information [12] from one
place to another under the range (frequency) of 915 MHz.
XBee’s can operate in a transparent data mode or in a packet-
based application-programming interface (API) mode. In the
transparent mode, data-packets coming into the Data IN pin
is legitimately transmitted over-the-air to the predetermined
receiving radios with no alteration. Approaching parcels can
either be straightforwardly routed to one target (point-to-
point) or communicate to different targets[3] [9]. This mode
is essentially utilized in occasions where a current convention
can’t endure changes to the data-packets format. AT directions
are utilized to control the radio’s settings. In API mode, the
data packets are enveloped by a parcel structure that considers
tending to, parameter setting and bundle feedback, including
remote detecting and control of digital I/O and analogue I/O
pins[5].

Section 1 delivers introduction of the telemetry system and
comparison of 915 Mhz. with 2.4Ghz.
Section 2 describes the system overall architecture and design
with the components and assembly.
Section 3 reports the experimental data and the data logging
in the ground station display.
Section 4 presents the conclusion of the work.
Section 5 presents the future aspects of the telemetry system.

A. Merits of using 915 MHz over 2.4 GHz frequency

• 915 MHz recurrence fixed radio connection can travel
practically 2.67 times more than a 2.4 GHz band.

• 915MHz suffered much less loss going through obstruc-
tions including trees, buildings, metal (poles).

• 915 MHz module has better Signal to Noise ratio than
2.4Ghz module.

• 915 MHz module does not require any line of sight.
• 915 MHz has 20-30% longer range between nodes (end-

points).
• Security cameras, Cell phones, Bluetooth all communi-

cate in the 2.4 GHz domain and interfere with ZigBee
mesh protocols.

• 915 MHz band is much more regulated than the 2.4 GHz
band. While it has lower propagation loss than the 2.4
GHz band.

II. SYSTEM OVERALL ARCHITECTURE AND
DESIGN

The proposed design have an open-source microcontroller
that can programmed as per the required refresh rate and
delay with respect to the requirements of the sensors. A
ATmega328P [4] based arduino uno is used, that has a circuit
board and user interface IDE to write to the circuit board.
Various pins are determined for input and output data transfer.
A XBee-PRO 900 HP RF module has been selected that is
commanded by 802.15.4, multipoint and Digimesh protocols,
these codes are characterized by low power consumption,
extended range peer-to-peer mesh and maximum capacity
of connection of nodes. The challenge on developing the
telemetry system [6] is to keep the system compact and
with nominal power consumption but with high flexibility to
measure the parameters and transfer them to the ground station
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Fig. 1. Signal Flow of the Telemetry System

without losses. Figure 1 shows the signal flow in the telemetry
system design.

For proper communication, both the XBees should have
same parameters in settings and the transmitter should be
set as coordinator and the receiver should be set as receiver.
The coordinator will be placed with arduino setup on-board
the UAV and receiver will be at ground station with XCTU
software for receiving data and to display the data.

A. On-board UAV : Sensors and signal conditioning

The design architecture has the arrangement of sensors[7]
required to measure the essential physical parameters on-board
the UAV and a serial communication module for transmission
of data through XBee PRO S3B module. The parameters
that needs to be taken are current altitude, GPS location,
Battery voltage, RPM of the motor and the temperature for
the predictive maintenance that increases the efficiency of the
actuator.

An XBee shield is used to connect the XBee S3B module
to the arduino. The shields holds XBee pins to a solder pad.
It provides digital 2 to 7 pins and the analogue inputs, which
are given by the shield. With the jumpers in the USB position,
the DOUT pin the XBee module is connected to the RX pin
of the FTDI chip, and DIN on the XBee module is connected
to the TX pin of the FTDI chip. This means that the XBee
module can communicate directly with the computer.

The XBee-PRO S3B module allows wireless communi-
cation upto 6km range line of sight with 200 kbps RF
data rate. It has a RPSMA connector dipole antenna with
2.1dB. The radio module equipment comprises of an Energy
Micro EFM32G230F128 microcontroller, an Analog Devices
ADF7023 radio handset, a RF power amplifier. A duck antenna
is used to in the transmission[8].

Sensor converts the physical parameters into digital data.
An MPL3115A2 employs a MEMS pressure sensor with an
I2C interface to provide accurate pressure data that is mapped
to the altitude. Change in pressure vary the altitude with a 1.5
Pascal resolution and 0.3 meters altitude resolution. Its a low
power module with the I2C capability that uses SDA and SCL
to transfer data. The sensor is connect to the microcontroller
V+ and ground from its VDD and GND pins. As we employed

a UNO, SCL to I2C clock analog pin 5 and SDA to I2C data
analog pin 4. A MPL3115A2 library is installed to Arduino
IDE to pull out the data from the sensor.

To locate the UAV current position in space a GPS sen-
sor[10] is connected with the system, it provides real time
latitude and longitude values with the heading direction .
An Ublox NEO-M8N High Precision GPS Module with in-
built compass module is used that includes an HMC5883L
digital compass. This module have high level of sensitivity and
features active circuitry for the ceramic patch antenna with the
update rate of 5Hz and heading accuracy of 0.3 degrees.

To provide an efficient performance from the motor its
working needs to be analyzed. A predictive maintenance setup
is used in the UAV with implementation of sensors like
temperature, RPM to log the performance of the motor in the
flight.

A LM393 IR sensor is used in the setup to get the present
RPM data of the power plant in the flight. The IR is connected
to the power supply of the micro controller and to a digital pin
that take in the data from the sensor. It works with detection of
time difference between the same point in a propeller rotation.
The RPM data is logged at the ground station for analysis.

The voltage of the battery is also determined with the
voltage divider circuit from the UAV to the ground station.
This help in increasing the performance and the endurance in
the flight. It can also be used as the fail safe parameter once
the battery voltage is below the limit it can give a warning to
the ground station. Figure 2 shows the connection model of
the on-board system and figure 3 shows the real model with
sensors.

Fig. 2. Connection of the onboard system
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Fig. 3. Physical model of the on-board system

B. Ground Station Setup

The ground station setup has a receiver XBee mounted on
a shield that is connected to computer through USB. Software
like XCTU and Coolterm are used to display the data. The
figure 4 shows the receiver setup.

Fig. 4. Ground Station Setup.

1) XCTU software: XCTU is a free multi-stage applica-
tion intended to empower developers to associate with Digi
RF modules through an easy-to-utilize graphical interface.
It incorporates new tools that makes it simple to set-up,
configure and test XBee. XCTU incorporates the majority of
the tools a builder needs to rapidly get ready for working with
XBee. In XCTU we have to set up the default values in the
module setting section. Accordingly we have used Transparent

Mode in API Enable Mode. XCTU displays textual data and
hexadecimal data.

2) Coolterm Software: CoolTerm simple serial port ter-
minal application (no terminal emulation) with a need to
exchange data with hardware connected to serial ports. The
data received would be displayed on the software screen, it
provides data logging and storage capability.

III. EXPERIMENTAL RESULTS

The test results of all the instruments and components
included in the setup at ground station and on-board responded
effectively and the data is received is displayed on screen.
The baud rate is 9600. Following figure 5 shows the required
result received at ground station in XCTU software and figure
6 shows the result in Coolterm software.

Fig. 5. Result in XCTU Software.

Fig. 6. Result in Coolterm Software.

Data logging is done by the Coolterm software. Maximum
data rate that can be processed so that displaying visualization
without pause is 20 data per second. The results of the data
responses obtained can be seen in Table I.

The current altitude of the UAV is defined by the altimeter as
the primary sensor and an altitude value is also available from
the GPS. Comparing both the altitudes there was 97% accuracy
of the data from both the sensors. By using the data the
performance of the UAV can be altered as various parameters
are available at the ground station by which the manoeuvring
and motion of the UAV is controlled and monitored.
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TABLE I
DATA LOGGING AT GROUND STATION

Altitude Temperature Latitude Longitude RPM
(feet) (Celsius)
343.46 33.19 12.823723 80.042071 8245
343.45 33.19 12.828532 80.041532 8263
344.04 33.19 12.827523 80.045368 8245
344.68 33.26 12.823845 80.041556 8246
344.92 33.26 12.823789 80.049875 8255
344.98 33.26 12.823452 80.041256 8255
345.85 33.26 12.827856 80.046235 8236
345.23 33.26 12.825361 80.049235 8231
345.16 33.12 12.82842 80.042562 8231
344.98 33.12 12.828523 80.045626 8236
345.26 33.12 12.823875 80.048523 8246
345.99 33.12 12.827523 80.045626 8245
346.22 33.12 12.82132 80.045745 8249
346.25 33.12 12.82751 80.047423 8244
346.61 33.12 12.823752 80.047856 8244
346.87 33.12 12.82327 80.048563 8249
346.24 33.31 12.823512 80.0478 8244
345.25 33.31 12.823551 80.045674 8256

IV. CONCLUSIONS

From the tests performed, the system runs as determined.
XBee Pro S3B on-board can communicate with other XBee
module at ground station by receiving data obtained from
senors with faster rate, minimal data loss and high range.
From obtained results it can be concluded that the XBee-Pro
S3b module can be used for telemetry efficiently and UAV
parameters can be logged for flight path and the efficiency
can be improved.

V. FUTURE WORKS

The telemetry data can to used in autopilot design to
manoeuvre through various way-points in the space. Data can
be used for payload drop in commercial applications.Predictive
maintenance increase the efficiency and reduce the failure of
the motor.
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Abstract—A compact Antipodal Vivaldi Antenna(CAVA) 

with the dimension 60 x 65 x 1.6 mm3 is proposed in this paper. 

The structural modifications emanated from the original fan 

shaped fin structure have increased the electrical length of the 

antenna and has ensued in reduction in the lower operating 

frequency from 4.8 GHz to 3.7 GHz which is close to the desired 

lower operating band for an UWB covering antenna. The 

proposed antenna follows a simple structure but delivers good 

plot impedance characteristic. The antenna is designed on FR-4 

substrate with dielectric constant 4.4 and height 1.6 mm. The 

antenna design and simulation has been carried out using 

ANSYS HFSS 17.0 software which uses Finite Element 

Method(FEM) for its working. The designed antenna offers 

higher gain and flat gain over the 3.1 to 10.6 GHz UWB 

operating spectrum with peak gain of 6.4dB which is high for 

any compact structure. The structure is simulated for its return 

loss, -10 dB impedance bandwidth, radiating power patterns and 

compared with earlier results in an iterative manner. The 

designed antenna is an eligible candidate for various wide band 

operating applications including medical imaging, Ground 

Penetrating Radar applications etc. 

 
Keywords— Finite Element Method, Antipodal Vivaldi, Ultra 

Wideband, Exponential tapering.  

I. INTRODUCTION 

Owadays  microwave imaging technique is finding a 

great demand in various fields including imaging targets 

buried under lossy earth surface, see through wall imaging, 

concrete wall imaging for detecting of cramps and cracks and 

understanding mixture of concrete based composite materials, 

non-destructive medical imaging to detect malignant tumors 

in human body and tissues. To do these microwave imaging, 

the system requires operation at relatively low frequency [1-

18 GHz] as low frequency signal components can reach the 

target area in shorter time interval and also can offer good 

penetration depth [16]. Ultra wide-band technology here 

becomes a better option for imaging applications to get better 

resolution images by offering a higher gain over a wider 

operating bandwidth. In recent years, there is an immense 

interest in design of microwave imaging systems for various 

applications. But the critical part in the design of microwave 

imaging system is the antenna. Antenna becomes very crucial 

and important key element of any microwave imaging system. 

This antenna should necessarily have high gain, wide 

bandwidth and low profile. This low profile demand becomes 

 
 

important as most of the modern imaging systems are 

becoming handy and light weight. So a need for compact and 

miniaturized UWB antenna becomes mandatory to be 

employed in these imaging applications.  

                    Conventionally, there are many effective UWB 

radiators that include Dual Ridged Horn Antenna, Classical 

TEM Horn, Log periodic antenna etc. still exist. These 

antennas also offer a very high gain and wide bandwidth over 

the entire operating band. However, these antennas are 

relatively large and heavy. The prominent option would be the 

Vivaldi Antennas that can provide satisfactory radiation 

performance with its planar and low profile structure. This 

relatively low profile structure can help in achieving low cost 

fabrication and integration with its simple design.  

II. ANTIPODAL VIVALDI ANTENNA 

Vivaldi antennas are a special family of UWB antennas that 

are often referred as Tapered Slot Antennas in the literature 
[15]. As originally proposed in [2], these vivaldi antennas are 

travelling wave antennas comprising of an exponentially 

tapered radiation element which leaves a way for a slot to 

support the travelling of incoming waves along the entire 

radiative slot till it leaves the antenna at its edges. The tapered 

slot edge [3] defined by the exponential curve is used to 

improve the lower end radiation characteristics. Various 

remarkable works and literatures have been presenting 

various design level variations. These original vivaldi 

antennas are called as coplanar vivaldi antennas that supports 

coupled feed using strip line cutting across the radiative 

aperture for some unit cross section. However, these coupled 
feeding techniques posed a limitation in attaining a desired 

bandwidth. To improve the bandwidth, an alternative vivaldi 

antenna was initially developed by [4] which is known as 

Antipodal Vivaldi Antenna(AVA). There is again one more 

improvement on these AVA to achieve further higher 

bandwidth and gain which resulted in creation of Balanced 

Antipodal Vivaldi Antenna (BAVA). However, this BAVA is 

lacking researches due to its two-layer design complexity. 

With conspicuous understanding about the tradeoff between 

higher gain and design complexity this paper focuses on 

Antipodal Vivaldi Antenna and its size reduction.  
 

However, there are also some key challenges in designing this 

type of Vivaldi Antennas is that, the stability in the radiation 

A Slotted Compact Antipodal Vivaldi Antenna(CAVA) for UWB 

Applications.         
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pattern over the frequencies. Only the lowest frequency is 

having hold in the design of these antennas and the upper  

 
Figure 1a. Symmetric dual L-shaped slots etched on the outer edge of the fin.  

 

operating frequency is not fixed. These antennas act as 

resonant antennas at lower frequencies and as a travelling 

wave radiator in the higher frequencies [5]. The waves travel 

along the inner edges of the flared aperture and couple to each 

other to produce required radiation [9]. For compact wireless 

systems it is essential to have a compact antenna geometry 
along with non-distorted radiation performance. The compact 

AVA means compactness with the fin body as well as with 

the feeding section of the antenna. 

In couple of literatures [6] [7] [8], the compactness has been 

achieved by employing corrugations at the outer edge of the 

fins of the antenna. But this method brings additional design 

complexity.  

In this paper, a compact Antipodal Vivaldi Antenna(CAVA) 

is designed without bothering the corrugations and the 

designed antenna covers 3.1 to 10.6 GHz allotted UWB band 

with notch behavior over 3.6-4.8 GHz which is the lowest 
band of UWB spectrum that is intended for the operation of 

Ground Penetrating Radar and several other imaging 

applications. Section III describes the evolution of the 

proposed antenna structure which doesn’t suffer notch 

behavior but radiates from 3.7 GHz onwards in the complete 

UWB spectrum and section IV outlines the simulated results 

and its investigations. Section V is the conclusion of the letter.  

III. PROPOSED ANTENNA STRUCTURE 

Radiation characteristics of these type of Vivaldi antennas are 

decided by the exponential curves alongside the length of the 

aperture slots. Usually, compactness is brought by specific 

structural modifications such as etching specific slot 

geometry on the radiating fins to increase the electrical length 

in the space constraint applications without having need to 

modify the dimensions. Here, in this proposed structure the 

electrical length is increased by introduction of a rectangular 

cladding alongside the outer edge of the CAVA along with 

the introduction of the symmetric width slots on the outer 

edge of both the fins as shown in the Figure 1a and 1b. The 

current flow in the outer edge of the antenna is further reduced 
due to this additional structural combination. This way of 

increasing the electrical length wouldn’t give rise to some 

additional radiation as in the case of the slotted fin antennas 

 
Figure 1b. Four equal width slots etched on the outer edge of the fin. 

 

where the slots couple some amount of energy and adds to the 

total radiation which even worsen the radiation pattern by 

giving rise to unwanted side lobe level improvements. The 

proposed 

antenna is carried out on the FR-04 substrate of dimensions 

of 60 x 65 x 1.6 𝑚𝑚3. The substrate has dielectric constant of 

4.4 and loss tangent of 0.01. Two symmetric shape fins are 

metallized on either side of the substrate (referred as upper 

and ground fin) responsible for the end-fire radiation, were 

created from two exponential curves with specific rate of 

bending. The exponential curve profile is defined by the 
following equations [1] - [3].  

 

                               Y = 𝐶1𝑒𝑅𝑥 + 𝐶2                              --(1) 

Where,  

𝐶1= 
𝑦2− 𝑦1

𝑒𝑅𝑥2− 𝑒𝑅𝑥1
                                                             --(2) 

 
 

𝐶2 =  
𝑦1𝑒𝑅𝑥2 − 𝑦2𝑒𝑅𝑥1

𝑒𝑅𝑥2− 𝑒𝑅𝑥1
                                                     –(3) 

 

Here, 𝐶1, 𝐶2 – Constants, R is the opening rate of the 

exponential curve and (𝑥1, 𝑦1) , (𝑥2, 𝑦2) are the start and end 

of the exponential curve respectively. 
 

Table 1. Description of design parameters and its values. 

Parameters Values 

Length of the substrate(Ls)                60 mm 

Width of the substrate(Ws)                65 mm 

Opening width of aperture(Wa)                60 mm 

Length of Microstrip line(l)                10 mm 

Width of Microstrip line(w)                 3 mm 

Width of ground plate 

head(Wg) 

               10 mm 
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Figure 2a. Upper fin structure of the proposed antenna. 

 

 The proposed antenna design is shown in Figure 2a and 2b. 

The designed antenna is fed using Microstrip line feed having 

width 2.83mm and length 10mm to match the 50 impedance 

of that of the coaxial cable line. A transition plane as shown 
in Figure 2b is provided in the ground plane to convert the 

Microstrip feeding structure from unbalanced to balanced 

line. Triangular head is chosen for this purpose to provide a 

smooth transition from the feeding point to the fin structure. 

Smoother is the bending of the transition region, better is the 

obtained reflection coefficient and VSWR value. The values 

of each fixed design parameters are presented in Table 1.  

 

 
Figure 3a. S11 Performance characteristics of different rate parameters 

 

 
Figure 3b. Return Loss characteristics for proposed design 

 
Figure 2b. Ground fin structure of the proposed antenna. 

 

To reduce the overall form factor, the symmetric shape slots 

are opened on the outer edges of the fin structures which  

increases the electrical length and thereby pulling down the 

lowest operating frequency to some extent without the need 

to alter any other design dimension. According to the 

radiation theory of the tapered slot antennas, the flare is the 

main component of the radiation for the whole frequency 

band and the aperture opening width decides the lower cut-off 

frequency of the antenna which is described by the following 

equation [4]. 

               𝑊𝑎 =
𝐶

𝑓𝑙
 √

2

𝑟+1
                                                    --(4) 

 

Where, 𝑊𝑎 − Aperture Opening width 

c − Free space velocity 

𝑟 − Dielectric constant of the substrate  

𝑓𝑙 − Lower frequency of operation 

 

IV. RESULTS AND DISCUSSION 

The optimal dimensions of the proposed antenna structure are 

as follows: 60 x 65 x 1.6 𝑚𝑚3 with la=10mm and w=3mm of 

that of the Microstrip line. The proposed antenna structure 

and its performance are optimized and analyzed using 

ANSYS HFSS 17.0 software. The computation is based on 

Finite Element Method(FEM). First of all, the variation with 

respect to the rate parameter is broadly investigated for 

different rates 0.050, 0.060, 0.070,0.080 and 0.090 in the 

chronological order. The comparison of S11 plots for 
different rate parameters are plotted in Figure 3a. An analysis 

on based on the resonance behavior over the wide spectrum is 

taken into consideration. It is understood that he antenna 

structure with highest rate parameter (0.090) performed well 

with good reflection coefficient. Secondly, the slot studies 

were carried out with equal width slots etched one on the 

upper fin and other on the ground fin in the symmetrical 

manner. Etching slots on the outer edge of the antenna 

increases the electrical length by some additional length of the 

slot. The number of slots were increased and the effect of 

these slots of different number are analyzed.  
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Figure 4a. E-plane radiation pattern for the proposed design 

 

Finally, the 3 slotted fin structure is fixed based on the return 

loss and radiation performance. The 3 slotted fin structure 

improved the overall gain of the antenna by nearly 3dB from 

its original structure. Similarly, two symmetric L shaped slots 

are also investigated. These dual L-shaped structure delivered 

higher radiation performance and the peak gain was nearly 

6dB for the fixed dimension of the L-shaped slot. But 

however, the E-plane radiating pattern is changed as these 
Dual-L shaped slots couples some energy to radiate thus 

changing the end fire radiation and showing a perverse 

radiation characteristic.  

Finally, a single L-shaped slot model for the both fin 

structures is proposed for which different dimensions of the 

L-shaped slot is studied and analyzed in an iterative way. The 

proposed fin structure here uses 16 mm x 2 mm as length and 

the width respectively. The s11 plot of the proposed model is 

presented in Figure 3b. 

 
Figure 5. Gain performance of the proposed antenna. 

 

The E-plane and the H-plane radiation pattern of this 

proposed antenna are depicted in Figure 4a and 4b 

respectively. The radiation performance in the term of gain is 

presented in Figure 5.  

 
Figure 4b. H-plane radiation pattern for the proposed design. 

 

The peak gain of the proposed antenna structure is 6.4 dB. 

The slotted heads in the outer edges of the antenna has 

contributed to the additional radiations in the end-fire 

direction which has significantly improved the peak gain of 

the resonant structure. 

 

V. CONCLUSION 

In this paper, a compact Antipodal Vivaldi Antenna(CAVA) 

is presented with the dimension of 60 x 65 x 1.6 𝑚𝑚3 keenly 

operating from 3.7 GHz to over 20 GHz. The L-shaped 

structural in the proposed antenna greatly reduced the lower 

operating frequency from 4.8 GHz to 3.7 GHz and achieved 

this without any alteration in the antenna’s physical 

dimension. The antenna is studied for its tunability with the 

variation in the rate parameter of the inner edge and also the 

different slots and their performance are discussed. In future, 

the work will be furnishing the notions and effects of 
dielectric filling on these type of antennas. The proposed 

antenna shows a directional and stable radiation pattern which 

is highly desired for certain high resolution imaging 

applications. The proposed antenna delivers a peak gain upto 

6.4 dB. The proposed antenna has eliminated the natural band 

limiting characteristic over 3.7 – 4.8 GHz in the earlier design. 

The design and simulation is performed using ANSYS HFSS 

17.0 software. The various simulated results are presented in 

detail. 
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Abstract—Many Wireless Sensor Network named as (WSN) have the 

resource constrained sensor nodes , that are predictable  to work 
autonomously for long-time, such as months / years. Because of there  

stricted accessibility of the power supply, the main worry in the  WSN 
is energy preservation. Throughout previous phases of the 
development of WSN,  the nodes were static & communication between 
any of 2 hubs was completed through utilizing the multi-hop pathway. 

Usually, the Minimum Spanning Tree named as (MST) utilized the 
optimum data aggregation tree for an energy-efficient routing. Earlier 
the consumption of energy condensed through the hop basis data  
transmission include the help of the Prim’s Algorithm. In this article , 

K-Medoids clustering based algorithm utilized to create clusters & 
then tree creation to enhance the effectiveness of network. Simulation 
has been done on the tool of MATLAB & outcome display that the  

proposed work has better first dead node time. 
 

Keywords—Wireless Sensor Network, Energy, MST, Prim’s 

Algorithm, Optimal Route.  

I. INTRO DUCTIO N 

Developments in the integrated circuit technique have 

allowed large-scale production of small, the cost-effective, 

& the energy efficient wireless sensor named as(WS) tools 

with the processing abilities of on-board. Mobile & 

pervasive computing development has formed novel 

applications for them. The applications which is based on 

sensor extend an extensive range of the region, with the 

remote monitoring of the seismic events, the ecological 

aspects (example, water, air, wind, soil, chemicals), smart-

spaces, the condition-based maintenance, the soldierly 

shadowing, the exactness farming, transport, the factory 

instrumentation, & the inventory tracing [1]. The WSNs has 

various small, lower cost hubs equipped with the sensor, 

microchips, wireless transceivers, memory, & battery-

operated. They examine a physical, ecological condition & 

collect & transmit the data at one / more of the base-station. 

WSN consumes energy throughout the collection of data. 

Because of this there are various types of applications in 

different areas. The WSNs termed as (WSN) is a co-

operative gathering of the sensor hubs, every has the 

dispensation capacity. The routing in the WSN is various as 

of the conservative fixed network routing through the 

numerous ways. The WSNs infrastructure is low, incredible 

wireless links, there are sensor hubs that can fail, & its 

routing protocols face the harsh energy reserves 

necessities.In contrast, the WSNs are wireless schemes with 

the incomplete power, are reserved in dynamism ingesting, 

& with dynamism have the actual time with the different 

sources [2]. 

 

The rest of the paper has various sections  which have been 

described as: in section II, routing techniques of WSN are 

explained which has two techniques such as single & multi 

hop routing. In section III, Minimum Spanning Tree has 

been described with some detailed explanation and section 

IV described Prim’s Algorithm. Section V discussed about 

some literature surveys to understand the concept. In section 

VI and VII, proposed work and result analysis has been 

described respectively. 

 

II. RO UTING TECHNIQ UES IN WSN 

Routing is a procedure for structuring route amongst 

destination as well as destination to send information to 

request. This involves transmission of info after nodes, 

which assists as well as analyzes this info to BS to assist in 

decision-making process. There are numerous types of 

constructions to route information after nodes to BS, which 

are designated as surveys:   

 

I. Single Hop Routing:  

First & easiest method was an instant broadcast of data. 

Inside the given method every sensor hub will find & move 

its data directly to BS except the help of any middle hub. 

The form of BS is located on a distance as of sensor nodes 

named as (SN), this tell about the extended transmission 

expenditure of the info, because of which nodes energy  

reduces rapidly & thus the lifetime of SN’s is small. 

 

II. Multi-Hop Routing:  

In it, every SN’s  conveys their data to their instant neighbor, 

& include the many hops data of neighboring nodes is 

moved to BS. In the multi-hop networks, each of the hub 

devours the fewer energy to transmit its data than the 

Single-hop. The Multi-hop WSN is most efficient then the 

single-hop types network. Inside the actual world 

annotations, the single-hop system is most effective if multi-

hop network is in single-hop less package for future. This 
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architecture present the hubs located near the BS have 

higher load, so they expedite its dynamism faster than new 

nodes, that effect lifetime of network [3]. 

 

III. MINIMUM SPANNING TREE [MST] 

Suppose indirect, associated graph. The spanning tree of 

particular graph will be sub-graph which joins altogether of 

vertices of tree. There may be several spanning trees in a 

single graph. If every weight is allocated some weight / 

numbers, then MST is a lower weight tree compared to the 

any other spanning tree in that particular graph.Figure 1 

represent a graph. Each branch has been entrusted with 

weights. As has been seen, tinted tree is recognized 

spanning-tree. Several other spanning trees could too be 

made through joining vertices of this fig into various ways 

[4]. The edge-weighted graph is a diagram that we connect 

with weight as well as cost at every end. An MST of edge-

weighted graph is a comprehensive tree whose weight (its 

weight besides its shaft joint) is no more than some other 

spanning tree. 

 

 The graph is associated. Tree conditions in our 

definition show that graph must be connected to 

presence of MST. Uncertainty no graph is 

connected, then we can optimize our algo to 

calculate MST of each associated component, 

which is composed known as minimum spanning 

tree.. 

 Edge's weight is not far. Geometric awareness is 

sometimes valuable, nonetheless weight of side 

may be arbitrary 

  Edge weight may be zero or negative, as well as if 

age weight is all positive, then subtract MST with 

minimum total weight connecting all verticals is 

enough. 

 Edge Weight is dissimilar condition edges of ends 

are equal, then incomplete spanning trees are not 

single. Creation this assumption makes our 

evidence informal, nonetheless all of our 

algorithms work well in presence of equal weight. 

 

Fig 1. Edge weighted graph and it’s MST 

 

IV. PRIM’S  ALGORITHM 

Prim’s algorithm is algo inside a theory of graph which 

looks aimed at minimum spanning tree toward an associated 

weight graph. Algo of prim's extends the minimum 

spanning tree named as (MSE) by increasing subtrees 

sequence. In this sequence, the primary sub-tree contains a 

solo vertex chosen randomly from set V of the vertices of 

graphs. Inside a following iterations, recent tree increases 

greedily, easily not connecting it to that tree with the 

adjacent vertex to the top. (Through adjacent vertex, the 

vertex not in tree associated to the vertex in tree through 

power of minimum weight.) Afterward being included in the 

creation of graph, the algorithm stops after adding vertices 

of all the graphs. However, algorithm extends a tree through 

just a vertex over its each iteration, overall numeral of their 

iterations is n-1, here n represent sum of vertices in graph. 

Tree created through algorithm is attained because edges set 

utilized to the development of tree. The algorithm of Prims 

nature create it required to offer each of the vertex not in 

recent tree include the info around a smallest edge joining 

vertex to the vertex of tree. Info is given through joining the 

2-labels on the vertex: adjacent vertex of tree name & 

related edge length (weight). The vertices which aren’t 

nearest to any vertices of tree could be provided ∞ tag 

indicative of its "infinite" distance to the vertices of tree & 

null tag to adjacent vertex of tree name. include these tags, 

verdict subsequent vertex to be added to recent tree 

represent as T = (VT, ET) turn out to be easy challenge of 

verdict the vertex includes minimum distance tag in set V – 

VT [5]. 

 

V. LITERATURE SURVEY 

In given article [8], for WSN, the optimized routing protocol 

is implemented. We are attentive in building the effective 

routing spanning tree which reduces energy ingesting 

amongst all of the hubs in n/w & fit to WSN include 

decreased energy to attain the extended life-time. 

Keyconcept of such algorithm arises as of MST theory of 

graph. Such method attentions over minimum hop sum of 

every node to grasp target (basin-node) include the optimum 

pathway. 

 

In [3] article, the protocol termed as Tier Based Minimum 

Spanning Tree Protocol also named as (TBMSTP) is 

implemented. This approach is on the basis of Tier idea that 

is dividing a n/w into the portions based on the hubs 

distance from a BS & MST building. We are utilized 2 level 

MST idea that is, a MST on the level of hub include the tier 

& the another on level of cluster-head among the various 

tiers to decrease load & intensification a WSN network life-

time. 

 

In [6] research paper, the algorithm based on networking-

associated termed as local minimum spanning tree named as 

(LMST) working where as cooperating at the problems of 

energy balance, which is leading the network for brief life-
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time, & implement the algorithm of energy-balance. The 

algorithm examines the energy usage completely to connect 

the remaining energy of data communiqué and 

communication nodes, to obtain balanced energy and to 

avoid complications related to excessive consumption of 

energy once intermediate node functions forwarding 

function, Like this. Expand the network life cycle. 

Simulated investigational results displayed the large 

capacity of the implemented algorithm which could capably 

extend the lifetime of the n/w & ensure a long-term 

performance of network, whereas another n/w’s ensure act 

gauges, like the throughput & rate of delivery. 

 

In[7] research paper, we join the routing features which is 

based on cluster for the cluster creation & the selection CH 

& the usage the (MST) for the communication of intra-

cluster. The proposed method is based on optimizing MST 

using the Simulated Annealing named as (SA). In given 

research, mobility standards which is normalized, delay & 

residual energy are measured for discovering the optimum 

MST. The outcome which is given by s imulation, determine 

the efficiency of implemented technique to improve package 

distribution proportion & reducing end-to-end delay.  

VI. PRO PO SED METHO DO LO GY 

The clustering of k-medoids is a dividing method which is 

usually utilized in the areas which need toughness to the 

outlier-data, metrics of arbitrary distance, / or for which 

there is no clear definition of mediod or median, requires 
strengthening. 

This is same as to the k-means, & both approaches goal is to 

partition the measurements set / explanations in the k-

subsets / clusters, so that sub-sets minimalize sum of the 

distances among the measurement & the center of 

measurement’s  cluster. In the algorithm of k-means, subset 

center is measurements mean into sub-set, frequently named 

the centroid. In the algorithm of k-medoids, sub-set center is 

a subset member, named as a medoid. 

The algorithm of k-medoids returns the medoids that are real 

points of data in data-set. This permits you to usage the 

algorithm in the conditions wherever data mean doesn’t 

occur include the data-set. This is key various among k-

medoids & k-means algorithm where centroids give back 

through the k-means algorithm can’t be include data-set. 

Hence forth the k-medoids algorithm is beneficial to cluster 

the definite data wherever the mean is dreadful to 
describe/understand. 

The function k-medoids provides several iterative types 

algorithms which minimalize number of distances as of 

every item to its medoid of cluster, total clusters. Most of 

algorithms is called partitioning around medoids 

(PAM) which proceeds in two steps. 

1. Build-step: Every k  clusters is related include the 

possible medoid. Such task is done utilizing the method 

stated through 'Start' value name couple argument. 

2. Swap-step: Inside each of the cluster, every point is 

examined the form of possible medoid through 

examination whether the sum of the distances of 

within-cluster becomes the lesser utilizing that 

particular point the form of medoid. If thus, point is 

definite the form of novel medoid. Each of the 

point is allocated to cluster include the the 

neighboring medoid. 

 

The algo generates swap-steps and repeats until medoids are 

transformed or termination criteria are not completed. 

Consuming minimum control parameters of details, 

including early values of K-meridian, cluster meridian as 

well as maximum number of iterations. Through default, k-

medoids usage k-mean ++ algorithm aimed at cluster 

medoids initiation, as well as a quadrangular Euclidean 
matrix. 

In previous work, smallest spanning tree created with all the 

nodes in network. In this letter, we offer a customized route 

protocol aimed at wireless sensor nodes. We want to create 

a skilled routing tree that is compatible with low-power 

WSN, which reduces energy consumption and has longevity 

of all nodes in network. The main idea of this algo is as of 

minimum spanning tree (MST) graph theory. This method 

focuses on minimum hop calculation of every node to extent 

endpoint (sink node) within optimum pathway. After that 

data transmission performed among sink and the nodes. But 

this is very time consuming to create shortest route aimed at 

data transmission. So to overawed this problem as well as 

improve network competence, innovative method is 

introduced. 

 

Consider the whole network in which the sink node is 

placed at (0, 0) coordinate and others are deployed 

randomly. Firstly, the network is divided into small groups 

known as clusters. This step is performed by K-Medoids 

algorithm to form optimal clusters. Now perform the 

minimum spanning tree formation using Prim’s Algorithm 

by considering sink node as an input. Lastly, the data 

transmission performed through cluster heads of each 

clusters instead of each nodes  which makes them more 

efficient then earlier. 

 

Proposed Algorithm: 

Step 1: Start 

Step 2: Place sink node at (0, 0) coordinate 

Step 3: Put all nodes randomly in two form i.e. 30 and 100 

nodes 

Step 4: Divide the network into clusters  

Step 5: Apply K medoids algorithm  

Step 6: Involve the network graph G(V, E), k is no. of 

clusters to be shaped, where V as well as E is the nodes 

also wireless links respectively 

Step 7: Select k nodes arbitrarily as first cluster heads, also 

usage m to mean set of those k cluster heads 

Step 8: CH performs by distance computation 
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Step 9: Formation of Minimum Spanning Tree 

Step 10: Data transmission performed through cluster head 

Step 11: Repeat step 10 until it reached destination node 

Step 12: Stop 

 

 
Fig.2. Proposed Algorithm Flowchart 

 

VII. RESULT ANALYSIS  

The simulation performed to illustrate the propose work by 

using MATLAB tool. We accept that confident measures of 

sensor nodes are consistently organized in a 100×100 square 

area. Initially 30 nodes are deployed in the network and then 

100 nodes are deployed. Sensor nodes have following 

physiognomies: (1) in network, altogether protuberances are 

static after being organized; (2) altogether nodes are of same 

quantity of original power; (3) sink may be deployed at (0,0) 

in monitoring area; (4) altogether nodes have similar sensor 

radius, meant as R. 

A. Scene1 (30 Nodes) 

Here 30 nodes are deployed in the network and then the 

graph shows the variance of energy. The number of cluster 

heads formed is 15. 

 

 
Fig.2. 30 Nodes deployment 

 

 
Fig.3. MST formed through K medoids  

 

 
Fig.4. Variance of Energy at various rounds  

 

B. Scene2 (100 Nodes) 

Here 30 nodes are deployed in the network and then the 

graph shows the variance of energy. The number of cluster 

heads formed is 30. 
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Fig.5. MST formed through K Medoids 

 

 
Fig.6. Variance of Energy at various rounds  

 

C. Scene3 (150 Nodes) 

Here 150 nodes are deployed in the network and then the 

graph shows the variance of energy. The number of cluster 

heads formed is 35. 

 

 
Fig.7. MST formed through K Medoids 

 

 
Fig.8. Variance of Energy at various rounds  

 

D. Scene4 (200 Nodes) 

Here 200 nodes are deployed in the network and then the 

graph shows the variance of energy. The number of cluster 

heads formed is 40. Then the table 1 shows the comparison 

of first dead node time of the base and proposed work.  

 

 
Fig.9. MST formed through K Medoids 

 

 
Fig.10. Variance of Energy at various rounds  

 

Table 1 below shows the comparison among the previous 

work [10] with proposed work in terms of different scenes. 

There 4 different scenarios have taken into consideration i.e. 
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30 nodes, 100 nodes, 150 nodes and 200 nodes. Each scene 

has different number of nodes in the network and therefore 

we show that every scene has different dead time for the 

first node.  Scene 1 has the maximum life time of the first 

dead node. 

 

 
Fig.11. Comparison of Scene 1 

 

 
Fig.12. Comparison of Scene 2 

 

 
Fig.13. Comparison of Scene 3 

 

 
Fig.14. Comparison of Scene 4 

TABLE 1: Time to first node death 

 Time 

 

Scene 1 

(30 

Nodes) 

Scene 2 

(100 

Nodes) 

Scene 3 

(150 

Nodes) 

Scene 4 

(200 

Nodes) 

Messous [8] 626 626 349 349 

Our Proposed 781 667 573 501 

 

Conclusion  

Sensor nodes in a WSN are examples of resource 

constrained devices, because the processing power, The 

sensor nodes of memory as well as supply power 

distribution are limited. Wireless sensor networks, as a 

promising technology, are acceptance more as well as more 

interest from a wide range of applications for research 

communal. Detailed WSN applications comprise frequent 

distributed-deployed sensors as well as one or more base 

stations. Every sensor may understand, collect as well as 

transmission data aimed at sync in continuous or event-

driven fashion. This paper improves network performance 

by generating clusters and then performed data transmission 

through the MST. From the result comparison, it can be 

demonstrated that 30 nodes has greater time for the node 

communication. In scene 4, the nodes become dead early 

with respect to the other scenes. 

 

References 
[1] Maleq Khan Gopal Pandurangan Bharat Bhargava, Energy-Efficient 

Routing Schemes for Wireless Sensor Networks, 
http://www.ee.oulu.fi/~carlos/WSNPapers/KH03.pdf. 

[2] Bhat GeetalaxmiJayrama, D. V. Ashokab, Validation of multiple 
mobile elements based data gathering protocols for dynamic and 

static scenarios in Wireless Sensor Networks, 2nd International 
Conference on Intelligent Computing, Communication & 
Convergence (ICCC-2016), Procedia Computer Science 92 ( 2016 ) 
260 – 266. 

[3] Maninder Pal Kaur, Gaurav Bathla, Prolonging the Network Lifetime 
of T ier Based Minimum Spanning Tree Structured Wireless Sensor 
Network, International Journal of Innovative Research in Computer 
and Communication Engineering, Vol. 3, Issue 7, July 2015. 

[4] RishaVashist, SunitiDutt, Minimum Spanning Tree based Improved 
Routing Protocol for Heterogeneous Wireless Sensor Network, 
International Journal of Computer Applications (0975 – 8887) 

Volume 103 – No.2, October 2014. 
[5] Sudhakar, T . D., & Srinivas, K. N. (2011). Power system 

reconfiguration based on Prim’s algorithm. 2011 1st International 
Conference on Electrical Energy Systems. 

doi:10.1109/icees.2011.5725295.  
[6] Weiping Zhang1† ,Yudong He1† , Ming Wan1 , Mohit Kumar2 and 

Taorong Qiu1*, Research on the energy balance algorithm of WSN 
based on topology control, Zhang et al. EURASIP Journal on 

Wireless Communications and Networking (2018) 2018:292 
https://doi.org/10.1186/s13638-018-1302-3.  

[7] M. Saravanan, M. Madheswaran, A Spanning Tree for Enhanced 
Cluster Based Routing in Wireless Sensor Network, World Academy 

of Science, Engineering and Technology International Journal of 
Computer and Information Engineering Vol:9, No:9, 2015.  

[8] Messous, S., Liouane, N., Pegatoquet, A., & Auguin, M. (2018). Hop-

based routing protocol based on energy efficient Minimum Spanning 
Tree for wireless sensor network. 2018 International Conference on 
Advanced Systems and Electric 
Technologies(IC_ASET).doi:10.1109/aset.2018.8379893  

 

 

0

1000

Base  Proposed

Ti
m

e
 in

 s
e

c 

Scene 1 

600

650

700

Base  Proposed

Ti
m

e
 in

 s
e

c 

Scene 2 

0

500

1000

Base  Proposed

Ti
m

e
 in

 s
e

c 

Scene 3 

0

200

400

600

Base  Proposed

Ti
m

e
 in

 s
e

c 

Scene 4 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1771



Detection of Zinc Mineralization in North India 

using Hyperspectral Image Processing 

Aravinth J., Biplab Nath, Siva Subramanian M., Rohit V.S.S. Bulusu and Monish P. 

Department of Electronics and Communication Engineering 

Amrita School of Engineering, Coimbatore, 

Amrita Vishwa Vidyapeetham, India 

j_aravinth@cb.amrita.edu, biplabnath4jan1998@gmail.com 

 
Abstract—This paper presents the use of hyperspectral image 

processing as an alternative to traditional mineral exploration 

techniques for identification of regions in the study area rich in 

zinc mineral. Zincian Dolomite is a known ore of zinc found in 

the study area. The Hyperion sensor dataset of a study area in 

Rajasthan, India is obtained from the USGS (United States 

Geological Survey) Earth explorer and pre-processed using 

ENVI (Environment for Visualizing Images) software to remove 

noise. The pre-processed data is later exported to a dedicated 

python program which uses machine learning algorithms to 

identify the regions rich in Zincian Dolomite. The proposed 

technique form mineral exploration is faster and cheaper than 

the traditional techniques and is also found to be very accurate in 

identification of the minerals. 

Keywords— ENVI (Environment for Visualizing Images), 

Hyperspectral remote sensing, Machine Learning, Mineral 

exploration, Hyperion, USGS Earth Explorer. 

I.  INTRODUCTION  

Nearly 312 million Indians are at direct risk of zinc 
deficiency, which leads to stunted growth in children, diarrhea, 
impaired immune functions, reduced appetite and many other 
diseases. More than 50% of land under cultivation in India is 
zinc deficient, which is directly responsible for various crop 
related diseases.  

Rajasthan is one of the most mineral abundant regions in 
India. It is also one of the largest Zinc exporting state in India. 
Proper identification of previously unidentified zinc rich 
regions can increase the production and export of zinc, not just 
for industrial use but also for producing zinc supplements and 
zinc rich fertilizer. The traditional identification methods 
involve manual soil sample collection from the region of 
interest and chemically analyzing each sample for finding 
traces of zinc, making it both costly as well as time consuming.  

Remote sensing technology was developed in the late 
1800s for covering more area in less time. Its application was 
mostly limited to the military until the 1970s, when its 
effectiveness for mapping was discovered. Grayscale imaging 
was used for the purpose of mapping and monitoring natural 
resources. Multi-spectral imaging, an upgrade of the grayscale 
imaging, was later found to be effective for mineral 
exploration. Multi-spectral remote sensing works on the 
principle of reflectance spectroscopy. Every chemical 
compound tends to absorb a few wavelengths and reflect the 
other wavelengths incident to it. Such absorption or reflection 

corresponds to the different chemical energies of the 
compound, such as bond energy, vibrational energy, etc., 
which can be used to identify the compound [2]. These 
absorptions and reflections are unique to every 
element/compound. Multi-spectral imaging gives us discrete 
information of very few wavelengths of the reflected spectrum. 
Hyperspectral Imaging is an advancement of multispectral 
imaging. It provides us with continuous data of hundreds of 
wavelengths. Continuous reflectance data can be used to 
identify major chemical properties of the region under study, 
which can be used to identify any/all the chemical compounds 
present in it [1].  

Hyperion is a Hyperspectral sensor on board of the Earth 
Observing – 1 (EO-1) satellite launched by National 
Aeronautics and Space Administration (NASA) on 21st 
November 2000. The Hyperion sensor is capable of recording 
nearly 220 wavelengths ranging from 400 nanometers to 2500 
nanometers, with a spatial resolution of 30 meters. The 
Hyperion dataset is one of the most widely used datasets in the 
field of hyperspectral imaging. 

This study aims at identifying Zincian dolomite rich regions 
in the study area of Rajasthan, India using the data obtained 
from hyperspectral remote sensing. 

The Hyperion sensor dataset is downloaded and then pre-
processed using the ENVI tool to eliminate noise in the dataset. 
The Section II deals with the three machine learning 
algorithms, namely k-Means, Support Vector Machine and 
Random Forest which are used to independently identify the 
regions in the study area contain Zincian Dolomite. Finally, in 
section III the accuracy of the three algorithms are found by 
comparing their output to the actual ground truth and the 
Random Forest algorithm is found to be more accurate than the 
other two.     

II. METHODOLOGY 

The Hyperion sensor data for the study area is downloaded 

from the USGS Earth Explorer website in the L1R format. The 

dataset contains data of nearly 242 bands and represents 7.5-

kilometer by 100-kilometer area on ground. 

A. Sub-Setting 

The raw data obtained needs to be properly pre-processed 
to remove noise and boost up the signal. The processing time 
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of the data is directly proportional on the size of the dataset. 
Unwanted regions and unwanted bands only increase the 
processing time; thus, it is imported to remove such data from 
the initial dataset for faster processing. Spatial and spectral 
sub-setting is the first step of pre-processing our data.  

The dataset represents an area of 100 kilometer by 7.5 
kilometer on ground and contains lot of cloud covered regions. 
Spatial sub-setting is done by selecting the area with the least 
cloud cover. Of the 242 bands in the dataset, bands (1-7), (57 -
77) and (225-242) are completely affected by noise. Spectral 
sub-setting is performed on the dataset to remove these bands. 
After the spatial and spectral sub-setting is completed, the 
resultant dataset represents a smaller area with each pixel 
containing information of 196 bands [3,4]. 

B. De-Stripping 

Few bands in the dataset have almost no data present in 
them. Such bands are needed to be manually identified and 
their reflectance values are to be replaced by the average 
reflectance values of the two adjacent bands [3,4]. 

C. Radiometric calibration  

Hyperspectral imaging works on the principle of 
reflectance spectroscopy. Sun is the source of energy used.  
Few of the incident wavelengths on the soil get absorbed and 
the remaining wavelengths are reflected back to the space. 
These reflected wavelengths travel 705 kilometers to reach the 
EO-1 Satellite with the Hyperion sensor. Cloud, water vapor, 
aerosols, pollutants, etc. may absorb some of these reflected 
wavelengths to further reduce the signal strength. Radiometric 
calibration is used to convert the sensor data into reflectance 
data by using gain and offset value for each wavelength [3,4].    

D. FLAASH atmospheric correction 

The components present in the atmosphere (water, aerosol, 
industrial soot, dust, etc.) not only suppress reflected 
wavelengths reaching the Hyperion sensor, but also add noise 
to some of the wavelengths. The noise is added during the 
propagation of the reflected wavelengths. The received signal 
is a mixture of the properties of the pixel under observation, the 
atmospheric components and also the effects of the 
surrounding pixel reflectance. FLAASH (Fast Line of sight 
Atmospheric Analysis of Spectral Hypercube) is an 
atmospheric correction algorithm developed by the Air Force 
Research Laboratory, Space Vehicles Directorate (AFRL/VS), 
Han-scom AFB and Spectral Sciences, Inc. (SSI) in order to 
properly analyze the reflectance data and remove any noise 
caused due to the environment. The algorithm makes use of the 
atmospheric data such as water content, temperature, aerosol 
content, etc. for each region and season and uses that to nullify 
the effects of the atmospheric noises [3,4]. 

E. K-Means 

K-Means is a simple unsupervised learning algorithm used 
to group the previously uncategorized/ungrouped data. The 
algorithm divides the data into ‘K’ number of groups. It works 
iteratively and based on the features that are provided, it groups 
all the similar featured data points to one of the ‘K’ groups. 

The algorithm iterates between the Data Assignment step and 
the Centroid Update step. In the Data Assignment step, squared 
Euclidian distance is calculated between each data point and all 
the centroids, and the data point is assigned to the nearest 
centroid. In the Centroid Update step, the position of the 
centroid is changed to the mean position of all the data points 
assigned to the centroid. The algorithm iterates between both 
the steps until no data point changes clusters, or until the limit 
to the number of iterations is reached. 

F. Support Vector Machine (SVM) 

Support Vector Machine is a supervised machine learning 
model used for classification and regression analysis of data. 
Being a supervised model, it learns the classification 
parameters from a set of pre-classified training examples to 
build a hyperplane, which it then uses to classify unclassified 
data. A hyperplane is a plane which separate and classifies the 
data points. The accuracy of the hyperplane increases by 
increasing the number of training data. The shape of the 
hyperplane is decided by constructing it such that is farthest 
from the nearest points on either side of it [5]. 

G. Random forest 

Random Forest is a supervised machine learning algorithm. 
As evident from its name, it creates a forest, consisting of 
random decision trees and gives the output the maximum no. of 
decision trees have given. By doing this, higher accuracy is 
achieved and the output is more stable. Random Forest grows 
the trees by searching the best feature among a subset of 
random features instead of searching for the most important 
feature. This algorithm uses only a random subset of features to 
split a node. Additionally, random thresholds for features can 
be used instead of using the best thresholds to grow more 
random trees. As this algorithm is supervised, the training data 
set is used to find out importance of each feature, which can 
then be used to give more preference to results which use those 
features [6].  

III. RESULTS AND DISCUSSION 

An area south of the city Ajmer, in Rajasthan state of India 
is chosen as our study area. The district of Ajmer is rich in 
minerals. It is known to host Dolomite (chemical formula Ca 
Mg (CO3)2). Metals like Zinc, Cobalt or Lead are known to be 
natural replacements to Magnesium in dolomite. Zinc rich 
dolomite (chemical formula Ca Zn (CO3)2) (see Fig. 1), 
commonly known as Zincian Dolomite is known to be found in 
our study area. Zincian Dolomite is the most popular source of 
Zinc in India and can be found in states of Rajasthan, Andhra 
Pradesh, Arunachal Pradesh and Uttarakhand. The Geological 
Survey of India (GSI) has manually sampled a few regions 
throughout India and located a few regions where zinc can be 
found. The GPS coordinates of these regions have been shared 
under the National Data Sharing and Accessibility Policy 
(NDSAP), and the study area has one of those coordinates. 
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Fig. 1. Chemical Structure of Zincian Dolomite. 

Traditional methods of identifying deposits are very 
accurate, but it is also time consuming and costly. 
Technological developments in the field of remote sensing 
have enabled us to accurately identify mineral deposits in a 
relatively cheaper and faster method. Hyperspectral image 
processing technique is used in this project for identifying 
dolomite mineralization. The Hyperion sensor of the EO-1 
satellite gives us spectral information of 220 bands in the range 
of 400 nanometers to 2500 nanometers, with a spectral 
resolution of 10 nanometers and spatial resolution of 30 meters. 
As the sensor collected data from 705 kilometers from earth 
surface, the signal is weak in strength and contains noise. 
Hence, the data needs to be pre-processed to remove noise and 
boost up the signal. ENVI software is used for pre-processing 
the data. 

Sub-setting is the first step used for pre-processing. As the 
sensor scans 100 kilometers by 7.5 kilometers on ground, and 
as each pixel contains data of 242 bands, it is important to 
reduce the size of the dataset to reduce processing time. The 
Hyperion sensor data is downloaded from the USGS earth 
explorer in L1R format. This data is imported in ENVI 
software, where spectral and spatial sub-setting is done on the 
data. The area with the least cloud cover is selected as the 
region of interest in the image for the spatial sub-setting part 
(see Fig.2). Bands (1-7), (55-77) and (225-242) are removed in 
the spectral sub-setting part, as these bands are known to be 
full of noise. After spatially and spectrally sub-setting the data, 
the number of pixels in the dataset decreases and the number of 
wavelengths is reduced to 196 bands for each pixel. This data 
is then saved in .hdr format. 

 

Fig. 2. Study area after spatial sub-setting loaded in RGB bands. 

Even after sub-setting, the data may contain bands with no 
information. These bands are identified by manually loading 
them in the ENVI classic software and identifying any black 
columns in the grey scale image. The black columns indicate 
that no data is present in them. That column’s data is replaced 
by the average data of its two adjacent columns. This is done 
using the spatial pixel editor tool in ENVI classic. This step 
ensures continuity in the data.   

After correcting the data using the spatial pixel editor tool, 
it is exported back to ENVI software for radiometric 
calibration. Radiometric calibration converts the sensor data 
(see Fig. 3) into reflectance data by multiplying a gain and 
adding an offset specific to each band. This step strengthens the 
signal and also converts the data from raw sensor data to proper 
reflectance data. The output of the radiometric calibrated data 
is in terms of percentage reflectance. 

 

Fig. 3. Pixel data before radiometric calibration. 

After converting the data in the 196 bands in terms of 
percentage reflectance, the next step is to apply FLAASH 
atmospheric correction to remove known noises from the 
signal. Water vapor, aerosols, industrial soot, and all the other 
particles in the atmosphere interfere with the wavelengths 
reflected from the study area, causing not only the signal 
strength to decrease, but also adds noise in a few bands. These 
atmospheric constituents also absorb sunlight and reflect a few 
wavelengths based on their chemical properties, which 
interferes with the reflected wavelengths from the area of 
interest. After manually configuring the FLAASH module 
based on the sensor used and the area of interest, the module 
uses known atmospheric data to effectively suppress most of 
the noise (see Fig. 4). In Fig. 4, red color is used to represent 
reflectance data before FLAASH correction and blue color is 
used to represent reflectance after FLAASH correction. The 
FLAASH corrected file is then saved in .hdr file format so that 
it can be exported for processing. 
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Fig. 4. Pixel reflectance data before and after FLAASH correction. 

After pre-processing the data by sub-setting, de-stripping, 
radiometric calibration and FLAASH atmospheric correction, 
the data is fit for classification. The FLAASH corrected .hdr 
file is imported on the python code. The data is of the format 
(x, y, λ) where x and y denote the row no. ranging from (0-
1330), and the column no. ranging from (0-255) and λ denotes 
the band number ranging from (0-195). Taking a look at the 
spectral signature of dolomite obtained from the ECOSTRESS 
spectral library [7- 9], 9 important wavelengths have been 
identified for the classification of dolomite. These wavelengths 
(in nanometers) are (1669.1, 1780.09, 1911.27, 2052.45, 
2153.34, 2294.61, 2365.2, 2375.3 and 2395.5). A 3-
dimensional array of size (x, y, 9), where x and y are the 
number of pixels in the x-axis and y-axis of the FLAASH 
corrected file, is initialized and the reflectance data of only the 
9 bands out of 196 bands available is loaded into the array for 
each pixel. 

The first algorithm used is k-means. The algorithm requires 
no training as it is unsupervised. k = 2 is selected and the 
algorithm segregates the data into two different clusters (Zinc 
cluster and Not Zinc Cluster). The GPS coordinate of the pixels 
containing dolomite in the study area was extracted from the 
Ministry of Mines database and the information of the 9 bands 
for one of the pixels was exported into a single dimension array 
of size 9. The k-means algorithm segregates pixels into one of 
the two clusters. The output of the k-means algorithm is a black 
and white image where black pixels represent the cluster 
having their cluster center nearest to the values saved in the 
single dimension array. Thus, the black pixels will denote 
pixels classified as dolomite and the white pixels will denote 
pixels not classified as dolomite (see Fig. 5(a)). 

The second classification used is Support Vector Machine 
(SVM). It is a supervised machine learning model and requires 
a training dataset to build a hyper-plane. The pixels 
corresponding to GPS coordinate used in the k-means step 
(25˚46’00’’N, 75˚14’00’’E) is used to train the database for 
Zinc class. The Not Zinc class is assigned few pixels which are 
classified as not zinc by the k-means algorithm. Nearly 100 
pixels each are used to train both the classes. Then, SVM 
algorithm uses the entire hyperspectral image as testing data 
and classifies each pixel individually. As nearly 200 pixels are 
used for training the hyperplane and each pixel is classified 
individually, the training: testing ratio is nearly 200:1. The 
output of the SVM module is also a black and white image 

where white pixels represent dolomite and black pixels 
represent region not having dolomite (see Fig. 5(b)). 

The third classification used is Random Forest model. 
Being a supervised machine learning model like SVM, it also 
needs training dataset to configure the output of the decision 
trees. The same pixels used to train both the classes in SVM 
model are used here. As it is used for binary classification, its 
output is also a black and white image where the white pixels 
denote dolomite deposits and the black pixels denote regions 
not having dolomite (see Fig. 5(c)). 

 

Fig. 5. Results of (a) k-means, (b) SVM and (c) Random Forest.  

The region marked by Geological Survey of India as 
Zincian Dolomite deposit is also classified by the k-means, 
SVM and Random Forest modules as dolomite. Random Forest 
algorithm is known to be superior to the SVM and k-means 
models. As the ground information of each pixel in the study 
area is not available, finding the accuracy of the models 
directly is not possible. Instead, the Jasper Ridge dataset [10] is 
used to test the accuracy of the Random Forest model. After 
similarly pre-processing the dataset and classifying it using the 
Random Forest module, the output of the module is compared 
to the ground truth information available for the dataset and the 
confusion matrix is used to find the accuracy. The accuracy is 
found to be 99.27% (see Fig. 6). Thus, the output of the 
Random forest classification for our region of interest can be 
considered to be very accurate. 
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Fig. 6. Accuracy estimation of Random Forest algorithm implemented. 

As the Random Forest algorithm is found to be 99.27% 
accurate, it’s output can be used as ground truth to determine 
the accuracy of k-means and SVM models. 

Fig. 7 (a) illustrates the confusion matrix to find the 
accuracy of k-means model. Fig. 7 (b) illustrates the confusion 
matrix to find the accuracy of SVM model. 

 

(a) 

 

(b) 

Fig. 7. Accuracy estimation of (a) k-means and (b) SVM modules.  

The GPS coordinates of the pixels classified as dolomite 
can be extracted and can be used to properly plan for mining 
the dolomite to extract zinc in an environment friendly way. 
The availability of spectral signature of Zincian Dolomite can 
make the classification even more accurate.   

IV. CONCLUSION 

Pre-processing the entire dataset using ENVI takes nearly 
10 minutes and the three classifications implemented in python 
code takes one minute to execute. K-means being an 
unsupervised classification model gave only a 64.67% accurate 
output. Being a supervised model, SVM algorithm has an 
accuracy of 91.05% for our study area. Random Forest 
algorithm uses multiple decision trees for generating the output 
and has an accuracy of 99.27%. The Random Forest algorithm 
is found to be more accurate than other algorithms in the field 
of hyperspectral image processing and can be considered as a 
replacement to the existing mineral exploration techniques.      

REFERENCES 

[1] Li Zhizhong et al., "A review on the geological applications of 
hyperspectral remote sensing technology," 2012 4th Workshop on 
Hyperspectral Image and Signal Processing: Evolution in Remote 
Sensing (WHISPERS), Shanghai, 2012, pp. 1-4. 

[2] 2. Z. Ting-ting and L. Fei, "Application of hyperspectral remote 
sensing in mineral identification and mapping," Proceedings of 2012 2nd 
International Conference on Computer Science and Network 
Technology, Changchun, 2012, pp. 103-106. 

[3] J. Aravinth and S. Roopa, "Identifying traces of copper in basavakote, 
Karnataka using hyperspectral remote sensing," 2017 International 
Conference on Technological Advancements in Power and Energy (TAP 
Energy), Kollam, 2017, pp. 1-6.  

[4] S. Reshma and S. Veni, "Comparative analysis of classification 
techniques for crop classification using airborne hyperspectral data," 
2017 International Conference on Wireless Communications, Signal 
Processing and Networking (WiSPNET), Chennai, 2017, pp. 2272-2276. 

[5] Burges, C.J., “Data Mining and Knowledge Discovery (1998)” 2: 121. 
https://doi.org/10.1023/A:1009715923555. 

[6] Mourya D., Bhatt A. (2018) “Classification of Hyperspectral Imagery 
Using Random Forest.” In: Bhattacharyya P., Sastry H., Marriboyina V., 
Sharma R. (eds) Smart and Innovative Trends in Next Generation 
Computing Technologies. NGCT 2017. Communications in Computer 
and Information Science, vol 827. Springer, Singapore. 

[7] Charlotte A. Bishop, Jian Guo Liu, Philippa J. Mason, “Hyperspecral 
Remote sensing for mineral exploration in Pulang, Yunnan Province 
China”, International Journal of Remote Sensing, Vol. 32, No. 9, 10 
May 2011, 2609-2426. 

[8] Meerdink, S. K., Hook, S. J., Abbott, E.A., & Roberts, D.A. (in prep). 
The ECOSTRESS Spectral Library 1.0. 

[9] Baldridge, A. M., S.J. Hook, C.I. Grove and G. Rivera, 2009. The 
ASTER Spectral Library Version 2.0. Remote Sensing of Environment, 
vol 113, pp. 711-715. 

[10] Jasper Ridge dataset downloaded from 
http://lesun.weebly.com/hyperspectral-data-set.html. 

 
 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1776

https://doi.org/10.1023/A:1009715923555


Analysis and Control of Hybrid Boost Converter
with Simultaneous AC and DC Outputs

Akshay Laxman Pujari
Department of Electrical Engg.

Walchand College Of Engineering
Sangli, India

alpujari03@yahoo.in

D. S. More
Department of Electrical Engg.

Walchand College Of Engineering
Sangli, India

dsm.wce@gmail.com

Abstract—In this paper, a converter architecture which will
provide a three-phase ac output and a boosted dc output
simultaneously from a dc source in not more than one conversion
stage is studied. This circuit known as 3-φ HBC (3-φ hybrid
boost converter), is obtained from the traditional dc-dc converter
operating in boost mode, where a three phase bridge circuit
takes place of control switch. HBC shows immanent shoot-
through protection proficiency. Such converter with better multi-
output competency and authenticity is befitting the systems with
both ac & dc loads in simultaneous mode e.g. PV charging
stations, residential and industrial applications, etc. Independent
regulation of Both the three-phase ac output and step-up dc
output is attainable in case of HBC. For our intent to regulate
dc as well as ac output, appropriate PWM control scheme is
given in brief. To validate the converter operation, simulation
results are demonstrated with resistive and inductive loads and
the steady state performance analysis is done.

Index Terms—Three-phase Hybrid Converter, pulse width
modulation control, dc-dc boost converter, LCL filter.

I. INTRODUCTION

Simultaneous ac and dc loads pervades most of the electric
power distribution systems. Residential nano grids, electric
vehicles, marinecraft power distribution are some of the typ-
ical examples of simultaneous ac and dc loads. So hybrid
converter techniques are often used in all of these systems.
Multiple voltage source inverters (VSI) and dc-dc converters
are cascaded together to provide ac and dc outputs simultane-
ously, supposing that both ac and dc loads are simultaneously
present. Multi-output dc-dc converters or many dc-ac inverters
are used conventionally in above cases [1].

Using a hybrid-converter topology, a similar system can be
obtained, which provide 3-φ AC and DC outputs concurrently
with single circuitry. This architecture is named as a hybrid
converter and is built from a boost converter where a 3-φ
bridge network replaces the controlled switch [2]. The Hybrid
converter when compared to traditional VSI, has built-in shoot-
through protection capacity.

A dc-ac inverter and dc-dc converter are replaced by hybrid
converter to minimize switching losses as conversion stages
required are less. In the resulting hybrid converter, the essential
number of switches is less to produce both 3-φ ac and dc
outputs with enhanced reliability. Independent regulation of
both the the three-phase ac and step-up dc output is possible

in HBC [3]. A befitting PWM control technique [2] can be
chosen to regulate both the outputs (dc and ac).

Section II presents development of hybrid boost converter.
It gives insight to concept of HBC and its derivation from
conventional boost converter. Section III presents the filter
design both dc side output [4] and ac side output [5]. Section
IV presents implementation of HBC in MATLAB simulink
with experimental and graphical results for different types of
load.

II. DEVELOPMENT OF HYBRID BOOST CONVERTER

As mentioned earlier, the HBC is used in marine-craft power
distribution, residential Nanogrids [7], hybrid electric vehicle
[8], airplanes etc.

Fig. 1. Derivation of 3-φ HBC. (a) Traditional boost converter (b) Hybrid
converter

The concept of HBC is as shown in figure 1. In Fig. 1(a),
the traditional boost converter having a controlled switch S is
shown.

Fig. 2. Three phase hybrid converter
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In case of 3φ HBC shown in Fig. 1(b), the three phase
bridge circuit takes the place of controlled switch S. The
resulting scheme shown in figure 2 is used to produce 3-φ
ac and dc outputs.

A. Steady state operation

The regulation of both ac and the dc outputs is done by six
switches of 3-φHBC. Converter operation can be explained
through three operating intervals during its switching interval
relied upon the switching states of all the six switches [2]. By
turning ON both the switches of a particular limb of inverter
simultaneously, the boost operation of HBC can be realized.
This is similar to the condition of shoot-through, which is
prohibited in traditional VSI.

The operating conditions and related intervals of the HBC
are explained in this section and for entire analysis, the mode
of operation assumed is continuous mode.

1) First interval : Shoot through (ST) [(tj− ta)&(te− tf )]:
According to phase voltage magnitude, two switches of a
specific leg are both turned on during this interval. The
equivalent circuit diagram of hybrid converter during its first
interval is shown in figure 3.

Fig. 3. Shoot through interval

Regulation the dc output is done by controlling the time
duration of this interval, termed as Dst. This interval of
HBC is analogous to the boost converter’s diode ’D’ being
reverse biased while controlled switch being on [2]. In the
first interval, the inverter output current circulates within the
3φ bridge circuitry. Therefore, the HBC enables an additional
state that is prohibited in a VSI.

2) Second interval : Power (P) [(tb−td)&(tg−ti)]: In this
interval any bottom or top switch of a leg and the opposite
two switches of remaining legs is ’on’ as shown in figure 4.

Fig. 4. Power Interval

During the second interval, the power is supplied from the
source to the 3-Φ ac load. The diode D is conducting during
the second interval, and 3φ ac current flows to the ac load [2].

3) Third interval : Zero (Z) [(ta − tb), (td − te), (tf −
tg)&(ti − tj)]: In the zero interval of HBC, either all the
upper or all the lower switches of 3φ bridge network are kept
’on’, as shown in figure 5.

The inductor which was charged during previous interval
gets discharged during this interval. The diode D is conducting
at this time and current is circulated. The third interval occurs
when the inverter current gets circulated within switches of
3φ bridge network and does not supply any load. The key

Fig. 5. Zero Interval

modification done in the states of switching is insertion of
shoot-through period within the zero interval. Because of this
alteration, there is no change or distortion in the magnitude or
nature of ac outputs.

B. Modified pulse width modulation technique

For the purpose of regulation and control of HBC output
a befitting PWM technique is described in this section and
is shown in figure 6. For the 3φ HBC, a modification in

Fig. 6. Modified PWM control strategy based gate pulses for the 3-Φ HBC.

the traditional sinusoidal pulse width modulation scheme is
given. This modified SPWM control strategy have a constant
frequency shoot-through interval and is termed as CFST-
SPWM technique [2].

In this modified PWM technique, the performed shoot-
through period depends upon the relative voltage levels of the
respective phases. Figure 7 shows the gate pulses obtained
from the control logic where va >vb >vc are the respective
voltages of the three phases.

In the illustration shown in figure 7, switches S1 & S4 goes
in shoot-through mode. To regulate and control both the 3φ
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Fig. 7. Modified PWM control strategy for the 3-Φ HBC.

ac and dc outputs some references are required for generating
gate pulses: va, vb & vc are the three reference ac signals
which decides the modulation index and helps regulating the
3φ ac outputs. Magnitude of +VST , and -VST are decided by
the shoot-through duty cycle which controls the dc output.

III. FILTER DESIGN

Three phase voltage source inverters (VSI) are used widely
In most of the grid connecting applications. The distorted grid
current affects the performance of VSI. The use of power
converter devices is very vital in enhancing power transmission
from source to the utility grid. Harmonics are the main factors
causing problems to apparatus and the loads connected to it,
substantially for the applications above several KW, where the
appraise of total harmonics distortion (THD) and filters is also
an important regard in the systems designing. LCL filter has
come into wide use in the grid connected inverter applications.
What is the most difficult is that how to select the parameters
and control the resonance [5].

A. DC-DC converter side

1) Boost Converter: A boost converter is used to step-up
a dc voltage. The output voltage of boost converter is greater
than the input voltage. The amplitude of the output voltage
rely on duty cycle [4].

Fig. 8. Boost converter.

Figure 8 shows boost converter scheme. When ’S’ is turned
off, the inductor gets charged and energy is stored in it. If the
switch opens, the energy stored in inductor is given to the load
through diode ’D’.

The total power is conserved at the both ends, despite
stepping up or stepping down of voltage level. The law of
a conversion of energy can be expressed as,

Input power(Pin) = Output power(Pout) (1)

The o/p voltage should be greater than i/p voltage (Vout >
Vin) for the step up mode. Therefore the output current is less
than the input current.

Vin < Vout and Iin > Iout (2)

The voltage across inductor is,

VL = L
di
dt

(3)

The ripple current in the inductor can be given as follows,

∆I =
Vs
L

(4)

2) Necessary Parameters for the calculation: Following are
the necessary parameters while calculating input inductor and
output capacitor values [4]:

1) Input Voltage: Vin
2) Output Voltage: Vout
3) Max. Output Current: IOUT (max)

After getting these parameters, calculation can be done as
follows.

3) Determination the duty cycle: First it is essential to
determine operating duty ratio D, for a particular level of input
voltage.

D = 1− Vin × η
Vout

(5)

Where, η = Converter efficiency, estimated value is 85 %

4) Input inductor selection: A fine estimate of the inductor
ripple current is 20 % to 40 % of the obtained output current.

∆IL = 1− (0.2 to 0.4)× Vout
Vin

(6)

The calculation for the input inductor can be done as
follows,

L =
(Vin × (Vout − Vin)

∆IL × fs × Vout
(7)

Where, fs = Switchingfrequency

5) Output capacitor selection: To calculate the appropriate
output capacitor, following equation can be used [4].

Cout =
(Iout ×D)

fs ×∆Vout
(8)

Where, ∆Vout is the ripple in output voltage, we can take
upto 1% of Vout
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Fig. 9. LCL filter.

B. DC-AC converter side

Nowadays LCL filter is used replacing the traditional L-filter
to get a ripple-free output current. The ability of LCL filter to
lessen the amount of current distortion, makes it suitable for
grid connected inverter systems [6].

A significant reduction in the total harmonic distortion
(THD) can be obtained with the help of a LCL filter. Not
only it lowers the current ripple across the inductor, but also
it prevents direct coupling between filter and grid impedance.
Hence, a suitable LCL filter is chosen for our application [5].

1) Essential Parameters for the calculation: Following are
the essential parameters for calculating the filter parameters:

1) Inverter Output power: Pn

2) Expected inverter output voltage: En

3) Input voltage: Vdc
4) Switching frequency: fsw
5) Operating frequency: fn
2) Base values for inverter: While designing the LCL filter

some base values are taken as reference and the LCL filter
parameters will be determined in a percentage of it. The base
capacitance and base impedance are calculated as follows.
Thus,

Base impedance:

Zb =
E2

n

Pn

(9)

Base capacitance:

Cb =
1

(wn × Zb)
(10)

3) Inverter side inductance: While designing the LCL filter
components, first we will design the inverter side inductance.
This inverter side inductor will suppress the current ripple by
a significant percentage. It can be calculated as follows [6],

Li =
Vdc

(16fs ×∆ILmax)
(11)

where, ∆ILmax is the ac output current ripple which can be
given as follows,

∆ILmax = 0.1

√
2× Pn

En

(12)

4) Filter capacitance: To design the filter capacitance, the
base capacitance value is taken as reference and value for filter
capacitance is calculated as follows,

Cf = 0.05× Cb (13)

Here, the estimated power factor variation seen is taken as
5%.

5) Load side inductance: Load side inductance is taken
as r fraction of inverter side inductance and is calculated as
follows,

Lg = r × Li (14)

6) Resonant frequency: The calculation for resonant fre-
quency for the L-C-L filter can be done as follows,

freso =
1

2π
×

√
Li + Lg

Li × Lg × Cf

(15)

7) Damping resistance: To avoid resonance, the filter ca-
pacitor is kept with a damping resistor in series. It can be
given by following equation [5],

Rd =
1

3ωres × Cf
(16)

Following are the system parameters obtained and used for
implementation of HBC in MATLAB Simulink.

TABLE I
SYSTEM PARAMETERS

Parameters Parameters
DC Vin=48V

Vout=75V
IOUT (max)=2A
D=45%
∆IL = 625mA
L=2.764mH
Cout=0.12 mF

AC Pn=15W
En=21.72V
fsw=10KHz
fn=50Hz
Zb=31.45Ω
Cb=101.2µF
Li=3.073mH
Cf=5.06µF
Lg=1.84mH
fres=2.085KHz
Rd=5.02Ω

IV. IMPLEMENTATION OF HBC IN MATLAB SIMULINK

Implementation of HBC is done in MATLAB Simulink
along with the designed filter. The simulation results are
taken for different types of loads. The effect of variation of
modulation index and duty cycle are plotted in a graphical
manner.

A. Load parameters of System

Following are the system load parameters used while devel-
oping and implementing the HBC.
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TABLE II
LOAD PARAMETERS OF SYSTEM

Parameters
DC load Rdc=50ω
Resistive ac load Rac=50ω
Inductive load Rac=50ω ;

Lac=19.49mH

B. Simulation Results

By using the given system parameters, the simulation is
done in MATLAB simulink for resistive load and inductive
load. The simulation results are illustrated in fig 10, fig 11
and fig 12 for inductive load on HBC with filter. Fig 10 shows
dc output current & dc output voltage for input voltage of
48V. The modulation index and the shoot through duty cycle
taken for this particular simulation result are 0.55 and 0.4
respectively.

Fig. 10. DC Output of 3φ HBC.

Figure 11 illustrates the ac outputs i.e. phase current, phase
voltage and line voltage where the dc input is 48V. In figure
12 FFT analysis window is displayed which gives THD in
phase voltage which is approximately 1.55 %

Fig. 11. AC Output of 3φ HBC.

Fig. 12. THD in phase voltage of 3φ HBC

C. Graphical results

For different loadings, the observations are taken and results
are plotted for the particular type of load. The objective is to
see the effect of change in modulation index and change in
shoot through duty ratio on both the outputs (dc output and
ac output).

1) Resistive load without filter: First we vary the mod-
ulation index by keeping Dst constant and then we vary
Dst by keeping the modulation index constant. By taking the
observations as shown in above tables, we plot the graphs for
THD Vs M, Vdc Vs M, and Vph Vs M by varying modulation
index as shown in fig 13(a) and THD Vs Dst, Vdc Vs Dst,
and Vph Vs Dst by varying shoot through duty cycle (Dst) as
shown in fig 13(b).

Fig. 13. Resistive load without filter (a) By varying M. (b) By varying Dst.

2) Resistive load with filter: After getting the observations
for the simulation without using filter, the LCL filter designed
in section III is used further. Here We plot the graphs for THD
Vs M, Vdc Vs M, and Vph Vs M by varying modulation index
as shown in fig 14(a) and THD Vs Dst, Vdc Vs Dst, and Vph
Vs Dst by varying Dst as shown in fig 14(b).
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Fig. 14. Resistive load with filter (a) By varying M. (b) By varying Dst.

3) RL load with filter: First we vary the modulation index
by keeping Dst constant and then we vary Dst by keeping
the modulation index constant.We plot the graphs for THD Vs
M, Vdc Vs M, and Vph Vs M by varying modulation index as
shown in fig 15(a) and THD Vs Dst, Vdc Vs Dst, and Vph Vs
Dst by varying Dst as shown in fig 15(b).

Fig. 15. RL load with filter (a) By varying M. (b) By varying Dst.

V. STEADY STATE ANALYSIS

For the purpose of steady state analysis of HBC, the mode
of operation assumed is continuous conduction. The step-up
dc output voltage is related to the dc input voltage as follows
[2],

Vdcout
Vdcin

=
1

1−Dst
(17)

For the modulation index ’M’, relation between the ac
output line voltage and dc input voltage can be given by
following expression,

Vacout
Vdcin

= 0.612 ∗ M

1−Dst
(18)

From the relations (17) and (18), it can be concluded that
the shoot through duty cycle Dst regulates only the dc output
and modulation index M regulates the ac output. Compared
to the modulation index, if the variation of Dst is assumed to
be small, then independent control of both the outputs can be
achieved [2]. The magnitude of the input current of a HBC
can be given by,

Idcin = IL =
VdcoutIdcout + 3VphIphcosφ

Vdcin
(19)

where, Vph, Iph and cosφ are the ac output phase voltages,
phase currents and load power factor respectively and Vdcout,
Idcout are the dc output voltage and output current respectively.

Expressions (20) and (21) show the expressions for dc and ac
output power for the HBC [2]. Here, the loads at the dc and
ac outputs are considered purely resistive, and equal to Rdc

and Rac.

Pdc =
V 2
dcin

Rdc ∗ (1−Dst)2
(20)

Pac =
3M2V 2

dcin

4Rac ∗ (1−Dst)2
(21)

In HBC, both the dc and ac outputs are regulated using two
control variables within the same switching period. Hence, for
independent control of each output, following relation must be
satisfied [2].

M +Dst ≤ 1 (22)

VI. CONCLUSION

A three phase hybrid converter with ac and dc outputs in
simultaneous manner is simulated. From the above observa-
tions and simulation results, it can be easily concluded that
the HBC topology is advantageous over conventional multi-
converter based topologies. It exhibits immanent shoot-through
protection capability. In HBC switching loss is minimized
by integrating a dc-ac converter and boost converter into a
single converter architecture. The simulation results shows
the potency of the modified PWM technique. DC output is
regulated by Dst and is dependent only upon Dst. AC output
is regulated by M and is dependent upon both M and Dst.
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Abstract—The principle thought behind the sentiment 

analysis is to predict the emotions or opinions of the 

general population towards a specific subject from 

organized, semi-organized or unstructured literary 

information. With the rapid growth of internet, people 

around the world are increasingly passionate about 

expressing their emotions and opinions on the internet. 

Most of the industries and organizations formulate 

significant decisions based on customer reviews available 

on social websites. Due to the fast advancement in text data 

processing, sentiment analysis has turned into a significant 

research direction in Natural language processing (NLP). 

In recent days, the popularity of the deep learning 

techniques is also gaining attention which in turn 

contributes to enhancements in existing sentiment analysis 

techniques. In this paper, we perform analysis of movie 

reviews using a combination of deep learning techniques, 

LSTM and CNN. CNN is a commonly used deep learning 

method used for feature learning. LSTM is a unique sort 

of RNN, which is equipped for adapting long term 

conditions. This model allows remembering of information 

over a much longer period. We apply two different deep 

learning models to classify IMDB movie reviews. The first 

model is a hybrid LSTM- CNN and second is hybrid CNN-

LSTM. We found that LSTM-CNN model outperformed 

CNN-LSTM model with an overall accuracy of 79%. 

Keywords: CNN, Deep Learning, Machine Learning, 

LSTM, RNN 

I. INTRODUCTION 

Due to the popularity of internet and new technologies, the 

measure of data delivered by humanity is developing quickly 

every year. Big data refers to collection of large datasets that 

cannot be processed using traditional computing techniques. 

Huge information isn't simply information; rather it has turned 

into a total subject, which includes tools, techniques and 

frameworks. It utilizes predictive analytics, client behavior 

analytics, or certain other propelled data analytics techniques 

that extract valuable information from data. This is known as 

big data analytics. The essential objective of big data analytics 

is to help organizations settle on progressively educated 

business choices by empowering data scientists, predictive 

modelers and other analytics professionals to analyze huge 

volumes of data, just as other types of data that might be 

undiscovered by conventional business intelligence (BI) 

programs. 

 

Analysis of sentiment has become an important research 

direction in the processing of natural language. The main idea 

behind the sentiment analysis is to predict people’s emotions 

or opinions from structured, semi structured and unstructured 

textual data towards a particular topic [1]. The text data 

contains human more elevated level sentimental 

characteristics. With the quick development of internet, 

individuals around the world are progressively passionate 

about communicating their feelings and opinions on the web. 

Most companies and enterprises analyze customer 

satisfactions based on their reviews on various social internet 

sites. In most organizations, more than 75 percent of 

information is about how customers engage with the product. 

Tracking this relationship using text mining is essential when 

designing major tactics in any company. The large user-

generated content requires the use of automated text mining 

and analysis technique as crowd sourced mining and analysis 

are often filled with errors, expensive and scale- free.  In the 

early days people will seek opinions from colleagues, relatives 

and neighbors before purchasing an item or service. In recent 

days, people will get opinions from various social websites. 

For example, if a person wants to buy a new mobile 

manufactured by a particular company and he/she require the 

mobile with best camera clarity. Suppose he/she finds a 

review like, “The picture clarity of this mobile is very bad and 

doesn’t provide zooming option properly”, the user can opt for 

another mobile since the opinion is negative. In such 

situations, sentiment analysis plays a crucial role. 

 

Sentiment analysis is done with the help of machine learning, 

which is an application of artificial intelligence (AI) that gives 

frameworks the capacity to automatically learn and improve 

from experience without being explicitly customized. The 

fundamental reason of machine learning is to construct 

algorithms that can take input information and utilize 

statistical analysis to foresee an output while refreshing output 

as new information becomes available. Deep learning is a data 

mining process [2]using deep neural network architecture, that 

are specific types of artificial intelligence and machine 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1783



learning algorithms that have become extremely important in 

recent years. Deep learning enables us to teach machines how 

to finish difficult tasks without coding them explicitly to do 

so. Machine learning methods detect the pattern available 

from given set of text data automatically. Deep learning is an 

advancement of machine learning. 

 

This paper is to use deep learning techniques such as 

Convolutional Neural Network (CNN) and Long Short Term 

Memory (LSTM) network to analyze film reviews. Recently, 

deep learning methods have shown good results across 

different NLP tasks. We apply two different deep learning 

models to classify IMDB movie reviews. The first model is a 

hybrid LSTM- CNN and second is hybrid CNN-LSTM. We 

found that LSTM-CNN model outperformed CNN-LSTM 

model with an overall accuracy of 79%. Hybrid CNN-LSTM 

and LSTM-CNN architectures are implemented on the data set 

and results are compared. 

 

II RELATED WORKS 

Sentiment analysis method can be split into dictionary based 

and machine learning based. Two types of dictionary based 

methods are WordNet and Senti WordNet. WordNet is a 

lexical English language data base that combines English 

words with synonyms called synset. It distinguishes nouns, 

verbs, adjectives and adverbs. Next is the SentiWordNet is a 

WordNet extension. For each WordNet synset, Senti WordNet 

sets positive and negative sentiment scores. Using a positive 

and negative score, the object score can be calculated. We 

obtain object score as a summation of positive score and 

negative score subtracted from 1.Tokenization,speech tagging 

,word sense disambiguation (WSD),Senti WordNet 

interpretation, sentiment orientation and tweet classification 

are used to perform dictionary based methods  [3].Dictionary  

based approaches major downside is the inability to evaluate 

opinion words with domain and context.  

 

Machine learning methods are categorized into two, 

supervised learning techniques and unsupervised learning 

techniques. Supervised learning uses labelled training 

documents. Training data includes a pool of training 

examples. Each example of supervised learning consists of an 

object of input and a value of output. Unsupervised methods 

of learning don’t use the documents labelled.  They create use 

of the statistical properties of the document for example, word 

co-occurrence, existing dictionaries with passionate words and 

natural language processing. Natural language or human 

objects such as photographs, news articles and audio 

recordings are unlabelled data, whereas each set of unlabelled 

data with meaningful tags is labelled data. For example, photo 

is an unlabelled data but that photo is an elephant that is 

labelled data. 

 

Various machine learning methods [4] are used for 

classification of sentiments but are associated with certain 

disadvantages. For example commonly used machine learning 

methods are Support vector machine (SVM), Maximum 

entropy (ME) and Naive Bayes (NB) everyone has advantages 

and disadvantages. SVM and ME are complex models that 

take longer train. Naïve Bayes approach does not take the 

word order from the text input and therefore leads to a less 

accurate model. Another method of modeling is n-grams, but 

this has a fixed range and cannot be learned for long-term 

dependencies. Also, these approaches often refuse to 

categorize sentences with negation. Using deep learning 

methods, these problems are overcome. 

 

A future where in machines will do many of the jobs right 

now being finished by people previously, we'd need to 

expressly program a PC well-ordered how to take care of an 

issue. A lot of if-then statements, loops, and logical operations 

were involved. Later on, machines will show themselves how 

to take care of issues; we simply need to give the information. 

Give us a chance to find out about the methods that enable 

profound figuring out how to take care of an assortment of 

issues. Deep learning is a data mining process using deep 

neural network architecture, that are specific types of artificial 

intelligence and machine learning algorithms that have 

become extremely important in recent years. Deep learning 

enables us to teach machines how to finish difficult tasks 

without coding them explicitly to do so. Machine learning 

methods detect the pattern available from given set of text data 

automatically. Deep learning is an advancement of machine 

learning. 

 

By far most of studies have used SVM, Naïve bayes and other 

conventional strategies, which subject to physically labelling 

of a ton of energetic qualities, anyway paid a surprising 

expense. Hadi Pouransari et al [5] utilized the dataset given by 

Kaggle and connected the bag of words, and skip-gram 

word2vec models to represents words numerically. We at that 

point utilized a few classifiers, including random forest, SVM, 

and logistic regression to play out the binary classification 

task. The authors facing one of the difficulties is to aggregate 

word vectors into a solitary element vector for each review. 

We attempted vector averaging, and grouping to deliver the 

aggregated feature vectors. Be that as it may, these experience 

the ill effects of losing the order of words in sentences.  

 

To improve this situation, Liu Yanmei et al [6] additionally 

examined deep learning and Micro-blog sentiment analysis, 

and introduce deep learning CNN with SVM classifier. This 

Framework maintains a strategic distance from issues because 

of the explicit feature extraction however numerous troubles 

are looked in emotional analysis utilizing deep learning. 

Creator doesn't discover great answer for this. This paper 

exhibits that, this structure is great to upgrade the exactness of 

sentiment analysis, anyway there are up till now various issues 

in the investigation of emotional analysis using deep learning, 

the accompanying stage will be to also think about the deep 

learning systems for finding a progressively sensible sentiment 

analysis. 
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Yaya Heryadi et al [7] use CNN, Stacked LSTM, and CNN-

LSTM models to find fraudulent card transaction. In this paper 

obtain both short-term and long-term transaction pattern with 

the help of CNN and LSTM. Results of the experiment 

showed that CNN is more robust than SLSTM and CNN-

LSTM as an imbalanced dataset classifier. It is further 

assumed that CNN layers contribute to the CNN-LSTM 

model's high performance. 

 

Alec Yenter et al [8]  This work utilize the benefits of both 

CNN and LSTM.CNN goes about as a good feature learner yet 

CNN doesn't catch long term dependencies .This issue defeat 

with the assistance of LSTM.LSTM layer is stacked above of 

convolutional layer. Output of the convolutional layer served 

as an input to the LSTM. While over fitting was a challenge 

for most forms of the model, appropriate layers and 

parameters had the option to decrease the disintegration and 

achieve new accuracy on the dataset. 

 

III BACKGROUND 

Basis of deep learning method is an Artificial Neural Network 

(ANN).An ANN is an information processing system that is 

simulated through biological nervous systems, meaning it 

contains lots of neurons, which are the key element of this 

paradigm and information about processes. An ANN is 

designed through a learning process for a particular 

application, e.g. hidden pattern recognition or data 

classification. Artificial neural network comprise of 3 layers 

named as input layer, hidden layer and output layer. Input 

layer, which connects to the input vector and output layer, 

which relates to the output vector. Moderate layer is called 

hidden layer, which play out some calculation with the 

assistance of some activation functions. Essential 

computational element of neural network is called activation 

function. Generally utilized activation functions [9] are 

sigmoid function, hyperbolic tangent function (tanh), or 

rectified linear function (ReLU). A line between two layer is 

indicates an association for the progression of data. Every 

association is related with an value is called weight, that 

controls the signal between two neurons. The common deep 

learning methods used for sentiment analysis are discussed 

here. 

1) Convolutional Neural Network (CNN) 

Convolutional neural networks [9] are deep neural networks 

that are utilized basically to classify pictures (for example 

name what they see), cluster them by similitude (photograph 

seek), and perform object recognition inside scenes. They are 

algorithms that can distinguish faces, people, road signs and 

many other different parts of visual information. The viability 

of convolutional net in image recognition is one of the 

principle reasons why the world has woken up to the adequacy 

of deep learning. Recently CNN can also be applied to text 

analysis. 

CNN model comprises of one input layer, multiple hidden 

layers which are convolutional layers, pooling layers, fully 

connected layers, and one output layer. CNN contain some 

Convolutional layers that apply a convolution task to the 

input, and the outcome is going to the following layer. 

Convolutional layer contains different filters that do 

convolutional action. The filter is extremely an assortment of 

number or weights. After convolutional operation we get 

numerous number of feature maps. Next comes the pooling or 

down sampling layer, which comprises of applying some 

activity over regions in the input feature map and removing 

some delegate an incentive for every one of the examined 

regions. The pooling operation is utilized to consolidate the 

vectors coming about because of various convolution windows 

into a single dimensional vector. Finally the yield is goes to 

the fully connected layer of neural system for classifying.  

2) Long Short-Term Memory (LSTM) 

LSTM is a sort of Recurrent Neural Network (RNN)[8]. In 

conventional Neural Networks, all data sources are 

independent of each other. While this methodology is wasteful 

for certain assignments in NLP for this situation it is critical to 

realize the past word so as to foresee the following word in 

context. LSTM neurons have an association with the past 

neuron state notwithstanding the layer inputs. It’s 

demonstrated extraordinary achievement in numerous NLP 

tasks. LSTM units have a memory which catches data in 

subjective, long sequences. The LSTM model comprises of 

memory cells to keep up information over extensive stretches 

of time with the assistance of gating units. The gating units are 

choosing what information to store and when to apply that 

information. Every memory cell isolated in to 3 gates named 

as input gate, forget gate and output gate. 

 

Every one of the neural networks handles one time step. 

Rather than bolstering the information at every individual time 

step, you give information at all-time steps inside a window, 

or a context, to the neural network. The cell is in charge of 

monitoring the dependencies between the components in the 

input sequence.  

 

IV PROPOSED WORK 

In this area, we include the details of two proposed deep 

learning architecture hybrid CNN-LSTM and LSTM-CNN 

method. Proposed method comprises of pre-processing 

module, embedded module, feature extraction module and 

classification module.  

 

A) Existing Method 

Figure1 shows the architecture of CNN-LSTM method. 

Abdalraouf Hassan [10] et al introduces a deep convolutional 

and recurrent layer approach for sentiment classification. In 

this paper, Maxpool layer is replaced with recurrent layer in 

order to catch the long term dependencies. We are 

implementing CNN-LSTM framework without replacing the 

maxpool layer. 

 

a) Text Reviews 

System input consists of reviews of movies. Only English 

reviews are included, and there is a white space around 

punctuation such as period, bracket, and commas. 
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b) Pre-Processing 

To improve the performance of our model we need to perform 

pre-processing steps. To begin with, we performed data pre-

preparing steps on the dataset before bolstering them into the 

deep learning model. We expelled punctuations, stop words, 

brackets numbers and also perform stemming by using regular 

expressions. After cleaning the dataset next perform 

tokenization with the help of tokenize API. Tokenization is the 

process of converting words into a unique integer. Then we 

created a vocabulary to map these words into a integer. 

c) Embedded Layer 

Embedded layer takes the input text reviews as a sequence of 

words and embeds each word into a vector of a particular size 

      

 
Figure 1 : Existing  CNN - LSTM Architecture 

 

d) Convolutional Layer 

Convolutional layers can obtain feature horizontally from 

multiple words. For classification tasks, these characteristics 

are essential .Convolutional layer that will take word 

embedding as input. Numerous convolutional layers apply a 

convolutional operation to the input; the outcome is going to 

the following layer. 

e) Max Pooling Layer 

Pooling layer is likewise called sub sampling layer, which can 

minimize the number of features and the computational 

intricacy of the system. Sub sampling step retain most 

significant data.   

f) LSTM Layer 

Extracted features are classified with the help of LSTM layer. 

It is a special kind of RNN, which is equipped for adapting 

long term dependencies. LSTM's viability is its capacity to 

catch changing sentiments in a tweet. That has a memory that 

"remembers" previous data from the input and makes 

decisions based on that knowledge. The layer's steadiness 

permits learning of past info to impact subsequent input. 

g) Classification Layer 

Fully connected layer acts as a classification layer. The LSTM 

outputs are then fed to a Fully Connected Layer (FCL) which 

was built using Keras dense layer. A simple sigmoid 

activation function follows this layer to confirm the output 

somewhere in the range of 0 and 1.      

                  

 

B) Proposed Method 

Proposed system used IMDB movie review dataset which 

contains positive movie reviews and negative movie reviews. 

The system is implemented in Anaconda(Python 

Distribution).Keras is used to implementing deep learning 

layers .It is an easy to use and powerful python library for 

deep learning. Tensor flow is set as a backend of Keras and 

Matplotlib is used to analyse the graph. Windows 8.1 is the 

Operating System. The system in which it is implemented is a 

64 bit system with Intel Pentium CPU and 4 GB memory.  

 

                         
 

Figure 2 :Flow Diagram of  LSTM-CNN Architecture 

 

a) Cleaning of Text Data 

Input of the system consists of text movie reviews. It is 

comprised only English reviews and there is a blank space 

around punctuation like period, bracket and full stop. This text 

data need a cleaning that implies  remove punctuation from 

words, evacuate tokens that are simply accentuation, expelling 

tokens that contain numbers, expelling tokens that have one 

character and evacuate tokens that don't have much 

significance with the help of a regular expression. 

b) Develop Vocabulary 

We joined each review sentences as a string and split the 

sentences to make a list of all the individual words that 

appeared in the dataset. Then, we created vocabulary to map 

these words to integers. Each words in the vocabulary 

represented by a unique integer. We can keep track of the 

vocabulary in a Counter, which is a lexicon of words and their 

count with some additional convenience functions. Then needs 

to add every one of the tokens to counter and update count 

with the assistance of an update function. Then needs to add 

all the tokens to counter and update count with the help of an 

update function on the counter object. 

c) Input Vector Generation 

Input vector generation done with the help of an embedding 

layer [11]. the model will take as input an integer matrix of 

size (batch, input length).Embedding layer design with the 

help following function ” Model. Add (Embedding (vocab 
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_size, 100, input_ length))”. Here, vocab_size indicate the 

magnitude of the vocabulary, 100 indicate the magnitude of 

embedding vector and input_length indicate length of input 

sequence. 

d) LSTM Layer 

LSTM is progressively viable to defeat the sequence data 

weakening issue when the text sequence data is somewhat 

long. Even though the input text sequence is long LSTM layer 

is able to capture long term dependencies efficiently. LSTM 

layer is designed with the help of LSTM function that contain 

100 LSTM units represented as a 

“model.add(LSTM(100,return_sequence=True)”.Then,the 

LSTM output are fed to a convolutional layer 

 

 
 

Figure 3 : Proposed LSTM-CNN Architecture 

 

e) Feature Extraction 

Convolutional layer acts as a feature extractor. Convolutional 

layer performs convolution operation with the help of filters. 

The filter is used to scan the input vector and get number of 

feature maps or activation map. Convolutional layer design 

with the help of following function 

“model.add(Conv1D(filters=32, kernel size=8, 

activation='relu'))”.Here filters indicate number of filters and 

kernel size represents size of the convolutional window. After 

convolutional task, applies a rectified linear unit (ReLU) 

activation function to the CNN layer's output. This layer 

substitute zero for any negative output. The output of this 

layer is a similar to input shape. 

f)Maxpooling Layer 

Subsampling layer is used to minimize the spatial size of the 

representation thus reduces the network computational 

complexity. Commonly used subsampling operation is 

maxpooling. Maxpooling layer retain most important feature 

maps or information and others are discarded. Maxpooling 

layer designed with the help of following function “model. 

Add (MaxPooling1D (pool_size=2))” 

g) Dense Layer 

Fully connected layer acts as a classification layer. The Pooled 

outputs are fed to a Fully Connected Layer (FCL) which was 

built using Kara’s dense layer. A simple sigmoid activation 

function follows this layer to confirm the output somewhere in 

the range of 0 and 1.The final yield is a single output 0 which 

represents an adverse feeling and 1 represents positive feeling. 

 

V RESULTS AND DISCUSSIONS 

The proposed system uses IMDB movie review data set which 

contains 1000 positive reviews and 1000 negative reviews. For 

training and validation, we arbitrarily split the full training 

examples. Input dataset divided into two, training dataset and 

validation dataset. Keras provide two methods to evaluating 

deep learning model. First one is automatic verification of 

dataset and second is manual verification of dataset. Keras 

separate one portion of training data into validation data and 

then assess the performance of our model on that validation 

dataset on every epoch. Experiment used the following 

parameters which we fine-tuned through manual testing. 

 

 
                     Table 1: Hyper parameters 

 

A) Accuracy 

The proposed LSTM-CNN network reached 79% accuracy in 

10 epochs. Accuracy of the system is directly proportional to 

epochs.  

    

     
Table 2: Comparison Table 

 

From the Table 1 it is clear that LSTM–CNN model achieved 

a satisfactory accuracy score compared to CNN-LSTM model 

B) Performance Analysis 

Learning curves are widely used as performance analysis tool 

in case of deep learning. The model can be assessed on the 

training dataset and validation dataset. Graph that looks at the 

performance of a model on training and testing information 

over a fluctuating number of training instances. We should 
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generally observe performance improve as the number of 

training point’s increments. 

 

There are mainly two learning curves namely train learning 

curve and validation learning curve. If there should arise an 

occurrence of train learning curve, the learning curve is 

determined from the training dataset that gives a thought of 

how well the model is training. While if there should arise an 

occurrence of validation learning curve, the learning curve is 

determined from hold-out validation dataset that gives a 

thought of how well the model is generalizing. It is entirely 

expected to make double learning curves during training on 

both the training and validation dataset. 

 

Here the horizontal axis denotes the Epochs while the vertical 

axis denotes the Accuracy and loss for the performance 

analysis of IMDB movie review dataset. Epochs represents the 

number of iteration taken by our project. Time taken by the 

method is directly proportional to epochs.  

  

 

 
 

Figure 4: LSTM-CNN Accuracy 

 

 

 
 

Figure 5: CNN-LSTM Accuracy 

 

 
 

Figure 6: LSTM-CNN Loss 

 

 
            Figure 7: CNN-LSTM Loss 

 

For each epochs during training, training accuracy and training 

loss as well as the validation accuracy and validation loss is 

calculated. Figure 4 and Figure 5 represents the LSTM-CNN 

and CNN-LSTM accuracy graph for IMDB reviews. LSTM-

CNN accuracy graph shows great results in just 10 epochs 

compared with CNN-LSTM accuracy. In Figure 4, Curves 

indicate that the model is trained right. Figure 6 and Figure 7 

represents the validation loss and training loss of both LSTM-

CNN and CNN-LSTM model.  

 

CONCLUSION 

In day by day the velocity and volume of the text data 

increment rapidly. Sentiment analysis plays an important roles 

in our daily decision making process. Sentiment analysis is 

done with the help of various methods. In recent years deep 

learning methods provide better accuracy for sentiment 

classifications compared with traditional methods. 

Convolutional Neural Network acts as a good feature learner 

and extract features horizontally from various words. These 

characteristics are essential for classification tasks. Long Short 

Term Memory Network keeps long term dependencies in long 

sentences. LSTM's viability is its ability to catch changing 

sentiment in a tweet. That has a memory that “remembers” 
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past information from the input and takes decisions on that 

learning. Our framework utilizes the advantage of both CNN 

and LSTM. 

 

In this project, we investigated two distinctive deep learning 

models for analyzing IMDB movie reviews. First is hybrid 

CNN-LSTM model and second is hybrid LSTM-CNN model. 

Our approach performed well on IMDB movie review dataset 

and achieved a better accuracy compared with other traditional 

models. In terms of future work, like to test other types of 

LSTMs (for example Bi-LSTMs) and CNN (for example 

multilayer CNN).In future this system implemented with a 

large datasets. 
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Abstract— VoIP is Voice over Internet Protocol which is a real 

time application which allows transmitting voice through internet 

protocol. It provides various services from which one of the 

important services is phone service over dedicated IP network. The 

important quality which is perceived by the users of VoIP telephony 

is speech quality. The quality of speech is degraded by various 

factors such as packet loss, delay, jitter, etc. This paper concentrate in 

making better speech quality and to improve the MOS score by using 

standard PESQ over WIMAX system. Tool used for this purpose is 

MATLAB R2013b. 

 
Keywords—VoIP, Codecs , MOS 

I. INTRODUCTON  

VoIP is one of the applications which provide better quality of 

experience to the users. VoIP uses internet as a medium to 

transmit for telephone calls to send voice data as packets using 

IP network instead of PSTN. This is because the main benefit 

of IP network is that it can able to carry 5 to 10 times voice 

calls than circuit switch network. VoIP technology has various 

advantages which includes large savings and provide 

scalability [1]. The disadvantage of VoIP is that it requires 

Internet connection with large bandwidth. There are various 

codecs that VoIP uses (i.e. G.711, G.729, G.722, G.723.1, 

G.726, G.728 etc).The codecs have three basic tasks such as 

Encoding and Decoding, Compression and Decompression, 

Encryption and Decryption. There are two common codecs 

which are used such as G.711 and G.729. G.711 require higher 

bandwidth than G.729 (i.e. 64 kbps whereas G.729 requires 8 

kbps ). 

Table.1 Audio Codecs [1] 

ITU no. Rate[kbps] Algorithm 

G.711 64 Pulse Code Modulation 

G.723.1 5.3/6.4 Multipulse maximum likelihood 

quantization/algebraic-code-
excited linear prediction 

G.726 16/24/32/40 Adaptive differential PCM 

G.728 16 Low-delay code-excited Linear 
prediction 

G.729 8 Conjugate-structure algebraic-

code-excited linear prediction 

. 

II. WIMAX 

WIMAX is World Interoperability for Microwave Access. 
It is 4G promising technology which brought many different 
changes in industry now-a-day. WiMAX provides two 
different type of services such as line of sight (LOS) and non 
line of sight (NLOS). The radio coverage distance if WiMAX 
is 50 kilometers and data throughput is 70 Mbps. WiMAX is 
IEEE 802.16 standard which is considered as Broadband 
Wireless Access (BWA) because of high speed, worldwide 
and cost effective access. WiMAX is also considered as 
Metropolitan Area Network (MAN). The main purpose for 
designing WiMAX model using AWGN channel to make 
system compatible with atmospheric conditions. The WiMAX 
model with AWGN channel involves the following such as 
[2]:- 

• Randomizer. 

• Convolution encoder 

• Quadrature Amplitude Modulator. 

• AWGN channel. 

• QAM demodulator  

• Viterbi decoding. 

• De-randomizer. 

Randomizer is basically used to convert a large signal into bits 

(0’s and 1’s) so that the performance of coding can be 

improved. Convolution encoder is the forward error correcting 

code which is used to correct the error during the transmission 

of data. Hence, the output of convolution encoder removes the 

additional bit from the encoded streams and also remove bits 

depends upon the code rate.QAM modulator is used to map 

the incoming bit-stream onto the Constellation. AWGN 

channel is the channel which adds white Gaussian noise to 

input signal (real or complex signal). Viterbi decoding helps to 
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decrease the computational load. It basically involves 

calculation how to measure the similarities and distance. 

 

Figure 1.General Block Diagram of WiMAX 

 

III. PESQ AND MOS 

MOS is considered as the most applicable test because it is 

person who uses voice network and whose opinion is counted. 

Basically, MOS is used to measure subject call quality for 

calls. The range for MOS score is 1 for unacceptable and 5 for 

excellent.  

To calculate MOS value we have the following methods: 

• PSQM. 

• PESQ. 

• POLQA. 

• E-Model 

 The PSQM is Perceptual Speech Quality Measure which only 

assesses the speech codecs and does not have any proper 

account for filtering, variable delay and short localized 

distortions whereas PESQ uses this address with the 

equalization of transfer function alignment of time and new 

algorithm to average distortion over time [3]. PESQ is 

Perceptual Evaluation of Speech Quality. The PESQ speech 

quality uses 3.1 KHz. PESQ calculates the effect of one-way 

speech distortion and noise on speech quality. There are 

various effects such as loudness loss, delay, side tone, echo 

and so on , are considered as two-way communication which 

is not considered to calculate PESQ. 

For PESQ, we consider an original signal x(t) and degraded 

signal y(t). Basically, PESQ compares the original signal with 

the degraded signal by passing the original signal over 

communication system. Hence, the PESQ output is the 

prediction of perceived quality given to the degraded signal by 

particular subjects in subjective listening test. The range of the 

P.862 score provided is -0.5 to 4.5. The mapping function 

from PESQ to MOS LQO is [4]:- 

Thus, the inverse function that allows the transformation to 

raw P.862score is given as:- 

 

 

Figure 2. Perceptual Evaluation of speech quality [5] 

 

IV. PROPOSED TECHNIQUE 

FEC is the Forward Error Correcting technique which is used 

to correct and to detect the error i.e. there is continuous 

transmission of data, if errors are detected during the 

transmission and they must be corrected at receiver side. The 

work of FEC is to add the data at the transmitter side so that 

the one can receive the data without any error at the receiver 

side. The purpose of error correcting code is to improve the 

capacity of the data by the addition of some redundant nits 

while the data gets transmitted through the channel. It is very 

important in digital communication that data gets transmitted 

efficiently and reliably. There are various types of FEC codes 

such as:- 

• Convolution code. 

• Reed Solomon code. 

• Linear Block code. 

• Turbo code. 

• Bose-Chaudhari-Hoequenghem code. 

 

CONVOLUTION ENCODER 

The work of encoding and decoding to translate the message 

that can be easily understood. Convolution code is the error 

correcting code which generates the parity symbol through the 

sliding application of Boolean polynomial function to stream 

of data. 

VITERBI DECODING  

Decoding is the inverse process of encoding i.e. encoded data 

is converted into the original state. The process of converting 

code to plain text or in any other  format which is useful for 

further process is called decoding. The Viterbi algorithm is 

use for Viterbi decoding to decode the bit streams which are 

encoded using convolution encoding [6]. The Viterbi decoding 
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is consider as the most resource consuming. The constraint 

length that is used to decode the Convolution code is K<=10. 

But practically, the value that is used is K=15. There are three 

tasks for Viterbi decoder process are Branch Metric unit 

(BMU), Path Meteric Unit (PMU) and Trace back unit (TU). 

 

Figure 3. Convolution Encoder and Viterbi Decoder [6] 

 

V. METHODOLOGY 

  

1. At 8 bits per second, the audio signal (.wav) is 

processed. 

2. At 8 KHz, sampling is done. 

3. With the quantization level +0.5 and -0.5, the 

quantization is done. 

4. Binary data (0’s and 1’s) is produced for the audio 

signal (Randomizer). 

5. Convolution encoding is done on this binary data 

stream. 

6. Then after the convolution encoding, the modulation 

is done and the signal is passed over AWGN channel. 

7. At receiver side, demodulation and decoding is done 

to reconstruct the signal. For decoding, Viterbi 

decoder is used . 

8. Once the decoding is done then signal is 

reconstructed. 

9. Hence, PESQ is calculated and MOS value is 

obtained. 

 

The following is the diagram of the methodology for 

transmitter section and  receiver section [7]  :- 

                             

Figure 4.  Transmitter Section 

 

              

Figure 5. Receiver Section 

VI. PERFORMANCE ANALYSIS 

Here, the input parameters taken during the simulation process 

and the results  are discussed below:- 
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A. Input Parameters 

 
Table 2. Input Parameters 

 
 

PARAMETERS 

 

SPECIFICATION 

 

n-bit PCM value 

 

8 

 

No. of samples/sec 

 

8000 

 

Max levels of Quantization 

 

+0.5 

 

Min levels of Quantization 

 

-0.5 

 

No. of Quantization levels 

 

256 

 

Modulation 

 

16-QAM 

 

Standard used to calculate 
MOS 

 

PESQ 

 

 

B. Results and Comparision 

• Input Signal 

 

Figure 6. Input Signal 

• Sampled Signal 

 

Figure 7. Sampled Signal 

• Quantized Signal 

 

Figure 8. Quantized Signal 

 

• Encoded Signal 

 

Figure 9. Encoded Signal 

 

• AWGN Channel 

 

 

Figure 10. AWGN Channel 

 

• Decoded Signal      

 

Figure 11. Decoded Signal 
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• Reconstructed Signal 

 

Figure 12. Reconstructed  Signal 

 

       The simulation results of transmitting the signal using 

proposed algorithm over WiMAX system using 

AWGN channel in comparison with WIFI system 

(Rayleigh channel and Rician channel) are shown 

below: 

 

Table 3. Comparison for AWGN and Different Fading Channels  for 

 proposed algorithm [7] 

 

SYSTEM 

 

PESQ 

 

MOS 

 

 AWGN channel 

 

4.500 

 

4.548 

 

 Rayleigh channel 

 

4.0498 

 

4.2025 

 

Rician channel 

 

4.0118 

 

4.1445 

 

          

 VII  CONCLUSION 
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This paper is to provide better call quality at the output 

for VoIP. The same has been achieved using the 

proposed algorithm and there is an improvement in the 

voice quality at the receiver end which is determined by 

calculating the MOS. The MOS calculated for proposed 

algorithm is 4.548 which is compared which different 

fading channels and standard existing codecs. Hence, 

the proposed algorithm has been able to provide 

improved call quality at the receiving end using AWGN 

channel. 
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Abstract— Cognitive radio based internet of things is another 

new need of the hour as all the internet of things objects are not 

very expedient without holding cognitive capabilities. Cognitive 

radio is the only solution to the Issues like Spectrum scarcity and 
spectrum sharing, which are posing serious challenges to internet 

of things paradigm. This paper is a step forward in achieving the 

most optimal cognitive radio based internet of things system. For 

this, a recently developed optimization technique, named whale 

optimization algorithm is suggested for optimizing the 
transmission parameters of cognitive radio system by obtaining 

user defined QoS. The results obtained by whale optimization 

algorithm are compared with literature based biogeography 

based optimization, simulated annealing and genetic algorithm to 

ensure the utility and efficacy of whale optimization algorithm 

for cognitive radio system designing. 

 

Keywords—cognitive radio; internet of things; optimization 
whale optimization algorithm 

I.  INTRODUCTION (HEADING 1) 

Internet of things (IoT) refers to a network of physical 
devices which are connected via internet for information 

exchange, bypassing any human interference. A complex 
network consisting of large number of physical devices 

requires a good amount of wireless spectrum to make 
communication possible [1]. Spectrum is limited. Advent of 

cognitive radio (CR) by joseph mitola [2] gave a ray of hope in 

solving spectrum problem by allowing the access of licensed 
band to even unlicensed user after avoiding interference. Hence 

a CR design is a handy tool for smooth implementation of IoT 
networks [3]. For generating the most efficient and effective 

CR enabled IoT, it becomes vital to begin with the optimality 
of CR system itself. 

One of the ways of obtaining optimized design of CR 

system is to obtain the optimal values of its transmission 
parameters by aiming at certain objectives [4]. This is 

accomplished by using a number of optimization techniques 
available in literature. TR Newman first suggested this kind of 

work where he designed a cognitive engine using GA [5]. Later 

the same engine has been designed by many researchers using 

various techniques individually or in hybrid form [6-13]. Most 
of the CR systems discussed before have highlighted only two 

transmission parameters with an intention to fulfill three 

objectives. Present authors have suggested five transmission 
parameters and five objectives in a CR system design by using 

SA [14] and BBO [15], This paper focuses on use of another 
novel Whale optimization algorithm for CR system’s optimal 

design that could blend with IoT. 

Whale optimization algorithm (WOA) is another feather in 

the cap of mirjalili [16], who is parent to many other 
optimization techniques, including gray wolf optimization 

GWO [17], moth flame optimization MFO [18], ant lion 

optimization ALO [19], dragonfly optimization DF [20], SCA 
sine cosine algorithm [21], and SSA salp swarm algorithm 

[22]. WOA is inspired by humpback whales that create a 
bubble spring trap for their hunt. The provision of dedicating 

first few iterations to diversification and last few iterations to 
intensification makes it’s a stable algorithm in terms of 

exploitation and exploration [16]. The successful 

implementation of WOA on many problems from diverse 
fields like economic dispatch [23], optimal power flow [24], 

image segmentation [25], neural network weights [26] etc. 
have persuaded the authors to design an optimal CR system 

using WOA. 

Nest section of the paper illustrates WOA briefly, followed 

by CR problem definition in section 3. Simulation and results 

are discussed in section 4 with conclusion at the end. 

II. WHALE OPTIMIZATION ALGORITHM (WOA) 

Whales, the largest mammals on the earth are the smartest 

creatures after humans, even at par to humans. Whales have 

now inspired even an optimization algorithm too, named 
Whale optimization algorithm by mirjalili [16]. Out of their 

variant species, humpback whales are of interest to this 
algorithm. The bubble net feeding trap created by them during 

prey finding is the heart of WOA. After taking a deep dig in 
water, humpback whales suddenly follow a upward spiral path 
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forming bubble net around their target. WOA is 

mathematically modeling of this behavior. 

Step by step procedure of WOA can be put in words as: 

1. Algorithm Initialization: This algorithm begins with 
arbitrary initialization of the whales population (N), each whale 

has n dimensions within boundary constraints: 

                                                   (1) 

for i= 1,2,3…NP; j= 1,2,3…D                                     

Where Xmin and Xmax are lower and upper bounds for j
th

 

component or decision variable. 

2. Fitness Evaluation: Calculate the fitness for each 
possible solution (search agent) in population N. 

3. Define the best search agent as (X*), the fittest. This is 
assumed to be victim initially.  

3. Until a termination criteria is reached (maximum 
iterations), repeat the steps 4 to 11. 

4. Ensure all search agents are in the search space, 
otherwise alter them.  

5. Variable initialization: Update all necessary variables,  ⃗, 

 ⃗, l,  ⃗ , p. Here  ⃗ and  ⃗  are coefficient vectors and are 
calculated form  ⃗ and  ⃗ as given below.  ⃗ is gradually 

decreased from 2 to 0 as iterations falls from maximum to 

minimum and  ⃗ is random vector. 

 ⃗= 2 ⃗.  ⃗- ⃗  (2) 

 ⃗=2.  ⃗  (3) 

6. Encircling prey: Humpback whales use shrinking circling 

and spiral movement in upward direction to encircle their 
victim, both with 50% probability. These techniques are 

referred as bubble net attacking method and helps in 
exploitation of solution. A variable p is used to decide which 

movement will be selected by whales from these two using 
below equation; 

 ⃗      

 {
  ⃗⃗ ⃗⃗⃗      ⃗⃗⃗⃗  ⃗⃗⃗                                                   

 ⃗⃗⃗                  ⃗⃗ ⃗⃗⃗                                                   
(4

) 

  

Where  ⃗⃗⃗  | ⃗    ⃗⃗ ⃗⃗⃗     ⃗   |       ⃗⃗⃗   |  ⃗⃗ ⃗⃗⃗     ⃗   |, 
b describes the shape of logarithmic spiral and l is random 

number [-1, 1]. S is number of iterations. 

7. Searching prey: Instead of p,  ⃗ (randomly selected 

values higher than 1) is deciding factor to use appropriate 
technique for searching agents, leading to exploration of 

solutions. Unlike exploitation, here position updating of agent 
is done on the basis of any randomly chosen search agent 

instead of best search agent. 

 ⃗            
⃗⃗ ⃗⃗ ⃗⃗⃗⃗ ⃗⃗ ⃗⃗    ⃗⃗⃗⃗  ⃗⃗⃗   (5) 

 ⃗⃗⃗   | ⃗       
⃗⃗ ⃗⃗ ⃗⃗⃗⃗ ⃗⃗ ⃗⃗   ⃗| (6) 

Where      
⃗⃗ ⃗⃗ ⃗⃗⃗⃗ ⃗⃗ ⃗⃗  is randomly chosen whale (position) from 

current whales. 

8. Solution found: Hence the better solution from a large 
search space is generated for the upcoming generation and the 

process continues until the termination criterion is met. 

Complete algorithm can be understood better form its 

flowchart in figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Flow chart of WOA 

III. COGNIT IVE RADIO 

A. Cognitive Radio System 

For a cognitive radio system enabled IoT, a CR model 

consisting of a primary user (PU) and a secondary user (SU), is 

studied in this work. To design it in the most optimal way, its 
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Evaluate Fitness function  
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and update position 

using eq. 5 

      

Optimal solution  

Gradually decrease a from 2 to 0 as iterations reduce 

Initialize and update variables including A, b, l and p  

Update position using 

eq. 4 

Update position 

using eq. 4 

Initialize whale population, along with problem 

dimensions 

Ensure all search agents are within boundaries 

or alter them 
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transmission parameters are to be optimized with an intention 

to accomplish certain goals [5].  

B. Cognitive Radio Parameters and Objectives 

The adaptable transmission parameters optimized by WOA 

lists Transmitted Power (P), Modulation Type, Modulation 

Index (M), Bandwidth (B), Time Division Duplexing (TDD) 
and Symbol Rate (Rs). Bit-error-rate (BER), signal-to-noise 

ratio (SNR) and the noise power (N) are the considered 
environmental parameters in this work. Anticipated QoS goal 

of CR are met by establishing                                                                                                                                                                                                                                
five objectives. Their fitness function are demarcated in the 

below section, in order to move the system towards an optimal 

region. 

C. Formulation of Fitness Functions in Cognitive Radio 

System 

Optimization the above enlisted transmission parameters 
of SUs is done to reach the preferred QoS, which is declared 

by five objectives. 
1. Minimize power consumption: Shrink power to be 

consumed by the system. 

           
 

    
   (7) 

where P is the average transmit power, and Pmax is the 

maximum available transmit power. 

2. Minimum BER: Decrease BER of the communication 

environment. 

 
          

          

          
 

(8) 

where Pbe represents the  BER of the modulation type being 

used, we have used QAM type.  For M-ary QAM, the BER is 

defined as : 

 

     
 

    
   

   
 

√ 
   √

     
    

      
  

(9) 

where P is the average transmitted  power, M is the 

modulation index and N is the noise level equal to 0.1mW. 

3. Maximum Throughput: Raise the throughput of radio 
transmission. 

                 
       

          
  (10) 

where M is the modulation index of a single carrier, and Mmax 

is the maximum modulation index. 

4. Minimum Interference: Reduce the radio’s interference 

contributions. 

                 
                       

             
  (11) 

where B is the bandwidth required for a single carrier, Bmin 

and Bmax is the minimum and maximum bandwidth available. 

TDD is time division duplexing, i.e. time taken for 

transmission and Rs is the symbol rate and Rsmax is the 

maximum symbol rate. 

5. Maximum Spectral Efficiency: Maximize the proficient 

use of frequency spectrum. 

                 

   
           

              
 

(12) 

where M is the modulation index, B is the bandwidth used, Rs 

refers to the symbol rate. 

Using weighted approach, these five multiple objectives 

are combined into one objective function. This conversion is 

exposed in equation (13). 

Then the final combined objective is given as: 

                  ffive-objective= w1  ( fmin-power)+w2  ( fmin-ber)+w3  ( 

fmax-throughput)+w4  (fmin-interference)+w5  (fmax-spectraleff)  (13)           

In certain studies, only three objectives are considered, 
forming a combined three multi-objective function 

 Fthree-objective= w1  ( fmin-power)+w2  ( fmin-ber)+w3  ( fmax-

throughput)  (14) 

w1 to w5 are the weights, multiples of each objective 

respectively. Five CR scenarios are created by these five 
weights. Table I carries the prerequisite weight values to 

accentuate the search on preferred path for a particular 
scenario [5]. 

IV. SIMULATIONS AND RESULTS 

In this work, WOA is applied to CR system for optimizing 

its transmission parameters by achieving certain objectives. To 
make simulation results more clear and to ensure the 

satisfactory implementation of WOA for optimal CR design in 

comparison to its predecessor techniques [BBO [15], SA [14] 
and GA [5]], the simulation results are divided into two 

sections. With first section dealing with only three objectives 
and letting us optimize only two parameters, power (P) and 

modulation Index (M). Second section accomplishes five 
objectives and helps in obtaining optimal values of five 

transmission parameters.  

A. Only three Objectives 

In this subsection, only three objectives corresponding to 
eq. are optimized and two parameters, namely transmitted 

power and modulation index are worked upon. The range of 

transmitted power (P) varies between 0.1 mW and 2.4808 mW. 
QAM modulation scheme is used with number of s ymbols (M) 

ranging from 8 to 64 [5]. WOA related all parameters are 
tabulated below in table II. 

The results obtained in terms of optimal values of 
transmission parameters, objective function value and the 

values of the objectives that are intended to be achieved are put 
up in table 3. They could be fairly compared with results those 

obtained by BBO [15], SA [14] and GA [5], cited in the same 

table. WOA is successful in achieving the targeted objective in 
that particular scenario (mode of operation). The results are 
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superior to SA and GA. But they are totally at par with BBO. 

Due to simplicity of problem same results have been produced 
by WOA and BBO while working on only three objectives. 

Picture is going to be clearer as problem density increases in 
next section. 

B. Five objectives 

Here, WOA is applied to CR system for optimizing its five 

transmission parameters by achieving five various five 
objectives. On the basis of these five objectives that are 

discussed in above section, five scenarios are created. Each 
scenario is mainly focusing on only one objective at a time. 

The range of five transmission parameters is predefined and is 

kept intact as available in literature [5, 14, 15] to ensure 
rational comparison.  The transmitted power (P) varies between 

0.158 mW and 251 mW. QAM modulation scheme is used 
with number of symbols (M) ranging from 2 to 256. Bandwidth 

(B) available is from 2 to 32 MHz. TDD percentage is taken 
between 25 and 100%. Symbol rate (Rs) is between 125 Ksps 

and 1 Msps. WOA related all parameters are tabulated in table 

III. Table IV hold all the values of optimized parameters, 
objectives, and fitness functions for all five scenarios for a CR 

system obtained by applying WOA. Bold values illustrates that 
WOA has reached the intended objectives in all modes except 

interference mode. Interfernce is minimal in power mode 
whereas it is expected to be minimum in min interference 

mode. This happened because of interference’s direct 
dependency on transmitted power. These results obtained by 

WOA are compared in table V with those obtained by BBO 

[15], SA [14] and GA [15].  As visible, for WOA, fitness 
values are best for all five modes. Talking about objectives, 

except in power and interference, WOA is performing best for 
other three objectives. SA managed to bag first position for 

power and interference.  

Another feather in WOA’s cap is least number iterations 

required to reach the optimal value. Fig.2 and Fig.3 are 

comparison characteristic curves for minimum power and 
maximum spectral efficiency mode respectively obtained by 

WOA, BBO, SA and GA for 300 iterations. These graphs 
narrate the story behind the search of the best value by every 

algorithm. WOA finds the best (minimum) form all in 
minimum iterations, making it superior than BBO, SA and GA 

for cognitive radio problem. Ability of WOA to assign some 

iterations in the beginning to exploration and then concentrate 
on exploitation in last iterations helps it in being fairly 

balanced algorithm. 

V. CONCLUSION 

An optimized cognitive radio system is designed for 
internet of things network using a newfound whale 

optimization algorithm. Internet of things, being a new and 
beneficial trend needs cognitive radio services for efficient use 

of spectrum, which is a limited resource with high demand. 
One of the ways of designing an optimal cognitive radio is by 

working on its transmission parameters.  Here, five 

transmission parameters of cognitive radio system are 
optimized with an intention to achieve five objectives that are 

vital for user oriented quality s services. Whale optimization 
based results of optimal parameters, fitness functions, 

objectives are compared with those obtained earlier in literature 

using GA, SA and BBO. Convergence characteristics of all 

these techniques are also used a major performance metric. 
Owing to fine balance between intensification and 

diversification, superiority of WOA is established through 
simulation outcomes and graphs for optimal cognitive radio 

designing.  
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Fig. 2. Convergence characteristics for minimizing power 

 
Fig. 3. Convergence characteristics for maximizing spectral efficiency 
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TABLE I.  WEIGHTS ASSIGNED TO EACH MODE FOR FIVE AND THREE OBJECTIVES 

Modes of Operation Weights for five modes  Weights for three 

modes  

w1 w2 w3 w4 w5 w1 w2 w3 

Min. power mode 0.45 0.10 0.20 0.15 0.10 0.80 0.15 0.05 

Min. BER mode 0.10 0.50 0.10 0.10 0.20 0.15 0.80 0.05 

Max. throughput mode 0.10 0.15 0.50 0.15 0.10 0.05 0.15 0.80 

Min. interference mode 0.10 0.10 0.20 0.50 0.10 - - - 

Max. spec. eff. mode 0.10 0.15 0.15 0.10 0.50 - - - 

 

TABLE II.  WOA RELATED ALL PARAMETERS 

Parameter Symbol Parameter Description Value 

S Maximum iterations 300 

NP Initial Population 10 

a Exploitation/exploration control variable [0, 2] 

b Logarithmic spiral shape constant 1 

l Random variable [-1, 1] 

 

TABLE III.  VALUES OF THE OPTIMIZED PARAMETERS, FITNESS SCORES AND OBJECTIVES FOR SCENARIOS USING WOA, BBO, SA AND GA 

Optimi

zation 

Techni

que 

Scenario 

(Modes of 

Operation) 

Optimized 

Parameters  

Fitness 

Score 

Values of the Objectives Fulfilled 

P (mw) M Min. 

Power 

Min. BER Max. 

throughput 

WOA Min. power mode 0.1 64 0.0915 0.0403 0.3950 1 

Min. BER mode 0.8739 08 0.1474 0.3532 0.0868 0.5 

Max. throughput 

mode 

0.7160 64 0.0478 0.2886 0.2227 1 

BBO 

[15] 

Min. power mode 0.1 64 0.0915 0.0403 0.3950 1 

Min. BER mode 0.8762 8 0.1474 0.3532 0.0868 0.5 

Max. throughput 

mode 

0.7156 64 0.0478 0.2885 0.2228 1 

SA [14] Min. power mode 0.1 64 0.0915 0.0403 0.3950 1 

Min. BER mode 0.8480 8 0.1478 0.3418 0.0890 0.5 

Max. throughput 

mode 

0.7620 64 0.0478 0.3072 0.2167 1 

GA [5] Min. power mode 0.1768 64 0.1097 0.0713 0.3515 1 

Min. BER mode 0.7400 08 0.1485 0.2893 0.0985 0.5 
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Max. throughput 

mode 

0.7144 64 0.0478 0.2880 0.2229 1 

 

TABLE IV.  VALUES OF OPTIMIZED PARAMETERS, OBJECTIVES, AND FITNESS FUNCTIONS FOR ALL FIVE SCENARIOS OF A CR SYSTEM OBTAINED BY APPLYING 

WOA. 

 
Scenario 
(Modes of 

Operation) 

Optimized Parameters of WOA Fitness 
Score 

 

Values of the Objectives Fulfilled 
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M
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M in. Power 

Mode 

04.418 256 1000 2.000 25.00 0.0229 0.0176 0.1495 1 8.8808

e-010 

1 

Min. BER 

Mode 

36.215 256 1000 2.000 25.00 0.0313 0.1443 0.0338 1 

 

1.8817

e-009 

1 

Max. 
Throughput 

Mode 

17.530 256 1000 2.000 25.00 0.0161 0.0698 0.0609 1 1.2978
e-009 

 
1 

Min. 

Interference 
Mode 

13.479 256 1000 2.000 25.00 0.0128 0.0537 0.0741 1 1.1712

e-009 

1 

Max. Spec. 

Eff Mode 

17.530 256 1000 2.000 25.00 0.0161 0.0698 0.0609 1 1.2978

e-009 

1 

 

TABLE V.  COMPARISON OF WOA, BBO, SA AND GA IN TERMS OF THE VALUES OF THE OBJECTIVES AND FITNESS OBTAINED IN EACH SCENARIO 

Scenario Values WOA BBO [15] SA [14] GA [15] 

Min. Power Mode Fitness Score 0.0229 0.0308 0.0366 0.0547 

Power 0.0176 0.0158 0.0145 0.0175 

Min. BER Mode Fitness Score 0.0313 0.0425 0.0700 0.0867 

BER 0.0338 0.0338 0.0448 0.06281 

Max. Throughput 

Mode 

Fitness Score 0.0161 0.0187 0.0238 0.0635 

Throughput 1 1 1 1 

Min. Interference 

Mode 

Fitness Score 0.0128 0.015 0.0492 0.0786 

Interference 1.1712e-009 0.0010 4.5974e-10 2.2643e-009 

Max. Spec. Eff. 

Mode 

Fitness Score 0.0161 0.0251 0.0194 0.0380 

Spec. Eff. 1 0.9823 0.9992 0.9577 
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Abstract— Most of the web (mobile) applications are using 

cloud computing technology. Developers who want to develop an 

application can make use of the provisions and services provided 

by a cloud service provider. There are a number cloud service 

providers (CSPs). Each of these cloud service providers offer a 

number of services. Going through all the services of all the CSPs 

and finding out what service matches the requirements in the 

SLA document, manually is time consuming, error prone and 

tedious. And opting for all the services will add extra charges for 

the owner. Hence it is important to have a system that can match 

the requirements in the SLA (Service Level Agreement) 

document with the APIs (Application Programming Interfaces) 

of the cloud service providers. This paper proposes a method to 

match the requirements of a businessman with the APIs of the 

CSPs. The requirements are written in a text document and the 

description of the APIs of CSPs are written in another text 

document. Then using text similarity in natural language 

processing, the APIs that satisfy the requirements in the text 

document are identified. 

 

Keywords— Cloud service providers, Service Level Agreement, 

Natural language processing, Application programming interface, 

text similarity 

I.  INTRODUCTION  

Many web applications, mobile applications and 

internet businesses are using cloud computing environment. 

Small-scale businesses, technical giants and entrepreneurs opt 

for cloud computing for their applications. Cloud computing is 

delivery of IT services like data storage, computation, network 

resources, hardware and software resources which are 

provided by a third party vendor. The clients use these 

services and pay based on usage. The third party vendors who 

provide these services are called cloud service providers 

(CSP). These CSPs provide Application Programming 

Interfaces (APIs) that help to develop applications. 

  Many businessmen and entrepreneurs who wish to 

establish their online businesses opt for cloud computing. 

There are many cloud service providers. Each of these service 

providers have their own set of APIs to provide services. An 

application does not need all the services of a CSP for 

developing it. More over opting for all the services of the CSP 

makes the consumer to pay for the services which he does not 

need and use. Hence the developer of the application should 

know what services the application should provide and in turn 

what APIs of the CSPs are required to implement these 

services. Going through all the APIs of different CSPs 

manually is tedious, time consuming and error prone. In order, 

to overcome it, a method has been proposed that automatically 

matches the APIs of different CSPs with the requirements of 

the user. This method can be used as a recommender system 

that recommends the APIs to the developer of the application 

based on the requirements of the businessman. 
 The system is trained with the description of APIs of 
different CSPs. The businessman lists a set of requirements in 
the Service Level Agreement (SLA). The SLA is given as an 
input to the system. Both the APIs training set and the 
requirements list is pre-processed to extract the keywords 
individually. Using similarity measure, the APIs that match the 
requirements in SLA are fetched. 

The paper is organized into five sections. Section I gives the 
introduction to the topic. In section II, relevant work has been 
surveyed. Section III gives the methodology of the proposed 
work and section IV gives the results of implementation of the 
proposed work. Section V includes the conclusion. 

II. RELATED WORK 

Many researchers are carrying out their studies to 

improve the text similarity and to improve the performance of 

the information retrieval systems. 
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[1] The authors use natural language processing 

techniques to extract knowledge from various cloud service 

providers to from knowledge base from text documents. [2] 

The authors discuss the existing methods for search operation 

such as inverted index, its limitations. They also propose a 

new method such as interval list to store and process indices 

that reduces the storage space. 

Maake Benard Magara, Sunday O. Ojo , T. Zuva [3] 

try to find out what algorithms and what combinations of 

metrics of similarity can be used to optimize the search 

operation to recommend the relevant articles in a research 

paper recommender system. The authors used non-linear 

classification algorithms with text similarity metrics. 

Marouane Birjali, Abderrahim Beni-hssane and M. 

Erritali in [4] propose an approach for measuring similarity 

between documents in a large corpus. The proposed approach 

was compared with other previous methods using MapReduce 

algorithm. It was found that the new MapReduce algorithm 

outperformed the previous ones with its running time and 

value of text similarity. 

Chaobo He, Yong Tang, Feiyi Tang and Atiao Yang 

in [5] discuss the disadvantages of traditional approaches of 

document similarity and present a new structure of distributed 

inverted index, the algorithms based on MapReduce model 

and the architecture of cloud computing platform. 

Experiments have been carried out using the proposed 

approach and the results show that this approach is effective 

for computing similarity of large documents and is scalable 

also. 

Yilin Feng, Jie Tang, Meilin Liu, Chongjun Wang 

and Junyuan Xie [6] propose a two step similarity measure of 

documents in on GPUs in CUDA environment. The results of 

the experiments show that the proposed approach solves the 

problem faster than the existing methods. 

Sung-min Kim and Young-guk Ha in [7] present a 

method for finding similarity between movies with the help of 

movie scripts. The new method is about matching the 

documents using cosine similarity measure which overcomes 

the traditional matching keywords. 

  P. Vigneshvaran, E. Jayabalan and K. Vijaya in [8] 

developed a tool to calculate the similarity between key and 

source documents in a corpus. The experiments were done on 

the assignments submitted by the students to test the students’ 

modesty. The tool can be used to find the similarity index of 

documents and remove the duplicate documents from the 

repository. 

  Ashraf S. Hussein [9] in his paper propose a content-

based method to analyse document similarity and visualization. 

Kishore Varma Indukuri, Anurag Anil Ambekar and Ashish 

Sureka [10] in their paper propose a method to find similarity 

analysis between two different patents using natural language 

processing techniques. The authors also built a GUI tool for the 

same. 

Taeho Jo [11] in his paper propose a version of K Nearest 

Neighbour that considers similarity among attributes to 

compute similarity between feature vectors. 

Qamar Mahmood, Muhammad Abdul Qadir and Muhammad 

Tanvir Afzal [12] in their paper propose a method to find 

document similarity by using semantic social network analysis 

techniques on RDF graphs of citations of research papers. 

Sun Park, Dong Un An and Choi Im Cheon [13] in their paper 

propose a document clustering method which uses weighted 

semantic features and cluster similarity.  

Xiaojie Yu, Xiaojun Chen and Jinqiao Shi in [14] present a 

vector based document similarity and a new protocol which 

uses latent semantic analysis. 

III. METHODOLOGY 

The methodology consists of two modules namely 

pre-processing and pattern matching. The APIs help file 

consists of the description of APIs of different CSPs that are 

available in their web pages. 

  Fig. 1. Shows the architecture diagram of the system. 

In this the system is trained with the APIs of different CSPs. 

The input to the system is the SLA document which consists of 

the requirements from the businessman. Both the documents 

are pre-processed to extract keywords from them. Then the 

common keywords from both these documents are identified in 

the pattern matching. 

Fig. 1. System architecture of the system. 

A. Pre-processing module 

Fig. 2. Represents the pre-processing of training data. 

The input is the APIs help file. The content for this APIs help 

file is obtained from the description or documentation pages of 

the APIs of different CSPs. The steps performed in pre-

processing are as follows: 

a) Sentence tokenization: 

The input document consists of a number of 

sentences. It is necessary to process each sentence in 

the document. So the content of the document is 

divided into its constituent sentences. The sentences 

are stored as keys of a dictionary like data structure. 

For example, a document may contain 10 sentences, 

the number of keys in the dictionary data structure is 

10 which are the same sentences in the document. 

b) Word tokenization: 

The sentences obtained from the previous 

step is given as input to this step. A sentence is 

usually made up of a number of words. In order to 
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find the list of common words between two 

documents, it is important to break the sentences into 

words. So each sentence is then split into its 

constituent words. 

For example consider a sentence “A boy is playing 

with dogs”. The result would be an entry in the 

dictionary where the key contains the sentence and its 

values will have the words – “A”, “boy”, “is”, 

“playing”, “with”, “dogs”. 

c) Stopword removal: 

Words like “a”, “an”, “the” and others 

which are frequent are not considered important. 

Such words are called stopwords. These words do not 

contribute for pattern matching as they do not carry 

any special meaning. Such words are removed from 

the document. 

For the above example, this step will remove the 

words “A”, “is”, “with” from the value set of the 

dictionary. 

d) Lemmatization: 

The words usually have prefixes, suffixes 

and will be in one of the eight different parts of 

speech.it will be easier to compare the documents if 

their constituent words are in the same form. So it is 

important to normalize the words. So each word in 

the document is converted into its root or base form. 

For the above example the words “boy”, ”playing”, 

“dogs” are converted into “boy”, “play”, “dog”. 

 

The output of pre-processing is the keywords 

extracted from the APIs document. These keywords are stored 

as values of the dictionary whose keys are the sentences in the 

APIs help file. Similarly, the SLA document is given as input 

file which consists of the requirements needed to develop the 

application. The document consists of sentences where each 

sentence is a requirement. This is also pre-processed to obtain 

the keywords from each requirement. And the result is stored 

as another dictionary where the keys are the sentences 

(requirements) in the SLA document and the values are the 

keywords extracted from these sentences. These two 

dictionaries are then given as input to the pattern matching 

module. 
 

    Fig. 2. Pre-processing of training data. 

B. Pattern matching module 

Fig. 3. Shows the pattern matching process where the 

keywords from both the input SLA document and the APIs 

help file are matched to fetch the required APIs. 

The keywords obtained from the pre-processing of 

APIs help file is stored as a dictionary like data structure 

where the keys contain the APIs’ names and the values 

contain the corresponding APIs’ keywords. And the SLA 

document is stored in a different dictionary where the keys 

contain the sentences (requirements) and the values contain 

the keywords extracted from that sentence. The pattern 

matching technique involves finding the common keywords 

between the two dictionaries.  

  An intersection of the keywords in both the 

dictionaries is performed and stored in another dictionary. If a 

requirement in the SLA contains a threshold number of 

keywords that are present in the API dictionary’s value set, 

then those corresponding APIs are the ones that match with the 

requirements of SLA. These APIs are fetched as the required 

APIs to the businessman. In the experiments conducted the 

threshold number of keywords that are matched is set to two. 

 Fig. 3. Pattern matching 

IV. RESULTS 

APIs of Google Cloud were given as the APIs help file and 
a sample SLA document with ten requirements was given as 
input to the system. The system returned the APIs for five of 
the given requirements correctly. Figure 4 shows the result 
which shows a resultant dictionary which has the requirements 
that found matching APIs as keys and values as the respective 
APIs. 

   Fig. 4. Result of sentence tokenization. 

Fig. 4. Shows the result of sentence tokenization where the 
content of input SLA document is split into sentences. 
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Fig. 5. Result of keyword tokenization. 

Fig. 5. Shows the result of keyword tokenization where the 
sentences in the input SLA document is split into its constituent 
words. 

 

  Fig. 6. Result of Lemmatization. 

Fig. 6. Shows the result of lemmatization where the words in 
the input SLA document are converted into their root forms. 

 

Fig. 7. Screenshot of APIs. 

Fig. 7. Shows the APIs that matched with the requirements in 
the given input SLA document. 

V. CONCLUSION AND FUTURE WORK 

This paper proposes a method to match the requirements in 
an SLA document with the APIs of different CSPs. This 
system is useful to the developers who develop the application 
with cloud computing. It reduces the time taken to manually 
select the required APIs. It can be used as a recommender 
system by developers to match the requirements needed to 
develop an application with the APIs of different CSPs. 
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Abstract—  

Electricity is fuel for today’ s automated world, in near 

future scarcity of electricity will be major problem for all 

developing countries. Dependency on fossil fuel will not be 

feasible option and hence, people around world started 

deploying renewable energy sources on a larger content. 

The DC microgrids are serving the purpose by 

interconnecting the renewable sources to the power 

system. Proper management of renewable energy sources 

can be accomplished by using DC microgrid. But DC 

microgrid suffers from a disadvantage of energy efficiency. 

In the proposed method bus voltages are deployed for 

shifting modes thus does not require additional 

communication channel for controlling the grid voltage.  

 

Keywords — Autonomous DC Micro grids, Power control, 

Bus signaling, Bus Management, Renewable sources, etc. 

 

Introduction  

Smart grid and microgrid will be the future of electricity 

distribution. Hence, researchers worldwide focus improving 

efficiency, performance and automated operation of these 

grids [1]. Pilot projects in few parts of world in been 

implemented for power generation, distribution and 

consumption in small area by forming microgrid [2][3]. There 

are various possibilities for operation of the microgrid either it 

can be part of the grid or standalone system. Stand alone 

systems may suffer from various disadvantages and frequent 

outages if energy demand is not met properly. Energy 

management systems will be a essential component for power 

sharing and maintaining voltage profile in microgrid. 

Traditional techniques use MPPT algorithms in case of wind 

and PV, in this case battery is treated as slack and leftover 

power is used for charging battery. However, overcharging of 

the batteries must be prevented to avoid damage to battery 

terminals. Normally, constant voltage –  constant current 

charging is been used considering operational constraints of 

wind system.  To regulate operations in this environment non 

linear control strategies with power curtail options may be 

deployed for controlling microgrid. Standalone DC microgrid 

are widely accepted as they possess few more advantages over 

other kinds of network e.g. no need of complicated control 

strategies and other AC electrical system parameter. 

Centralized controller for controlling operation of the grid is 

better option for optimal operation of the various parameters. 

It suffers from the disadvantage of dependence on 

communication link. Moreover, in traditional grids droop 

control is implemented which gathers local information but 

doesn’ t have capacity to utilize microgrid resources 

optimally.  The mentioned drawback can be overcome by 

using DC bus signaling method (DCBSM) was tried but failed 

as it was not capable of considering battery status. Condition 

of state of charge is taken care by primary control on DCBSM. 

Secondary control is designated for adjustment of bus voltage. 

In case of DC microgrid battery is responsible for regulating 

the bus voltage, system reliability may deficit. Decentralizing 

operating regions is done through primary control DC bus 

voltage, along with coordination with secondary control midst 

various devices.  In this case surplus generation is dealt using 

dump loads. In this paper various deploys different control 

strategy considering DC bus voltage variation to maintain 

voltage profile under continuously changing generation and 

storage condition. DC bus voltage is been used to read the DC 

microgrid status. Two different control loops are used for 

optimizing the system parameters and to improve efficiency.  

 

I. . SYSTEM STRUCTURE 

 

DC microgrid stability is accessed by measuring DC bus 

voltage level [4]. Voltage source converters used in grid acts 

as slack terminals for regulating the voltage of microgrid. 

System shown in fig.1 is considered for simulation and 

developing hardware, system has two ADCMGs far from one 

another and has considerable line resistance between them.  

Each ADCMG equipper two photovoltaic systems and 

batteries are used to represent any other equivalent renewable 

energy source and storage device. DC loads are generally 
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resistive in nature and also treated as constant power load 

(CPL), which are interconnected by using DC-DC converters. 

By using DC-DC converters we can ensure fixed output power 

irrespective of fluctuation in DC bus voltage. Photovoltaic 

systems are connected directly to DC bus by using boost 

converter.  For connecting storage devices and batteries bi -

directional devices are used. Interconnection of ADCMG is 

done with DABC for interfacing. DABC ensures isolation 

between two systems and also has high frequency feeding 

capacity in both the directions along with transformer (high 

frequency). The transformer uses the H-Bridge converters for 

producing the high frequency AC from DC. Ideal location of 

placing DABC would be near to low voltage DC system, so 

the losses can be avoided and communication can be made 

faster. Bus voltage data obtained from line between two 

ADCMG’ s. If this line experiences open circuit fault voltage 

is measured at C1 (i.e. V’ a). In this case V’ a is also utilized 

for BDC triggering at ADCMG1. If connection between both 

ADCMG is healthy then current flowing through the line is 

being measured to know the voltage drop (i.e. xp1 x R). To 

obtain the voltage at ADCMG1 V’ a can be added to DABC 

high voltage side.  This facilitates power exchange without 

any communication link.  

 

II. POWER CONTROL AND MANAGEMENT STRATEGY (PCMS) 

The coordination of the grid is achieved by voltage as a signal 

to the coordination system. By Coulomb method of counting, 

the SoC is given by:  

 

…………… (1) 

 

Where 

SoCi→ Instantaneous SoC 

SoC0→ Initial Capacity 

CN→ Nominal Capacity 

ibat→ Battery current 

δ → Loss coefficient (Range 0.98 – 1) 

 

By controlling the charging and discharging current SoC can 

be limited.  

 

 
 

Figure1.Interconnection of two ADCMGs 

Working of ADCMG is divided into five zones depending 

upon bus threshold voltage as shown in Fig. 2 

 

Zone-1 (Balanced power mode):  

In this zone power generated by photo voltaic systems is less 

or equal to load PL1 in ADCMG1. Hence, batteries are any 

other storage device if any remains idle. Little fluctuations in 

load will not switch on storage units as a system is designed to 

sustain small fluctuations or load variations. Voltage 

regulation at a constant point is not possible in this case. As, 

reference voltage is missing, hence voltage varies between 

VaH1 and VaL1. Power exchange between two ADCMG is 

not done in this mode.  

Status of various units in ADCMG1 are given by 

 …………. (2) 

Where  

Pbat1→  ADCMG1 Instantaneous battery power 

 
Zone-2 (Battery discharging mode):  
Power produced by photovoltaic systems cannot meet 

demand, bus voltage cannot be maintained. Once bus voltage 

falls below threshold voltage Val1, then power is derived from 

the storage systems to fulfill the demand. Battery power 

maintains the bus voltage in limit by using bus regulating 

mode. If ADCMG2 has excess power, ADCMG1 may absorb 

without reverse transfer of power.  

ADCMG1 conditions is expressed as 

 

               …………… (3) 

 

 

 
 

Figure2. Proposed PCMS between two ADCMGs 
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Zone-3 (Battery charging mode): 

Power generated by photovoltaic is more than the demand, in 

this condition voltage Va increases due to availability of 

surplus power and reaches up to VaH1 this charges the 

battery. Battery is charged to maximum limit till it fully 

charged. In this case ADCMG1 will not exchange power with 

ADCMG2. At the same time it can absorb the power Vb and 

Vbh2 and battery in ADCMG1 is not fully charged.  

 ………… (4) 

 

Zone-4 (Power deficit mode): 

If the demand is more than the battery charging rate, system is 

in zone-4 of operation. Battery has a capacity of draining the 

power when operated continuously. ADCMG1 can import 

proper from ADCMG2. In case 2, power is not taken from 

ADCMG2.  

Case1:  

ADCMG1 always check status ADCMG2 for availability of 

surplus power by measuring bus voltage Vb. In the same way 

voltage Va gives status of ADCMG1. If 

=VbH2& ≤VaH1, power flows from ADCMG2 to 

ADCMG1 by DABC. 

Transferred power pushes the ADCMG1 for operation at 

various operating points dependent on imported power 

(pimp1) in region 2 as shown in fig. 3. Operating modes 

equations are explained further.  

……. (5) 

 

Case2: Here, power transferred from ADCMG 2 to 1 is not 

sufficient or zero. It leads to load shedding in ADCMG1. The 

main cause is decrease in voltage beyond permissible limits. 

The insertion of the voltage by means of renewable generation 

could help in this situation to restore the voltage level. The 

case is expressed as:   

          

      ….. (6) 

 

5) Zone-5 (Excess power mode):  

Operation of this mode is further divided into two groups, 

depending upon ADCMG1 exporting excess power and 

without exporting excess power.  

 

Case1:  

There are ways to operate in this mode either excess 

generation or drop in load. If excess power remains in grid bus 

voltage will start rising. ADCMG status is been monitored by 

measuring its bus voltage. If ADCMG2 goes into excess 

power state (i.e. Vb≤VbH1), it causes the flow of power from 

ADCMG 1 to 2.   

 

 

Case2:  

This is similar to earlier case with little difference where 

ADCMG2 will not be capable to absorb the surplus power 

available at ADCMG1 which increases the bus voltage (Va). 

If the bus voltage Va above threshold voltage VaH2, control 

loop will change and all photovoltaic system will change 

operation from the MPP to bus voltage regulating mode which 

increases VaH3.  

 

Mathematical equations of ADCMG1in zone5 is given by 

 

…… (7) 

 

Where  

Pexp1→ power (instantaneous) exported from ADCMG 1 to 

2.  

VPV1→ PV voltage reference  

 

III. SIMULATION RESULTS 

Model of the implemented system is shown in fig.3. It is 

simulated on real time digital simulator (RTDS) for validating 

with PCMS. System is implementation is done on 

RSCAD/RTDS. 

 
Figure3. Simulation Model 

Representation of critical and non critical load is mentioned to 

the system. This discrimination is needed in order to shed non 

critical load in power crisis situation. Proposed PCMS is 

explored for different operating situations of ADCMG which 

also includes the extreme environmental situations of battery 

and grid.  

 

A. Individual DC Micro grids 

Different operating parameters of ADCMG 1 are depicted in 

fig.4. The batteries are having the voltage above cut off 

(lower) by small amount. Each zone has a voltage bandwidth 
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of 10V and tolerance limit of 5% of the nominal bus voltage. 

From the fig. 4 it is observed that generated power and 

demand is same in time period between 0 to t1 which is 

indicated as operating zone -1. In this mode bus voltage varies 

in upper and lower limit. At t1, power in grid is more than the 

demand, which charges the battery and it starts regulating bus 

voltage Va up to VaH1. Catastrophic change in load demand 

happened at 2t which  impels the battery charging current to 

outstrips saturation limit, which causes rise of V since excess 

generated electrical power is not accepted by other ADCMG 

or any load. This causes PV mode to change in bus regulation 

mode and photovoltaic system changes state from MPP to bus 

regulation mode as shown in fig.5, typical zone -5 operations. 

Incorporated PV control bus voltage controls the regulated bus 

voltage up to time period 3t. At 3t bus voltage gets lesser than 

VaH2 due to fall of PV power with decay in irradiation. This 

causes zone-3 operation and same is visualized in time period 

3 t to 4 t. At time 4 t, rapid increase in load causes the zone-2 

to appear. 

 

 
Figure4. Parameters of ADCMG1: (a) Bus voltage, (b) 

Irradiation, (c) PV output power, (d) Battery output power  

 

 

Figure5. Parameters of ADCMG2: (a) Bus voltage, (b) 

Irradiation, (c) PV output power, (d) Battery output power  

TABLE I 

SIMULATION PARAMETERS 

 

Components Parameters ADCMG1 ADCMG2 

PV Capacity Maximum 

power@1000W/m2 

4.5kW 750W 

Battery Capacity 10AH 10AH 

Nominal Voltage 90V 22V 

Nominal grid 

voltage 

Rated Voltage 380V 48V 

Voltage 

Thresholds 
 410 54 V 

 400 52 V 

 390 50 V 

 370 46 V 

 360 44 V 

DC Load Fixed load 1kW 200W 

 Variable load 2kW 300W 

Line 

parameters 

Resistance ® 0.15Ω 

 Inductance (L) 0.24mH 

 

In time period t4 to t5 demand is more than the generation 

excess needed power is provided by the batteries or any other 

storage devices in the system. The execution of load shedding 

is done at 6t as load is more than power in grid, shedding a 

load will bring ADCMG in normal condition.  Time period 5 t 

to 6 t depicts the operating zone-4. Once load is shed, it is in 

zone-2. ADCMG2 operates in coordination with ADCMG1. 

 

CONCLUSION 

A well harmonized, multivariable continuously monitored 

NMPC control strategy is demonstrated in this paper for 

getting optimal EMS in microgrid. Bus signaling method is 

used for PCMS, implemented PCMS system is mainly used 

for DC grid power flow and between ADCMG’ s. Two 

microgrids of 380V and 48V are considered for simulating the 

environment in real time simulator. Developed simulation is 

operated in normal and extreme conditions and simulated and 

same results are obtained on developed hardware. Developed 

system gives isolation and improves reliability of the system.  
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Abstract—As technology is growing at fast rate, things are
getting connected with each other through internet thus produc-
ing huge amount of data that need processing. Cloud computing
provides the processing, storage and analysis of the collected
data, but inspite of the fact that cloud usage is increasing rapidly
still, there are various limitations such as unreliable latency, lack
of mobility support and location awareness. High redundancy,
high communication bandwidth and latency adds extra burden
to process the data at the cloud. Fog devices located at the edge of
the network solves these problems by processing the generated
data locally closer to the end devices and hence avoiding the
transmission latency and network bandwidth by not sending each
and every bit of information to the cloud for processing. In this
paper offloading policy at the Fog layer is proposed and it is
also discussed how the Fog computing is efficient than Cloud
computing in terms of latency.

Index Terms—Priority, offloading, arrival rate, service rate,
Queue.

I. INTRODUCTION

The Internet of things is the interconnection of physical or
virtual devices having sensing and networking capabilities and
which can be accessed from anywhere through internet.IoT is
increasing at a very rapid rate and thus sensing data from
the environment that needs processing. The processing of the
data can be either done in the IoT devices themselves or can
be outsources to the cloud or the fog. The IoT devices as
such are resource constraint devices, so to process the big
data locally at the IoT devices is not an efficient way. The
Cloud rich in resources provides the services from the pool of
resources based on the demand of the users that can be easily
accessed or released with the minimum effort [1]. But due
to the various limitations like centralized approach, location
unawareness, lack of mobility, multi hop distant from IoT
node, huge bandwidth requirement cloud cannot be effectively
used to process this big data generated by the IoT devices.
So the need for another computational model arises, the Fog
computing, which includes Fog devices like gateways, routers,
access points etc was coined by Cisco [2]. It provides various
services as like in cloud, but the Fog devices are resource
constraint as compared to the cloud by having limited storage
and processing capabilities. So the both cloud and the Fog
cannot be used independently due to their limitations, they
had to be used aggregately so as to maintain the quality

of service. Kevin Ashton coined the term internet of things
in 1999 [3]. Since then growth of IoT has increased in the
exponential manner and is predicted by some major companies
[4] [5] [6]. Offloading is the transfer of computational work
from one device to another inorder to reduce the time of
execution. Various work had been done by various authors, In
[7], authors considered a three level architecture comprising of
IoT level, Fog level and the cloud level. very level consists of
multiple nodes and they are aggregated into various domains.
The tasks can be either processed in IoT layer locally or can
be send to the Fog or Cloud layer, internally Fog nodes can
process requests or can forward the requests to other Fog nodes
depending upon the estimated waiting time. They have consid-
ered centralised and distributed mode of interaction between
Fog nodes. In centralised mode , a central Fog node controls
ooading decision and interaction between Fog nodes. All the
Fog nodes send their estimated waiting time to the centralised
Fog node and the central node distributes that information
to all the Fog nodes present in the domain, the estimated
waiting time information is storing in the reachability table
of every node. When the decision about the offloading has
to be taken, the nodes looks into the reachability table and
offloads to that node which has the least estimated waiting
time listed in the table. In the distributed mode of interaction
a distributed protocol is used to distribute the state information
of nodes to each and every other neighbouring Fog node.
A reachability table is maintained comprising the entries of
estimated waiting time and round trip time. A best neighbour
is selected which has the minimum estimated waiting time
and half of round trip delay. When a task is submitted to
the Fog node, if the estimated waiting time is smaller than the
threshold, then the task is processed by that node otherwise the
node offloads the task to its neighbouring nodes. If the ooad
limit is greater than the number of times task is offloaded,
the task will be forwarded to the cloud. In [8] transmission
delay and power consumption are considered as parameters in
fog cloud system. A tradeoff between these two parameters
is proposed. It is shown that fog computing outperforms
cloud computing by saving communication bandwidth and
reducing service delay. GBD and Hungarian algorithm are
used for solving optimization problem. In [9] a fog computing
model and an offloading policy which effectively improves the
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performance of the system is proposed. Offloading policy takes
both energy and execution performance into consideration and
they both need to be improved at the same time. In [10],
Two layered architecture for Fog computing is considered,
comprising of Fog nodes and Fog access points. Fog nodes
are battery powered and are less computationally, storage and
range powerful than Fog access points. Fog access points are
connected to electrical supply and to the higher computational
powers. Tasks submitted to the Fog nodes can be either
processed locally on that Fog node or can be offloaded to the
neighbour Fog nodes or can be offloaded to the Fog access
points in range. The main of the paper is to select the amount
of task or data that is to be offloaded to the candidate nodes in
order to minimise the total energy consumption and the task
processing delay. Firstly the Fog nodes are classified into low
power and High power Fog nodes based on the amount of
energy left within them. Secondly the low power Fog nodes
offload their portion of task to either high power Fog nodes
or to the Fog access points depending upon the coverage
area. Thirdly the portion of task that is to be computed
locally is calculated keeping node energy consumption and
task processing delay into consideration. Lastly the portion
of task that is offloaded is calculated by considering the data
rate and the amount of data to be offloaded. In [11],main focus
is on the communication between the Fog nodes. Fog nodes
can communicate with each other within specific range, they
have computational and storage capabilities and are battery
powered. A cluster base offloading scheme is proposed, in
which Fog nodes are classified as Fog cluster heads and
Fog cluster members based upon the amount of energy left.
Fog cluster heads have more left energy than Fog cluster
members. There can be many clusters in a fog layer. Each
cluster consists of one cluster head and many cluster members.
Cluster members can offload their tasks to their cluster heads
for computation. The fog nodes are classified into High power
Fog nodes, Medium power Fog nodes and Low power Fog
nodes using a quantile function based on the remained energy.
Fog cluster heads can be selected from either High power
Fog nodes only or from the high power Fog nodes first then
from Medium power Fog nodes. Fog cluster members can be
selected from either Low power Fog nodes only or from the
Medium power Fog nodes then Low power Fog nodes. After
selecting the Fog Cluster head, if there are no Fog cluster
members remained then a cluster is formed with a single node
performing local computation. The clusters are periodically
updated because the Fog cluster heads will spend energy in
computation of offloaded tasks and by updating Fog cluster
head can be selected as the next Fog cluster member due to
reduction in its energy. In [12], offloading in cloud and fog
servers using hybrid policy is proposed. Tasks are allocated
in such a manner so that total energy and processing delay
is minimised. Offloading problem is solved by breaking the
problem into four sub problems based on delay and energy
efficiency. It is observed that the proposed policy performs
better than conventional schemes. In this paper we study the
delay minimisation in the Fog computing by formulating the

offloading policy of centralised approach. Same offloading
policy is applied for both Cloud, Fog and IoT layer and finally
we will compare the delay obtained at different arrival rates.
The remainder of the paper is organised as follows: section II
will discuss the system model, in section III we will discuss
the mathematical model concerned, section IV discusses the
evaluation and results and finally in section V we will have
the conclusion and future work.

II. PROPOSED ARCHITECTURAL MODEL

We are considering the three layered architecture consisting
of lower IoT layer, middle Fog layer and top Cloud layer. The
data generated by the sensors is collected at IoT layer and
can be either processed or offloaded to the upper levels for
processing. Each layer consists of multiple nodes, the data can
be offloaded to any node depending upon the offloading policy.
Each node has a queue associated with it. We are considering
the centralised approach for offloading, from among n nodes
a node is choosen as a coordinator depending upon which
node receives receives request or the node which is at least
distance from the data generating device. The rest n-1 nodes
respond to the coordinator with their estimated waiting time.
The waiting time in the queue plus the service time of the
request forms the estimated waiting time. The coordinator
will take the offloading decision depending upon the waiting
time, the task is offloaded to the node with least waiting time.
The work of the coordinator is only to take the offloading
decision. If all nodes respond with the same waiting time,
then any node is chosen as candidate for offloading. If all
nodes are unreachable, then the task is offloaded to the cloud
for processing. In case if the coordinator fails, the node with
the least waiting time is chosen as coordinator. Tasks received
by any node are forwarded to the coordinator for offloading
decisions. In our offloading policy the tasks are offloaded
based on the estimated waiting time and priority of the task.
We divide the tasks in two types: type 1 of high priority tasks
or class 1 tasks and type 2 of low priority tasks or class 2
tasks. Class 1 tasks has got priority over class 2 tasks. If the
class 2 are are in processing stage and class 1 tasks arrive at
the system, the class 2 tasks are pre-empted and class 1 tasks
are processed first. The processing of class 2 tasks are never
carried out when there are class 1 tasks in the system. System
is implemented by the single server Markovain queuing system
with infinite capacity. Requests generated by the devices are
either processed locally within the micro controllers at the IoT
layer like Arduino or the requests can be offloaded to the Fog
or Cloud layer.

III. MATHEMATICAL MODEL

In our paper we are implementing same offloading policy
for all the layers, so the equations to calculate the delay will
be same for all the layers. Let N represents the set of nodes,
all the nodes are assumed to be homogeneous:

N = n1, n2, n3, ..........nN (1)
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Fig. 1. Architectural Model.

We will choose among these N fog nodes a coordinator
depending upon which node receives the request. All other
nodes respond to the coordinator with their estimated waiting
time. In order to model this we will consider a single server
pre-emption priority queue model for the coordinator and
rest of the nodes. We are classifying tasks or requests into
two types, high and low priority tasks. Each request arrives
according to the Poisson process having data rates λ1 and λ2
respectively. We have chosen the single queue for high and low
priority requests. The service time for each class of requests
are assumed to be independent with service rate µ. It is called
M/M/1 because of memoryless property [13] [14].
The system is stable if:

ρ1 + ρ2 < 1 (2)

Where ρi = λ
µ , i = 1, 2

The service of the class low priority requests is never carried
out if there is a request belonging to the high priority class;
means that class 1 request has absolute priority over class
2 requests. When class 2 requests are being processed and
class 1 request arrives, the class 2 request is pre-empted and
the system proceeds with the class 1 requests. The interrupted
class 2 request is fed back to the system and is processed only
when there are no class 1 requests in the system. Both class
1 and class 2 follows the first in first out queuing discipline.
Average time class 1 requests are processed in the system is
given as:

W1 =
1

µ− λ1
(3)

or W1 =

1
µ

1 − ρ1
(4)

Where W1 is the average time a request of class 1 spend in
the system [11][12]. As class 2 requests are effected by the

class 1 requests, so average time a request of class 2 spends
in the system is given as:

W2 =

1
µ

(1 − ρ1)(1 − ρ1 − ρ2)
(5)

Where W2 is the average time a request of class 2 spends in
the system [3]. Total delay in coordinator is given as:

Pcd = W1 +W2 (6)

Other n-1 are modelled same as the coordinator by single
server markovanian queueing system. The total delay for each
node is given as:

P = W1 +W2 (7)

Total delay for a system is given as:

Ptotal = Pcd + Σn−1
1 pn (8)

Average delay for the system is given as:

Paverage =
Pcd + Σn−1

1 pn
n

(9)

In case of Fog and Cloud computations, tasks need to be
transmitted across the network so there is addition of the
transmission delay.

RTT (ms) = 0.05 ∗ distance+ 5 (10)

where RTT is round trip time

Td =
RTT

2
(11)

Therefore equation 10 can be written as:

Paverage =
Pcd + Σn−1

1 pn
n

+ Td (12)

IV. RESULTS AND ANALYSIS

Simulation is performed in MATLAB and Simulink. System
is analysed at different arrival rates and transmission delay for
fog and cloud is taken as 0.5 seconds 2.5 seconds respectively
[10].
We have considered a single queue for both types of tasks. It
is observed that when the arrival rate of the tasks or the jobs
from the IoT devices are lower, Fog layer processes the tasks
in least period of time or with the minimum delay because
the transmission delay for the Fog layer is lower than that of
Cloud. No doubt Cloud had huge processing power but at the
same time has got larger transmission delay. Processing the
data at the IoT layer by IoT devices themselves is inefficient
because they have got least processing power among the
Fog and Cloud. When the arrival rate is increased beyond
threshold, the cloud will efficiently handle the data because
the Fog devices have got limited storage and processing
capabilities, when the arrival rate is increased beyond threshold
the queue length will get increased and hence will add to
the delay which would be much larger than the transmission
delay of the Cloud, hence Cloud performs better. So inorder
to efficiently handle the data or to maintain the quality of
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Fig. 2. when λ1 =0.2 and λ2 =0.4

service we have to make the use of both Cloud and Fog layers
aggregately.
Case A: whenλ1 = 0.2 and λ2 = 0.4
λ1 and λ2 are the arrival rates of the high priority and low

priority tasks respectively. As we can see from the figure 2
that the fog computing outperforms cloud and IoT computing
at this arrival rate.

Case B: when λ1 =0.4 and λ2 =0.2

Fig. 3. when λ1 =0.4 and λ2 =0.2

Here we have taken arrival rate of high priority task greater
than low priority tasks. Stop time for simulation is fixed as
1000 seconds and from the figure 3 it is observed that fog
computing outperforms.

Case C: when λ1 =0.3 and λ2 =0.3
When the arrival rate of both the tasks are same, it is

observed that the fog computing still outperforms the cloud
computing and the computation at the IoT layer as shown in
figure 4.

Case D: when λ1 =0.3 and λ2 =0.52

Fig. 4. λ1 =0.3 and λ2 =0.3

Fig. 5. λ1 =0.3 and λ2 =0.52

At this arrival rate fog computing outperforms as shown in
figure 5.

Case E: when λ1 =0.3 and λ2 =0.53

Fig. 6. λ1 =0.3 and λ2 =0.53

At this arrival rate there occurs small flactuations in the
waiting time as shown in figure 6.

Case F: when λ1 =0.3 and λ2 =0.54
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Fig. 7. λ1 =0.3 and λ2 =0.54

As we observe from the figure 7 that at this arrival rate,
cloud computing outperforms the fog computing because the
service rate of fog computing is lower than cloud computing.
Cloud computing can easily handle the increased traffic rate
due to its huge computational power. It is observed that upto
arrival rate of 0.83 (λ1+ λ2), the fog computing outperforms
and when the arrival rate is increased beyond 0.83, the cloud
computing efficiently handles the traffic and outperforms. So
0.83 is the threshold up to which fog computing efficiently
handles the traffic.

V. CONCLUSION

Fog computing has resulted in the making the system the
system more efficient by minimizing the delay. We analyse the
delay at different data arrival rates at three layers of IoT, fog
and cloud. It is found that when the arrival rate is below certain
threshold computation at fog layer produces minimum delay
and when arrival rate overshoots limit or when number of
tasks overshoots the threshold, the cloud computing efficiently
handles the traffic and produces minimum delay. So to build
an efficient system we need to have a mixture of both Cloud
and Fog computing. In future one can compare this model
with some existing model and compare the results, one can
analyse the system.
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Abstract—This paper discusses a Help Spot System as a 

senior design project. Nowadays, the education organizations 

have become huge and divergent. Finding resources and tools 

that are related to the subjects is challenging for students. 

Therefore, a website work as a communication medium 
between students, alumni and faculties will help to solve the 

problem by letting them stay in touch whenever they need 

anything related to their major. To develop Help Spot system, 

we use latest technology and components such as, Beaglebone, 

Smart Door Latch, Logitech Webcam. This design was found 
to satisfy the project objectives and solve the problem in the 

shortest period of time. Based on the requirements three 

alternatives design were generated as a solution for the project 

problem. The first and second alternatives is about using three 
tier architecture and fortify. The 3rd alternative is the best 

solution which consists of a website, mobile application, and a 

locked locker to provide a self-delivery option. Moreover, the 

website is adaptable for different screen size. Automatic 

monitoring and guaranteed malware removal and open source 
programming languages are used. Along with several features 

such as chatbot. 

Keywords—help spot, QR code, website, mobile app, 

communication, lockers, web-based services. 

I. INTRODUCTION 

Each year and semester there is a batch of graduates and 

a new batch that come to the university. Each new batch used 
to struggle just to find college supplies related to their major. 

This is due to many factors like rarity of items, high cost 

textbooks, etc. Basically, students should have relatives or 
friends who have studied the same subjects as they will, so 

they can buy needed supplies as used products with much 
lower cost, or borrowing it for free, which is not always the 

case! Also, if a  student wants to order books from Amazon 
or any other online stores, it may take long time to be 

delivered. So, there is a need for an effective communication 

medium between students and faculties to help them stay in 
touch whenever they need anything at any time. This 

problem is usually overcome by exchanging the needed 
resources within the college, communicate with older 

students through social media, and order the needed 
resources from abroad. All these solutions are temporary and 

inefficient. The most efficient and effective way is to 

automate the process of exchanging items to follow 
kingdom's 2030 v ision and enhancing the progress of E-

government by contributing in E-commerce . the problem 
can be tackled by implementing an online store that provide 

the ability of offering/selling items from one side and 

borrowing/buying items from other side. The organization of 

the paper is as follows: Section 1 introduces the problem, 
section 2 discussing the exit ing technologies in the field, the 

next section describing the baseline design of the product, 

the following section is about the approach and the results of 
the project and the last section including the references. 

II. LITERATURE REVIEW 

A. Websites 

Website is information and documents that can be stored 

and accessed through the Internet that help people to connect 

with large audience. The first website was created in 1991 by 
Tim Berners-Lee[1], Since then approximately one billion 

sites have been created for a huge variety of purposes. Every 
website has a unique (URL) to provide easy access to it. 

Websites are constructed using Hypertext Markup Language 
(HTML), a specialized language mixture of human language 

with computer-centric coding. Most sites contain of one page 
or more, depending on the website purpose. Designers create 

and develop websites with a vast array of features according 

to user requirements. Once a website is completed, it must be 
launched onto the World Wide Web to make it accessible to 

the public [2], [3] . 

The first World Wide Web was conceived in 1989 by 

British physicist Tim Berners-Lee. Berners-Lee devised a 
method to allow the exchange of information with people via 

computer network. By 1991, he has created the first Website 

in history, which introduced his vision for a World Wide 
Web that would link informat ion across the globe. Although 

this website was simple and pragmatic, it demonstrated the 
enormous potential of Berners -Lee's creation. Since then 

governments, businesses, schools, and individuals added 
their own sites to the network of publicly shared information, 

such as Yahoo, Google, Amazon, IMDb, and eBay [2]. 

The early 2000s brought with it an increase of support for 
CSS language, which allowed for the separation of content 

and design. Along with this, the ability to create a good 
website entailed far more than just knowing how to write the 

code. Accordingly, a science of website design has arisen. 
This gave greater creativity to web designers and developers. 

It made websites easier to maintain (less code and 
complexity), more flexible, and quicker to update. 

Ultimately, the designer needs to study every design 

element in such a way and to bring the most relevant content 
to the user in the most efficient and effective way. People 
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want to access information to find what they need at any 

time, so any site that makes this job easier for a user, the user 
will be benefited [4]. 

 By September 2014 one billion active websites could be 
found on the World Wide Web. After only two decades from 

the publication of first website, online shopping has 
established itself as an irreplaceable component of any good 

marketing strategy. Nowadays, websites help in performing 

various tasks like registration, purchase, payments, etc. In 
addition, websites provide an easier way for customer 

service. Websites can contribute to reduce customer service 
costs, saving time and money, and providing more 

information. Likewise, the education field, facilitate services 
between students, faculty, administrative staff and visitors, 

provide valuable academic information and services to its 
users without any difficulty [3]-[5]. 

 The following Table is about implemented websites in 

real life that let people to lend their stuff for other people to 
borrow it by lower cost. 

TABLE I 
ADVANTAGES AND DISADVANTAGES OF EXISTING WEBSITES 

Project 
Peerby 

website [6] 

Advantages 

- Enables 
people to 

borrow from 

their 
neighborhood. 

- Save money. 

- People can 
borrow form 

Peerby 

anything they 

need. 

Disadvantages 

- Not 
supported by 

English 

language. 

- Delivery 
service is not 

available in 

the lending 

process 
  

 Ultimately, how websites started simply  for the purpose 

of communication between people, to these days where one 
website can provide a lot of services that make life easier. A 

website is online and access ible 24 hours a day and can sell 
products at any time. 

B. Mobile Applications 

 “Enterprise applications have the reputation for being 

business and educational tools. However, with the success of 
platforms such as iOS and Android, consumer expectations 

have raised the bar on what constitutes an acceptable user 

experience. Enterprise apps are now starting to feel the 
impact of this renewed focus on ease of use and visual 

design. Recent initiatives inside of IBM have launched IBM 
into a new world  where it is no longer sufficient for an 

enterprise app to be merely functional. With our new focus, 
apps must also be easy to use, visually appealing, and 

engaging” [7]. 

 The five major platforms in developing mobile 

applications are: Android, iOS, RIM (Blackberry), Symbian, 
and Windows [8]. For developing their apps, all these 

platforms use some C programming language and/or Java. 
Using their own developing environment and programming 

interface. The following Table 2 shows each platform with 
its core language and environment. 

TABLE III 
MOBILE OS PLATFORMS 

Mobile 

Platform 

Core 

Language 
Environment 

Android 
Java or 

C++ 
Eclipse 

iOS (Apple) 
Objective-

C 
Xcode 

RIM 
(Blackberry) 

Java Eclipse 

Symbian C++ 
Multiple 
choices 

Windows C# Visual Studio 

  

 Recent market share information shows the number of 
apps available in leading app stores as of the 1st quarter of 

2018 shown below in Figure 1. This alone shows that 
Android and iOS are the leaders platforms in mobile apps 

industry. 

 

Fig. 1  Number of apps available in leading app stores as of 1st quarter 
2018 [9] 

 To narrow the options more,  Table 3 below shows a 
comparison between Android and iOS platforms. 

TABLE IIIII 
COMPARISON BETWEEN ANDROID AND IOS 

 iOS Android 

Development 
Environment 

Freely 
Available 

Freely 
Available 

Annual Fee 99$ Free 

Technical 
Support 

Paid Free 

Mobile 

Device 
Emulator 

Available Available 
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 By means of this, all the elements pointed to Android 

platform as the most appropriate developing environment for 
students and beginners due to how affordable it is [10]. 

 The following Table shows similar mobile applications 
related to universities, books, supplies, and education which 

are the scope of our project. 

TABLE IVV 

ADVANTAGES AND DISADVANTAGES OF EXISTING APPLICATIONS 

Project 

My college 
bookstore [11] 

Marketplace  
[12] 

Student desk 
[13] 

Advantages 

-Tracking the 

status of the 
bookstore 
orders.  

-Browsing 
articles about 

tips and advices 
for college.  

-Renting date 
reminders  

-Variety of 

items to be 
traded.  

-Searching by 
community.  

-Ability to rent 

or exchange 
books.  

-Availability of 
communities  

Disadvantages 

-No 

communication 
between the 
bookstore and 
students. 

-No 

communication 
between the 
bookstore and 
students. 

-No 

communication 
between the 
bookstore and 
students. 

  

 To solve lack of communication within universities, our 
project aims to be the medium of communication between 

students, which the previously mentioned mobile apps does 
not provide. Furthermore, all supplies can be can be offered, 

not only text books. In conclusion, our goal is to provide 

better services that previously implemented mobile 
applications and avoid their disadvantages. 

C. Electronic Lock System 

The most important thing to secure the self-delivery 

service’s process is providing a secured place/locker for 
delivery and receive the items have been sold. Only a 

specific person must have access to the locker, so the best 
way to secure it, is an electronic lock system. 

 Electronic lock systems depend on controlling a small 
motor connected to the door bolt by an actuator. The motor is 

controlled by an electrical impulse, which may be triggered 

in many ways, such as a keypad, or a QR reader. This means 
that the electronic door lock will not start the motor-driven 

actuator until it has received the expected electronic input 
[14]. 

Keypad lock is an electronic lock for use with lockers 
assigned for transitory or permanent use, it has a keypad for 

entering a pre-selected sequence of digits. It has two modes: 

transitory mode and a longer term assigned locker mode. In 
the transitory mode, it is programmable for each use, the lock 

shifts a latch to the locked position on a firs t entry of a 
sequence chosen by the user and retracts the latch to 

unlocked position when the same sequence is re-entered by 
the user. A subsequent user of the locker (when unlocked) 

can enter any sequence of digits desired. In the mode of a 
longer-term assigned locker, the electronic lock is 

programmed by the user, and the same combination is 

retained as long as desired. In this mode, the selected 
sequence is used only to unlock, with the latch or mort ise 

being spring-biased. The construction of the electronic lock 

is modular, easily fitting on nearly all contemporary locker 

designs, retained by only a few screws [15]. 

 Many improvements have been made to keypad locks; 

one of the highly advanced locks is WIFI Smart Lock, as 
shown in Figure 2. It gives the user both wife-connected and 

no-internet lock control. But either way, the user should 
change the password each time manually, as he desires. 

 

Fig. 2  WIFI Smart Lock [16] 

 A QR code (quick response code) is a type of 2D barcode 

that is used to provide easy access to information through a 

smartphone, using a barcode reader app. Figure 3 shows an 
example of a QR code. 

There are two types of QR code: static and dynamic 
codes. Static codes have used to disseminate information to 

the public, as what often displayed in advertising materials 
everywhere, while the dynamic codes are more functionally 

and can be edited by the code owner [18]. 

 

Fig. 3  QR Code Example [17] 

 A great feature of QR codes is that they can be auto-

generated, in contrast to keypad locks, which make the QR 
code reader lock more preferred to apply in the “Help Spot 

System”. The QR code-based Door Lock System is a QR 
reader lock project. It used a simple web interface; approved 

users are added to the system via their email addresses. Once 
added, these users are sent a QR code via Email, that when 

held up to the system, allows them to unlock the door. After 

each scanning, the QR code will be exp ired and a new one 
will be auto-generated and sent to a specific person [19]. 

D. E-commerce 

Electronic business or as it is known as E-business is 

“the process of buying and selling goods or services 

electronically rather than using conventional means” [20]. 

One of the functions of E-business is E-commerce, it 

involves commercial transactions done using an electronic 
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transmission medium and requires the use of a website. E-

business is the broader concept including pre-sale and post-

sale efforts, while E-commerce is the narrower concept and 

is restricted to buying and selling. In general, E-business is 

any electronic transactions, such as: in formation exchange 

which subsumes E-commerce. There are many applications 

of e-commerce, including online retailing, online banking, 

electronic markets, online auctions and others. 

“Electronic commerce improves the efficiency and 

effectiveness of business, governments, and not-for-profit 

agencies” [21]. The ability to conduct business all over the 

world 24/7 is a major advantage of being online. “According 

to the U.S Department of Commerce, between December 

1998 and August 2000, the share of American households 

with Internet access jumped from 26.2% to 41.5%. In 2000, 

more than half of U.S houses had PCs” [21]. A ll these 

factors have encouraged E-business and E-commerce in the 

last decade. For example, Nestle was one of the init iating 

companies in leading the E-commerce revolution. Peter 

Brabeck- Letmathe, CEO of Nestle, believes in this 

transformation and calls the process “E-revolution” [22]. 

 

E-commerce sites are either pure E-business, such as 

Amazon, or they have an E-commerce presence, such as 

Wal-Mart stores. The backbone of E-commerce is the 

Internet. Simply, it can be referred to as “network of 

networks” [21]. There are many popular services available 

on the Internet that support E-commerce p rogram and 

enhance E-business, such as: E-mail, discussion groups, 

Internet Relay Chat (IRC), Instant messenger and others. 

The popularity of e-commerce has increased due to the 

rapid development of the Internet which has motivated 

companies to enter the online market [23]. In the era o f 

speed, E-commerce has impacted the community positively. 

There are many advantages of E-commerce which can be 

identified by three types. These include perceived economic, 

relationship-related, and strategic benefits. The speed and 

automation of the E-commerce applications help to improve 

the efficiency in the business process. Which directly affects 

the economy in a positive manner, including the reduction 

of transaction costs, admin istrative expenses, and time - 

saving from a faster trading cycle. Internet applications can 

increase and enhance trading partner’s productivity and 

increase their capability to communicate globally  [23], [24]. 

Despite the advantages of E-commerce, it may carry 

enormous risks for both retailers and customers. In fact, the 

travelling of information over the internet passing through 

many inter-mediat ing nodes before reaching the final 

destination is still a nightmare for many people. 
 

III. PRODUCT  BASELINE DESIGN 

A. Block Diagram 

The block diagram describes the process that happen to 

Help Spot system starting from developer and end with 

achieved goal of system. 

 First of all, the developer creates a database using SQL 

server store and retrieve information in a  way that is accurate 
and effective. The Website is going to be programmed using 

Visual Studio and C#  language. The website has Several 
features: Responsive which mean have one design but is 

adaptable with any screen size, Chatbot that answers all 

customer’s doubts, Search engine optimization-friendly since 
it displays a search history for each user. GoDaddy is 

response about hosting and security of the website. The 
mobile app is connected to the same database for the website 

and is going to be programmed using Xamarin and C# 
language. Second stage the seller will register to website as 

seller then offer and item in the Website and select the 

payment method after getting approval from admin. In other 
side the buyer will register to website as buyer and then 

choose item, there will be contact between seller and buyer 
to decide the delivery method. Third stage is locker secured 

with QR code, the locker has a camera that scan QR code 
and translated into string and compared if it is identical the 

locker will be opened otherwise nothing will happen. When 
the item gets purchased and delivery method is selected to be 

self-service a QR code will be sent for seller and buyer, 

therefor seller will put the item in locker using that QR code, 
and buyer can take the item from locker by using same QR 

code after that QR code will be expired. By the end of this 
process the goal of Help Spot will achieved since we get 

Effective Communication. 

B. System Description 

 The initial design of the circuit consists of beagle bone 
board powered by a 5V power supply, with a webcam 

connected to it through its USB port, in addition to an 
electric door strike connected to its pins. Also, there are two 

LEDs, green and red connected to the board pins with 

resistors. The user who owns the QR code will scan it using 
the webcam. If the QR code was valid, the green led will turn 

on and the electric door strike will turn on for few seconds, 
then it will turn off automatically. In case the QR code was 

invalid, the red led will turn on till the user scan the valid QR 
code. Figure 5 shows the circuit initial design. 
 

 

Fig. 4  The block diagram of the system 
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Fig. 5  The circuit schematic of the project. 

 The following flowcharts are explaining the flow of the 

system, and how the software and hardware parts are 

connected. The flowchart shown in Figure 6 can be applied 
on both website and mobile application, which starts by 

checking whether the user is registered or not. If registered, 
the user will be redirected to the home page, then for each 

role, an action can be taken. The admin can approve the 
offered items by the sellers, sellers can offer items for 

purchasing or borrowing in addition to selecting the payment 

method. Finally, buyers can search for an item according to 
certain categories, after selecting an item, the delivery 

method can be selected after coordinating with the seller. No 
need for coordinating with the seller about the delivery 

method if the method used is self service delivery, because a 
QR code will be generated and sent to both buyer and seller. 

After generating the QR code, it will be sent through WIFI to 

the beagle bone board to be compared with the scanned QR 
code by the camera after translating it to a string. Finally, 

once the scanned QR matches the one stored in the beagle 
bone board, the locker will open to put or pick up items. The 

hardware part process is shown in Figure 7. 

 

 

Fig. 6  Flowchart for QR code lock process 

 

 

Fig. 7  Flowchart for website/mobile application process 

C. Impact of the Engineering Solutions 

 Impact assessments are to assess impact of Help Spot 
system to ensure the system are economically viable, socially 

equitable and environmentally sustainable.  

 Implementing this system will provide effective 

communication between students in the campus to help them 
stay in touch whenever they need anything at any time. 

 The benefit of applying Help Spot system is more 

efficient in saving data from lost since all the data through 
the years are saved in database. Also, the website will save 

time, reduce effort since there is no need for more than one 
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admin  responsible about all process in website, paper 

transactions will be canceled, so a lot of wastes will be 
reduced. Moreover, the delivery method will reduce 

pollution that come from transportation since the supplies 
can be received through campus. 

IV. APPROACH AND RESULTS 

This project is a  system that consists of three main parts, 

website, mobile application, and secure locker. It aims to 

provide an appropriate medium to exchange, sell, and buy 

study resources for university students. The website and 

application allow the user to add items for sale and buy 

them; while the website provides a feature of self-delivery 

service, which is made through the locker after choosing the 

credit card as the payment method.  

The idea of the locker is that it is locked by a QR code 

that is sent to the customer. Th is code will be valid for one 

scan only. After the scan, a new code is generated and 

becomes ready to be sent to the next customer. The one-scan 

validation makes the locker safe  enough to send and receive 

items between customers  

. 

 

Fig. 8  Help Spot website home page 

 

 

 

Fig. 9  Help Spot mobile application home page 

 

 

 

Fig. 10  Secured locker connection 

 

V. CONCLUSION 

The project aims  to solve the student’s problem of 

spending a lot of money on the needed supplies, from books, 

tools, to resources that are related to their field. Usually the 

students prefer to borrow these supplies from the o lder 

students within the university, but the lack of communication  

between the students will make this process harder. 

Hopefully, this system will help the students and faculties to 

find whatever they need whenever they want. There are 

many recommendations to improve the system in the future 

and make it  capable to serve more customers efficiently. 

These suggestions are as follow: Targeting the educational 

bookstores as partners to provide books and sell them v ia 

Help Spot System. This will make the system’s items rich  

with useful books for students, partnering with a delivery  

company to provide delivery service with revenues, making  

Help Spot System services available for other universities 

students. 
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Abstract—Keeping in mind the advancement of implementing 

the A-EVs on road, this project includes designing of a control 

system for a 4 wheeled autonomous electric vehicle using 

MATLAB/Simulink environment. The vehicle can travel to a 

predefined destination avoiding obstacles coming its way. The 

features and algorithms required to developed the robot is 

illustrated. MATLAB and Simulink environment is an ideal 

platform for developing such kind of projects. A typical scenario 

is shown to demonstrate the functionality of the robot. 

Autonomous electric vehicles come with their own procs and cons. 

Huge investment has been made by automobile companies to 

come over A-EV’s limitations and make a breakthrough in the 

automobile industry. 

Keywords—Automation; four wheeled chassis; Arduino Mega 

2560; rechargable battery; MATLAB/Simulink ; DC dual axis gare 

motor, SHARP IR sensor. 

I.  INTRODUCTION  

Human life is dynamic. One of the greatest invention for 
the modern world is vehicle undoubtedly. The recent research 
of the transportation says that the main medium of travelling 
through the world is car and there are more than 900 million of 
passenger car moving on the track throughout the world. The 
self driving cars may be interpreted as the upgraded versions of 
our current vehicles that are competent enough of taking over 
control from the driver under certain situations. Robotic cars 
that are highly automated do not possess steering wheel or 
pedals that are installed for the driver. Fast development in 
electric vehicles has been leading to the need for the academic 
& industrial world. With hike in server environment problems 
around the globe, exploration of extraction of energy from 
undepletable has become a censorious topic. An essential part 
of transportation in the 21st century, vehicles are pervasive but 
also one of the main cause of pollution. Overall electric 
vehicles have an added advantage over the petroleum vehicles 
of being more hygienic, more energy efficient and 
environmentally friendly. Smart grid technology has become 
universal and is playing a major role in advancement of 
autonomous electric vehicles. Huge financial investment has 
been made by automobile manufactures around the world for 
research and abiding changing technology. The combination of 
an autonomous and battery powered vehicle has proven to be a 

breakthrough in automobile industry. Today thriving 
developers both hardware and software specialised are  
involved in sensors, plotting, machine learning, advanced 
assistance systems for drivers, car pool platforms & neural 
networks for transportation. Autonomous Electric Vehicles (A-
EVs) use AI, next-generation batteries and other  technologies 
and could transport passengers more efficiently, without the 
need for drivers or fossil-fuel-driven internal combustion 
engines (ICEs).Some of the autonomous electric cars in the 
industry today are: BMW Vision iNeXT, Volvo 360c, Renault 
Ez Ultimo, Chrysler Electric CARJAM TV, Mercedes Vision 
EQ etc. The thesis addresses developing an autonomous 
electric vehicle prototype. Keeping in mind the advancement of 
implementing the A-EVs on road , this project includes 
designing of a control system for a Four wheeled autonomous 
electric vehicle using MATLAB and Simulink environment 
that is capable of detecting obstacles and avoiding it in order to 
reach its destination. The core control mainly consists of 
controlling the motors speed and direction. Models to achieve 
the objective are developed in Simulink environment using 
Simulink tolls and packages. 

A] POTENTIAL BENEFITS AND PROBLEMS OF AUTONOMOUS 

ELECTRIC VEHICLES 

         Automobile quality includes a set of benefits, like 
freedom of transportation for those that will afford to possess 
the automotive or perhaps shared automotive pools. 
Amusement technology like video screens, music etc. might be 
used by the driver without causing any hinderance in driving. 
Human drivers knowing or unknowingly tend to break rules 
and risk their lives, however autonomous cars can adapt each 
road rule and denote ordinance. Traffic jams and bottlenecks 
can reduce drastically in urban areas due to eminent 
coordination hence commute times will be reduced drastically. 
Poor navigation and driving fatigue would be things of the 
past. Those people who have difficulty driving such as the 
differently abled , elderly voters, and children would be able to 
travel alone safely. Along with efficient travelling comes 
benefits of cost cutting, lower fuel consumption else use of 
renewable resources like battery in electric vehicles and 
reduced negative impact on the environment. 
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         A self-driving automobile would be unaffordable for 
many individuals accounting over $100,000 according to 
sources. There is a possibility that bus drivers, cab drivers like 
Uber or Lyft etc may tend to loose their posts as autonomous 
vehicles come into picture. Also minor crash in the computer 
like a glitch would simply cause a threatening accident than 
something human error may generally experience. Navigating 
crowds, pedestrians and deciding human intention on road 
baffles the vehicle under certain conditions and puts it in a 
position to take decisions that may be out of its scope. Snow 
interferes with cameras and heavy rain with roof mounted 
Laser sensors. Hence change in weather condition can hinders 
its smooth operation. The infrastructure and road system would 
doubtlessly need major customization for autonomous vehicles 
to collect data and run on them, for example Traffic lights 
,caution light, street lights, would need upgrading. Hackers 
getting into the vehicle software, fetching the driver’s location, 
personal detail and administrating and affecting the cars 
functioning would be a major concern and will violate the Data 
Protection and Privacy laws. 

B]  LEVELS OF AUTOMATION 

SAE classifies automation in 6 levels, explained below: 

 

  
 

Figure 1 – Levels of automation flow chart 
 

C]  AUTONOMOUS VEHICLES IN VOGUE 

     Waymo has been acknowledged as a leader in the 

autonomous vehicle technology. It originated as a project of 

Google in December 2016 it become a subsidiary of Alphabet 

Inc. In April 2017, Waymo started a self-driving taxi service 

trial in Phoenix, Arizona. It uses LiDAR for navigation. 

Constant upgradation and transformation of the vehicle 

brought into picture new sensors and chips that are less 

expensive to manufacture, wipers to clear the LiDAR system 

and cameras that improve visibility. Waymor began designing 

its own LiDAR as a part of in house manufacturing of self-

driving hardware. It eventually reduced its dependency on 

suppliers that lead to overall cost cutting. Sensors are used for 
360°view, short range lasers are used to focus on the near 

objects approaching the car, long range Lasers can cover up to 

300 meters. Radars are used to look around the car and detect 

moving objects. As of 2018, Waymo has driven more than 5 

billion miles on road. But still waymo struggles to satisfy 

Level 5 expectations. 

       Tesla created a boom in the automotive industry by 

launching Model S, Model X, and the new Model 3. Tesla 

models do not come under completely autonomous or level 4 

category. It provides a more advanced driver assistance system 

and is of Level 2. In recent times Tesla has started using its 
own custom chip for the Model S and Model X. Also a few 

days back they used it in Model 3. Two different advanced 

driver assistance packages offered by Tesla are: Autopilot and 

Full Self-Driving. The concept of Autopilot incudes an inline 

processing of better control on the steering and at the same 

time monitors the lane disciplines. This is now made available 

as a customized feature in new cars. Given that now this 

feature is included in the cars the price of car is also increased. 

The driverless cars, costs an additional $5,000 (And to be 

more specific, these cars are not completely self-driving). 

Full Autonomous cars includes functions to command, uses 

wayfinding system on autopilot, uses an built-in guidance 
system which navigates a car on and off the highway ramp. 

Once the driver enters a destination for that trip into the 

navigation system, “Navigate on Autopilot” mode can be 

enabled. 

      Uber first announced its intentions of manufacturing 

automatic cars in February 2015. The cars were infused with 

around seven lasers, a Global Positioning System, radar 

detectors and LiDAR. Initially they started their research and 

service in Pittsburgh, where group of researchers were hired . 

They opened a Advanced Technologies Center. Uber couldn’t 

find much luck in this sector as well as in march 2018, an 
Uber self-driving car in Arizona hit a lady who sadly died. 

Companies like Volvo, BMW, Audi have taken keen interest 

and are in race for successfully manufacturing a fully 

autonomous vehicle. 

 

II. LITERATURE SURVEY 

The purpose of my project is to built up a car that can move 
without any driver. It just needs a command from the user and 
it will start moving towards the destination. I have researched 
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about my project and I found some equipment that I need to 
build my vehicle. Some of them are LiDAR, Radar, GPS, 
Sensors etc. RADAR and Ultrasonic sensors will work as the 
sense of the vehicle and provide a remarkable amount of 
information in the range of 750 MB/s, which is more than a 
human driver could even attain. I have referred the paper 
“LIDAR based Perception Solution for Autonomous Vehicles” 
by Domínguez R. to learn more about LiDAR sensing. A 
LiDAR can process a detailed 3D image and 360-degree map 
of the place.  To know more about simulation in Simulink 
reference has been taken from “Electric vehicle drive 
simulation with MATLAB/Simulink” by David McDonald. 
Simulation is a tool that helps develop designs. It reduces the 
overall cost of product development. The design process 
includes constructing models that are capable of performing 
functions. Engineers can efficiently decrease the cost and time 
of the design both by integrating simulation within the design 
process thus companies can complete and validate the designed 
items. Jiajia Chen, University of science and Technology China 
Hefei, China, describes autonomous vehicle as a breakthrough 
in the automobile industry to decrease traffic accidents 
dramatically. The lane detection and changing for an 
autonomous vehicle is important for the system and also to 
generate a new way to pass the front vehicle without having 
any collision and maintaining safe distance. Geetinderkaur, 
Sourabh Joshi, Jaspreet Kaur, Samreet Kaur, Going Driverless 
with Sensors, International Journal of Science, Engineering and 
Technology, Volume 2 Issue 5 June 2014. This paper gives the 
information about the google driverless car.  Google maps 
provides the information about the road, traffic signs etc. the 
second part is the different types of hardware sensors such as 
lidar, video camera, position estimator, distance sensor, aerial 
and computer these sensors are used for obstacle detection.  

III. DESIGN AND SETUP 

A]  SCOPE OF WORK 

         To design a core control system that will autonomously 

drive a 4 wheeled vehicle which allows the vehicle to move to 

a predefined point or destination and avoid obstacles during 

the motion using the information got from sensors which are 
installed in the car. During navigation, if the car doesn’t find 

enough space to pass through the obstacles it must stop there 

itself. The control system will be designed in Simulink 

environment. The vehicle will be battery powered. Core 

control mainly includes controlling the direction and speed of 

each wheel. 

 

B]  HARDWARE AND SOFTWARE USED 

Hardware: Four wheeled chassis kit, Arduino Mega 2560, 

DC 3V - 6V Dual Axis Gear Motor, L298N Dual - H Bridge 

DC Stepper Motor Driver Module – Green, Micro Servo 
motor, Infrared sensor (IR sensor)- SHARP 2Y0A21 F 82  

,Short range (10 to 80 cm) and SHARP 2Y0A02 F 88, long 

range (20 to 150 cm), IR sensor module (10 cm), 

Rechargeable battery, wires. 

 

Software: MATLAB/Simulink 

MATLAB or Simulink environment software is used to model 

the functionality of automated driving cars and also develop 

algorithms of control development and computer vision. Most 

of the companies choose to go with MATLAB and Simulink 
as these platforms provide a better and an fused environment 

that makes it easy for engineers to model and validate 

perception algorithms that collect data from vision, Radar, and 

LiDAR . Sensor fusion technique helps create environment, 

vehicle, and driver models. Simulink, an bonus product to 

MATLAB, provides a synergistic, diagrammatic environment 

for designing, simulating, and scrutinizing of dynamic 

systems. It has a complete library of blocks whose function is 

predefined and utilized to build graphical designs of systems 

using select-and-place mouse operations. Sensor fusion is 

performed using a library of tracking and data association 

techniques including point and extended object trackers. To 
estimate vehicle position and orientation, simulate 

measurements from IMU/GPS sensors, and design fusion and 

localization algorithms. Hence, I have chosen to use Simulink 

environment to develop my model. 

 

 
 

Figure 2- Four wheeled chassis kit along with Arduino Mega 

and L298N motor controller 

 

C]  SKID STEERING SYSTEM 

Skid steering concept is used achieve the principle of driving 

at different speeds in forward and reverse course considering 

the wheels on each side. The main moto behind this is that the 

wheels on the same side should be driven at a similar rate. To 

achieve the zero radius turn in right that is clockwise direction 
the wheels on the DC motor at the left side drives the left 

wheel forward and the wheels on the right side are driven 

backwards as the DC motor spins in the opposite direction. 

The drawback is that moving in a straight path demands that 

wheels on each side to be should turn at the same RPM, which 

can be tricky to achieve.  The advantage of this steering is 

increased grip of the car on the road. 

 

D]  PATH FINDER ROBOT EXPERIMENT 

To configure the control system of the car we first need to 

develop an algorithm based on mathematical formulas and 
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sensor values. In the following experiment two obstacles are 

present at different distances from the car as shown in the 

figure 3. 

 

 
 
Figure 3-Senerio of an autonomous car overcoming 

obstacles 

 

As the car moves forward it senses two obstacles. Using its 

artificial intelligence, it calculates the possibilities to pass 

through. The steps followed for the same are as per the 

flowchart below. 

 

                 
  

                 Figure 4 – Flow chart of the the motor algorithm 

 

In figure 4, the following steps are executed in a series: 

 

1. The car obtains the distance values from the short and 

long range Sharp IR Sensors that are fixed at 

different heights in the anterior section of the car. 

The IR sensor is placed on a servo motor that keeps 

rotating from 0°to 180°continuously. 

2. Let distance between obstacle1 and the car be D1 and 

distance between obstacle2 and the car be D2. Using 

Pythagoras theorem and mathematical formulas 
distance between the two obstacles is calculated,D3. 

3. An algorithm for the car to move forward, reverse, 

left, right, reverse left and reverse right is created. 

4. Time can be calculated for the car, for example to  

move forward time is calculated using speed and 

distance relationship. In Simulink, time is used as a 

signal to trigger the direction of the vehicle. 

i. Time= Distance / Speed 

5. With reference to the diagram, the car first moves 

forward. Based on what distance would be safe for 

the car to take a turn, signal is given to the motor to 

move right. Then maintaining a safe distance from 
obstacle2 and keeping D3 value in mind, the car turns 

slightly towards the left and then moves forward 

again. 

 

IV. IMPLEMENTATION OF CORE CONTROL IN MATLAB/SIMULINK 

ENVIRONMENT 

 

 
 

                  Figure 5- Integration of algorithms in Simulink 

 

  In figure 5, distance and motor algorithms are integrated. 

The motor algorithm consists of state flow diagrams, within 

it logic for the direction of the motor is implemented. It is 

time dependent for toggling from one state to another. 

Output of the state flow is connected to Digital Output block 

whose pin number is connected to the Arduino board. 
 

A] ALGORITHM FOR CONTROLLING THE DIRECTION OF THE 

WHEEL 

 
Figure 6- Direction control system of the vehicle 
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As shown in figure 6 ,distance coming from the short and long 

range IR Sensor is captured when an obstacle is detected from 

0 to 180 degree. Based on the RPM of the vehicle and the 

distance data, time taken to more say foreward is calculated 
that is given as input to the state flow diagram. Within the 

state flow chart logic used for the car to turn in different 

directions is written . It is based on binary values. Transition 

from one state to another depends on input, time. Output of the 

state floe is given to the input of Digital output where the pin 

number is defined . The motor is connected to the arduino 

board via a motor controller-L298N. Hence each wheel has 

capability to turn in different directions. 

 

B] ALGORITHM FOR CONTROLLING THE SPEED OF THE WHEEL 

 

 
                    

                 Figure 7- State flow diagram for speed control 

 

In the above example, Figure 7, the speed of the motor is 

controlled. It is dependent on the distance coming from the 

short-range IR sensor (a). If the distance in between the car 

and obstacle is lesser than a predefined safer distance then the 

car must slow down its speed to say 50 meter/minute. If not 
speed of the vehicle will remain 100 meters/minute. Output of 

the state flow is given to the PWM (Pulse width modulation) 

block whose pin number is connected to the Arduino board. 

Hence Speed can be varied. 

 

 

V. RESULTS 

 
Figure 8- Distance v/s Time graph for SHARP IR sensors 

figure 8 displays the distance of car from the obstacle while 

the IR sensor is moving from 0 to 180 degree. The steep 

changes that occur in the graph are when an obstacle is just 

detected or when the obstacle ends. 

 

 
 Figure 9- Motor control graph displayed on scope for two 

channel output 

 

Output of the motor is displayed on the scope. If the car 

changes its direction the output waveform switches from high 

to low and vice versa. The time period for which the vehicle is 

in one direction, say forward can be easily calculated. In 

figure number 7, the speed of each wheel of the car can be 

changed by changing the RPM value. The PWM values used 
to control each wheel is first found out using open loop 

controller and LN393 (speed measuring sensor). These PWM 

values are used in Closed loop PID controller to control the 

overall speed of the car i.e. all wheels are capable of running 

at a same speed and in the same direction. 

 

VI. FUTURE SCOPE 

In order to archive more accuracy in detecting the distance 

values, LiDAR can be replace IR sensors. LiDAR’s have high 

accuracy and quick response. Even a combination of camera 

and IR sensors can be used to effectively run an autonomous 

car. Image processing may be used to process the distance 
data. 

 

VII. CONCLUSION 

Building a obstacle avoidance robot that uses IR sensors & 

Arduino in Simulink environment is successfully completed. 

Programing the car to Level 2 automation for a prototype 

model is achieved. The car can now detect obstacles that 

comes it way and is able to reach its destination efficiently. 
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Power Quality Improvement Using Unified Power    
Quality Conditioner with Distribution Generation 

 

  

 
 

 
 

        Abstract— In recent scenario Distributed Static 
Compensator (DSTATCOM) resolves the current related 
power quality problems and Dynamic Voltage Restorer 
resolves the voltage related power quality problems. The 
Unified Power Quality Conditioner is the integration of 
DSTATCOM and DVR with common DC link. Due to the 
major advancements in Solar PV systems and its availability in 
reasonable cost at consumer end the world is moving ahead for 
Solar PV system for renewable energy generation. Generally, 
the electrical power to the DC link is supplied from source side. 
This paper presents the UPQC with Solar PV system. In 
proposed system the electrical power is supplied to DC link of 
UPQC using Solar PV system. The proposed system is designed 
and implementation in MATLAB simulink environment. The 
performance of the proposed system is analyzed under various 
conditions of source voltage variation, load unbalanced 
condition. After MATLAB simulation the proposed system is 
implemented in OP4510 Real Time Digital Simulator. 

Keywords— DSTATCOM, DVR, DG, UPQC, MPPT  

I.  INTRODUCTION  

 India is having rapidly growing economy with 1.3 billion 
peoples that facing an immense energy demand. India is the 
fifth in number on the basis of production and consumption 
of electricity. This country is having tremendous scope for 
the generation of solar energy and because of that central 
government of India has derived the solar energy policy that 
contains several guidelines and other aspects. There are 
several countries which are global leaders in solar energy 
generation such as United states, Germany, Japan, China. 
Solar power plants are installed in various regions in India 
and the performance of that solar PV systems is analyzed on 
the basis of various factors like temperature, humidity, wind 
speed, Rainfall and solar intensity in that particular sector [1] 
[2]. 

 Solar power is discontinuous in nature. while connecting 
the solar PV system directly to the power grid without power 
grid management there may be power quality problems 
comes on that particular grid like voltage sag, voltage. For 
the management of solar PV generation in India there must 
be need to improvement of electricity grid codes for the 
satisfactory operation of power grid [3]. Solar PV systems is 
the combination of the various subsystems of solar PV panel, 
power conditioner/PWM inverters, Maximum power point 
tracker. This inverter is of various types like Micro inverters, 
String inverters. As the development in the computer 
technology and reduced in cost proportionally the use of 
software simulating tools rapidly increased. The widely used 
simulation software is MATLAB. For the real time 

performance analysis of the three phase residential solar PV 
system having control based on ANN is proposed in paper 
[4]. This papers explains solar PV generator reconfiguration 
for PV system which is formed by standalone and single 
central inverter driven by conventional MPPT algorithm. The 
effects on distribution transformer due to variable voltage of 
Solar PV system is presented in paper [5]. The 
Interharmonics are observed at the load end in the practical 
solar PV system and this journal presents analysis and 
modeling of the Interharmonics in this [6]. Introduction to 
power quality, power quality standards and monitoring, 
active and passive compensating devices, series and shunt 
compensating devices and loads that causes power quality 
problems are explained in paper [7]. The power electronics 
converter topologies used in various solar PV systems for 
increasing the reliability, cost effectiveness is proposed in 
paper [8]. Due to demand of clean power along with power 
quality improvement device the integrated photovoltaic 
dynamic voltage restorer system configuration is a good 
option. For the control of solar integrated DVR the 
synchronously rotating reference frame theory is proposed. 
Design control and operation of a DSTATCOM is explained 
in paper [9] [10]. The operation of shunt active filter based 
on synchronously rotating reference signal generation 
method is proposed in this journal [11]. 

 A switching signal generation is the main function for 
control of DVR, DSTSTCOM and UPQC. The reference 
signal generation methods are broadly classified into time 
domain and frequency domain techniques. Time domain 
techniques are commonly used because of their lower 
evaluation time and faster operation. The commonly used 
time domain methods are IRP theory, SRF theory. The main 
concern with SRF theory is during load unbalanced condition 
second order harmonic is existing in the d axis of current 
[12] [13]. The IEEE prescribed standards for harmonic 
control in electric power system are proposed in [14] [15].    

II. PROPOSED SYSTEM ARCHITECTURE 

A. Distributed Generation System  

In proposed work the solar photovoltaic system is used 
as the distributed generation. During darkness the solar PV 
system does not give rated voltage or current. Hence PV 
generators are neither be considered as constant voltage 
source or constant current source. If PV generators are 
connected to load it generates current which is called as 
diode current Io and that diode determines the V-I 
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characteristics of the PV cell. The PV array is developed 
with the combination of the series and parallel solar cells. 
This solar cell equivalent circuit is represented in Fig. 1. 
  

       
 
                    Fig. 1. Solar Photovoltaic cell circuit 
 
  The above circuit can be represented in equation  
 

=  ln (  ) -                                  (1)   

 
 Where the symbols are determined as fallows                            
 
  VC: output voltage V. 

  IM: output current A. 

  IO: diode current A. 

  RM: resistance Ω. 

  TC: Temperature C. 

  Iph: photocurrent. 
  K: Boltzmann constant. 
  e: charge. 
   

B. MPPT Circuit  

MPPT system selects the output of the PV cell and 
implement the appropriate resistance for obtaining 
maximum power for particular environmental condition. In 
this paper incremental conductance method is implemented 
and this method design is based on observation of PV 
characteristics of solar cell. The output power from solar PV 
system is given as 

 
              P = V. I                                                                 (2) 
   
   When there is increasing change in voltage and current the 
improved power given in equation 3 and after neglecting the 
small terms, the equivalent equation is given in 4. 
 
          P+ΔP = (I+ΔI).(V+ΔV)                                            (3) 
 
             ΔP = ΔV.I + ΔI.V                                                    (4) 
` 
    At the peak point ΔP must be zero hence the hence the 
dynamic impedance of the source is given as 
 

       = -                                                (5) 

  The MPPT circuit consist converter having very high 
efficiency which selects optimal electrical load for the solar 
PV system.  
 

C. Proposed System for UPQC  

   The UPQC is the integration of voltage quality 
improvement device connected in series and current quality 
improvement device connected in shunt with the system 
which contains nonlinear load. It is used in various 
combinations like right shunt and left shunt UPQC.  
 

 
 
                            Fig. 2. Proposed UPQC system 
 

The presented UPQC is right shunt UPQC. This system 
is having two inverters which are connected successively by 
a common dc link and power to that dc link is fed from the 
supply system through interfacing inductors. The series 
connected transformer is used to inject the voltage induced 
by the DVR into supply system. In the circuit nonlinear load 
is used as the diode bridge rectifier with RL load. Because 
of the switching action of the inverter switches the ripples 
are creating in to the system and to compensate this effect 
the ripple filters (RC filter) is used. The Fig.2. shows the 
proposed unified power quality conditioner circuit. 
 

D. Design of proposed UPQC 

Design of the three phase three wire UPQC consist of 
design of the shunt connected device and series connected 
device ripple filter dc link voltage interfacing inductors. 
 

1) Design of shunt and series connected devices 
 

a) 1.1 Dc Link voltage and bus capacitor rating  
 
  The capacitor is connected to common dc link of two 
inverters and acts as an energy barrier and set up the dc 
voltage for normal functioning of the UPQC. The least value 
for dc bus voltage across capacitor must be greater than two 
times of the maximum value of phase voltage of the system 
where the UPQC is connected. 

                                                                 (6) 

Where   
           m = modulation.   
           VLL = line voltage for inverter. 
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   For calculating the magnitude of the capacitance for the dc 
bus consider the principle of energy conservation. 
 

                                                 (7) 
 
Where 
  Vdc = nominal dc link voltage 700 volts. 

  Vdc1 = least voltage level of the dc link 650. 
  O = overburden 1.2. 
  Vph = voltage 239 volts. 

  Ish= phase current 10 amp. 
  t = time required for dc voltage to come at rated value,20     
       msec. 
  K = constant 0.1.  
  Cdc = 10-3 farad.  
 

b)  Selection of series connected transformer for DVR 
   The voltage rating of transformer is determined by voltage 
to be added and the dc link voltage of the inverter. For 
compensating voltage difference and The turns ratio for the 
series connected transformer is calculated from equations. 
 
          VDVR = X VS = 95.84                                               (8)  
 

     = 3                                                     (9) 
     The voltage and current (VA) rating for series connected 
transformer has calculated 10 KVA. 
 

c)  Interfacing Inductors for DSTATCOM and DVR  
    The selection of interfacing inductor for DSTATCOM is 
depends upon various factors and some of the factors are Fs, 
dc link voltage (Vdcl).  The equation 10 and 11 shows the 
interfacing inductors calculations for DVR and 
DSTATCOM 
 

                                          (10)                                  
                                              (11) 

Where  
       m = modulation index = 1 
       a = overloading factor = 1.2 
       Icr,pp = current ripple = 15% 

       Fsh= switching frequency = 10 KHZ 
       

d) Design of ripple filter  
    The switching frequency for the device is 10 KHz and 
because of that ripples are superimposed in to source 
voltage. To compensates this ripples in voltage the LC filter 
with appropriate time constant is used. The ripple filter 
Rating for DSTATCOM is R=0.2 ohm and C= 20 
microfarad and ripple filter ratings for DVR is R=0.15ohm 
and C= 25 microfarad. 

 

III.  PROPOSED CONTROL ALGORITHEM  

   The control algorithms are mainly divided in to time zone 
algorithms and frequency zone algorithms. Some of the time 
zone algorithms are IRP theory, DQ theory, PB theory, 
ANN theory etc. some of the frequency zone algorithms are 
Fourier algorithm, DFT algorithm, FFT algorithm, wavelet 
transform algorithm etc. The frequency zone algorithms are 
accurate but sluggish and slow response. Hence these 
algorithms are used in power quality monitoring devices 
where the accuracy is constraints and operating time does 
not constrain.  
  For real time control the time domain algorithm is 
preferred because of faster dynamic response. Here the SRF 
control algorithm is used for control operation for UPQC. 
 

A. Control structure for dynamic voltage restorer 

     The series compensator injects the active power in series 
with the system and this power is provided by solar system 
through dc bus of the UPQC. The PCC voltage and load 
voltage is sensed and converted into DQ reference frame 
theory. During the conversion the phase locked loop (PLL) 
block is used for calculating fundamental component of 
PCC voltage. Among the various classifications of UPQC 
UPQC-P is considered for in proposed system. The DVR is 
dealing with active power only therefore reference for Q 
axis component is set to be zero and reference for D axis is 
set as the peak value of the load voltage. 
 

 
                        Fig. 3. Control structure for DVR                
 

For calculating the reference voltage of the series 
compensator the subtraction of load reference voltage and 
PCC voltage is carried out. Again for calculating actual 
voltage to be compensated by series compensator the 
subtraction of load voltage and PCC voltage is carried out.  
To get appropriate reference signal from the control circuit 
the subtraction of reference voltage and actual voltage is 
estimated and output is passed through P-I controller. The 
switching pulse generation for inverter is obtained from 
reference signals passed through the pulse width modulation 
technique (SPWM) method.  
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B. Control structure for distributed static compensator 

 The solar PV system is connected to common bus of 
two inverters and voltage across that bus is maintained 
constant using PI controller. The load current is converted to 
dqo domain and low pass filter is used to estimate 
fundamental component of the load current. Estimated 
currents are then added to other currents which are getting 
from PI controller which are loss current and solar PV array 
current. Adding all the currents that generates fundamental 
reference current I sd*. In this control algorithm active 
power of the current is compensated hence I sq* is kept as 
zero and because of the three phase three wire circuit the I 
so* is also kept as zero.  This above all the fundamental 
reference currents are converted into abc domain and passed 
through the hysteresis current controller. This PWM control 
algorithm compares the reference signals with the actual 
signals and gives appropriate pulses to the voltage source 
inverter. 
 
               I*sq = 0                                                              (12) 
 
              I*so = 0                                                               (13) 
   
             I*sd = ILdf + ILoss – IPvg                                          (14) 

 
   

 
            
                Fig. 4. Control structure for DSTATCOM 
 

IV. MATLAB SIMULATION OF PROPOSED PV UPQC 

    In this study the solar integrated UPQC is designed in 
MATLAB Simulink environment. The result analysis is 
carried out under various conditions. That conditions are 
particularly of source voltage sag/swell condition and 
varying load unbalanced condition. The Matlab simulation 
for Solar PV system is given in Fig. 5. The temperature is 
considered at 30 degrees for the normal operation of the 
solar system. The Matlab simulation for UPQC with 
distributed generation is given in Fig. 6. 
 

 
               Fig. 5. Solar PV system in Matlab Simulink 
 

   
   
              Fig. 6. UPQC with DG in Matlab Simulink 
 
 

A. Under source voltage sag and swell circumstances 

The performance of proposed UPQC with distributed 
generation under source voltage variations (swell and sag 
condition) is introduced in Fig. 7. The series compensator in 
the proposed UPQC with DG system settles the voltage 
across the load to a rated value under source voltage 
variations. The various observed waveforms are source 
voltage, shunt compensator current, load voltage, series 
compensator voltage, dc bus voltage, load current.  

The voltage sag of 0.4 per unit and voltage swell of 0.4 
per unit is considered in the source voltage. In source 
voltage sag condition the series compensator injects 0.4 per 
unit voltage in phase with source voltage and keeps load 
voltage constant at particular magnitude and in source 
voltage Swell condition the dynamic voltage restorer add the 
voltage into source voltage in such a way that the load 
voltage remains unchanged and settles at rated value which 
is 230-volt phase to phase. The source current takes some 
time in microsecond for stabilization. The load current 
nature does not get affected and changed when there is 
source voltage variation. In this condition it is clearly seen 
that there is no effect of voltage sag and swell on DC link 
voltage. The DC link current is increased in voltage sag 
condition and decreased in source voltage swell condition. 
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                                            Time (sec) 
 
Fig. 7.MATLAB  results of UPQC during source voltage variations 
 

B. Under load unbalanced circumstance 

The simulation results of proposed UPQC with 
distributed generation during load unbalance situation is 
presented in Fig.8. Load unbalance condition is generally 
observed in three phase system. During unbalanced 
condition the source current is sinusoidal with unity power 
factor and the effective source current is increased because 
of reduction in total effective load. For making the load 
unbalance the phase C of the load is deactivated at particular 
time. During load unbalanced circumstance the load voltage 
and source voltage remains sinusoidal in nature. These 
voltages do not get disturbed and remains at the constant 
rated value.  The voltage generated in distributed generator 
and DC bus voltage is also not affected during load 
unbalanced condition. The DC bus voltage is remained 
constant at nearly 700 volts. Normally in load unbalanced 
condition the voltage rises but the Dynamic Voltage 
Restorer prevents this voltage rise. From Fig. 8 it can be 
observed that the control circuit for DVR works properly.      
 

 

          
                                            Time (sec) 
 
Fig.8. MATLAB results of UPQC during load unbalance condition 
 

V. REAL TIME IMPLEMENTATION OF PROPOSED UPQC 

    In this study the real time digital simulator OP4510 is 
used for estimating and analyzing the performance of 
proposed solar integrated UPQC. The advantages of real 
time simulator are lowest cost required for hardware, 
increases test functionalities and reduces the personals risks. 
OP4510 has 4 cores with 3.5 GHz Intel processor and 4 i/o 
modules which are analog in (16channels), analog out (16 
channels), digital in (32 channels) digital out (32 channels). 
It also has FPGA version kintex-7 along with the target 
computer having 16 GB RAM and 128 GB SSD. The 
hardware setup of OP4510 is shown in Fig. 9. For 
communication between host computer and target computer 
the communication protocol RS-232 (TCP IP4) is used. The 
software in loop (SIL) and hardware in loop (HIL) 
simulation is performed with the help of OP4510. Fig. 10. 
shows the MTLAB simulation file which made compatible 
with OP4510. In simulation file consist of two subsystems 
which are SM_MASTER and SC_CONSOLE runs at step 
time of 20 micro seconds. 
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             Fig. 9. Hardware Setup of OPAL-RT (OP4510) 
 
    For the communication of two subsystems the OPCOMM 
block is used. The analog signals in HIL simulation are 
taken out from OP4510 by using OPCONTROL block and 
ANALOG OUT block.  
  
 

 
 
       Fig. 10. Implementation of solar integrated UPQC on opal RT      
                    
     The signals which are taken outside are source voltage    
without UPQC and source current without UPQC. These 
signal waveforms are shown in Fig. 11. Fig. 12. The THD 
analysis is carried and the THD comes for source voltage 
without UPQC is 24.58% and source current absence of 
UPQC is 27 % which is given in Fig. 13.  
 

     
 
            Fig. 11. Source voltage on digital oscilloscope  
  

      
  
              Fig. 12. Source current on digital oscilloscope 

  The other two signals are taken outside from OPAL-RT 
that are source voltage with UPQC and source current with 
UPQC shown in Fig. 14. and Fig. 15. THD analysis of this 
two signals are carried out and THD comes for source 
voltage Vs is 0.06% and for Is it comes as 5% which is 
shown in Fig. 16.  
 

       
     
                     Fig. 13. THD analysis of Vs and Is  
 
 

        
 
               Fig. 14. Source voltage on digital oscilloscope 
 

        
 
              Fig. 15. Source current on digital oscilloscope 
 
 
The total harmonic distortion for source voltage with UPQC 
and source current with UPQC is as per the standards of 
IEC61000-3. The THD analysis is carried out considering 
the Matlab generated window in Real Time Digital 
Simulator. 
 
 

        
 
     Fig. 16. THD analysis for Vs and Is after UPQC operation 
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VI. CONCLUSION AND FUTURE WORK 

 
The UPQC with Distributed generation has been proposed 
in this paper. The proposed UPQC model with distributed 
generation has been designed and analyzed in Matlab 
Simulink environment.  The various dynamic conditions for 
system are created at source side and load side. The 
response of proposed UPQC system has been analyzed 
during various system scenario. The proposed UPQC 
system is then implemented in OPAL RT OP4510 
environment. The simulation results are discussed in detail 
and outcome of the simulation shows the proper operation 
of the controller and all the results comes as per the 
IEC61000 standards. 
   The future work for this solar integrated UPQC system is 
the replacement of the Solar system with wind generation 
system or BESS. The new time domain base control 
algorithms can also be applying to the above mentioned 
systems. 
 
                                       
                                          REFRENCES 

 
[1] Om V. Bapat and Vishram Bapat, “An overview of Solar Energy 

Policy of India and Few Prominent Nations in the World,” in 2016 
IEEE 1th International conference on power, electronics, inteligent 
control and Energy systems(ICPEICES 2016). July 2016, PP. 1-6 

[2] Madhuchandrika Chattopadhyay and R Rajavel, “A Comparative 
Study on Performance of a Grid Connected Solar PV System installed 
in the Urban, Rural and Coastal region of India,” 2018 2nd 
International Conference on Inventive Systems and Control (ICISC). 
January 2018, PP. 131-135 

[3] Y. Yang, P. Enjeti, F. Blaabjerg, and H. Wang, “Wide-scale adoption 
of photovoltaic energy: Grid code modifications are explored in the 
distribution grid,” IEEE Ind. Appl. Mag., vol. 21, no. 5, pp. 21–31, 
Sept 2015. 

[4] Yang Sun, Shuhui Li, Bo Lin, Xingang Fu, Malek Ramezani, and 
Ishan Jaithwa, “Artificial Neural Network for Control and Grid 
Integration of Residential Solar Photovoltaic Systems,” IEEE 
Transactions on Sustainable Energy, Vol. 8, no.4, pp. 1484-1495, 
Oct. 2017. 

[5]  Abhineet Parchure, Stephen J. Tyler, MelissaA. Peskin, Kaveh 
Rahimi, Robert P. Broadwater and Murat Dilek, “Investigating PV 
Generation Induced Voltage Volatility for Customers Sharing a 
Distribution Service Transformer,” 2016 IEEE Rural Electric Power 
Conference, pp. 3-11, May 2016. 

[6] Ariya Sangwongwanich, Yongheng Yang, Dezso Sera, Hamid Soltani 
and Frede Blaabjerg, “Analysis and Modeling of Interharmonics from 
Grid-Connected Photovoltaic Systems,” IEEE Transactions On 
Power Electronics, Vol. 99, pp. 1-12, 2017 

[7] B. Singh, A. Chandra and K. A. Haddad, Power Quality: Problems 
and Mitigation Techniques.  London: Wiley, 2015. 

[8] Mahinda Vilathgamuwa, Dulika Nayanasiri and Shantha Gamini, 
Power Electronics for Photovoltaic Power Systems. California: 
Morgan and Claypool, 2015 

[9] Chandan Kumar and Mahesh K. Mishra, “An Improved Hybrid 
DSTATCOM Topology to Compensate Reactive and Nonlinear          
Loads,” IEEE Transactions On Industrial Electronics, Vol. 61, No. 
12, pp. 6517-6527, Dec 2014. 

[10] Avik Bhattacharya, Chandan Chakraborty and Subhashish 
Bhattacharya, “Shunt Compensation: Reviewing Traditional Methods 
of Reference Current Generation,” IEEE Industrial Electronics 
Magazine, Vol. 3, No. 3, pp. 38-49, Sep 2009. 

[11] Bhim Singh and Jitendra Solanki, “A Comparison of Control 
Algorithms for DSTATCOM,” IEEE Transactions On Industrial 
Electronics, VOL. 56, NO. 7, pp. 2738-2745, July 2009. 

[12] “IEEE recommended practices and requirements for harmonic control 
in electrical power systems,” IEEE Std 519-1992, pp. 1–112, April 
1993. 

[13] Lakshmi, Shubh, and Sanjib Ganguly. "Multi-objective planning for 
the allocation of PV-BESS integrated open UPQC for peak load 
shaving of radial distribution networks." Journal of Energy Storage 
22 (2019): 208-218. 

[14] Patel, Ashish, Hitesh Datt Mathur, and Surekha Bhanot. "A new 
SRF‐based power angle control method for UPQC‐DG to integrate 
solar PV into grid." International Transactions on Electrical Energy 
Systems 29.1 (2019): e2667. 

[15] Ye, Jian, et al. "Two-Level Algorithm for UPQC Considering Power 
Electronic Converters and Transformers." 2019 IEEE Applied Power 
Electronics Conference and Exposition (APEC). IEEE, 2019. 

 
 

 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1835



Security for IOT devices using Blockchain 
Sri Harshini Popuri 

Computer Science and Engineering 
Institute of Aeronautical Engineering, 

Hyderabad, India 
sriharshini777@gmail.com 

 

 

Y Mohana Roopa 

Professor, CSE 
Institute of Aeronautical Engineering, 

Hyderabad, India 
ymohanaroopa@gmail.com 

 

Abstract: 

IOT means internet of things. Here as the 

name suggests IOT has turned into a hugely 

developing technology in which billions of 

devices are interconnected by providing 

people with different services. Because of 

this huge connectivity among devices there 

may arise situations that will endanger the 

security and integrity of IOT systems and 

this threatens the security of data which is 

transmitted through those systems. In this 

paper, we will be discussing about the 

security problems of IOT and how they are 

caused. Then we would discuss how a 

widespread technology like block chain will 

provide security to IOT networks. 

Keywords—IOT, Blockchain, Security 

I.   Introduction 

IOT (Internet of Things) is a technology 

which is used to interconnect devices over a 

global network like internet. In this all the 

devices like computers, cameras, sensors 

etc. are considered as a thing and all these 

things are connected to each other and data 

transmission takes place between the 

systems. When data is transferred it also 

need to be stored. For that we would need a 

virtual infrastructure which will be provided 

by the cloud computing. The whole IOT 

thing is a mixture of sensor, networks, 

communication and computing technologies 

and the interconnectivity between them [1].  

The whole IOT thing is a centralized model 

it means that these systems are identified 

individually, and they are provided with 

unique identity numbers, after that these 

devices are connected over internet, and 

services are provided using the cloud 

services. IOT made things simple to use and 

work with. IOT keeps the track about the 

devices, it reduces errors and showcase 

many complex systems into a simple 

structured network [2]. The structural part 

would be explained next. 

II.   IOT Architecture 

 IOT has four main levels [3].  

Perception layer: The first one is 

perception layer. Here the objects or the 

things present in IOT environment are 

recognized. 

Network Layer: After perception layers 

there will be a network layer. In network 

layer a network is formed between the 

objects.  

Middle-ware Layer: The third layer is 

middleware layer where the data analysis is 

done by processing the information. 

Application Layer:  Then in application 

layer data is represented graphically and the 

data is used for creating smart applications 

using IOT. These smart applications are 

used for different purposes like system 
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management and business models can be 

created by using the applications. 

 

Fig 1: Structure of IOT 

All the above-mentioned layer is important. 

The whole working of IOT is based on three 

major components i.e.  

(1) hardware- These contributes the sensors, 

cameras and actuators.  

(2) Middleware- These are the storage and 

computation section of the whole IOT 

systems which is basically cloud and 

analysis through big data.  

(3) presentation- These are the application 

which give user interface to provide proper 

interpretation of the data [4].  

III.    Applications of IOT 

IOT is an important area of technology 

which is grabbing attention from many 

industries [5]. The different domains of IOT 

and its applications are as below. 

Despite of all these applications IOT has 

few challenges which will question the 

security and integrity of the services 

provided by the IOT systems. 

IV.    Challenges faced by IOT Devices 

IOT is a centralized model connecting 

number of devices over a network. It is 

difficult to maintain those billions of 

devices; the maintenance cost will be high. 

 

 

Fig 2: Applications of IOT 

The major problems will be related to 

security of data that is transmitted through 

the network.  During the IOT process data 

should pass through many devices, networks 

and frameworks[16]. All this would 

contribute to threaten the integrity of data. 

Few challenges faced by IOT are 

A. Cost and capacity: 

It will be challenging to maintain the 

devices. As there is exceptional 

growth in number of IOT devices. 
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Garter mentioned that by 2016, 5-6 

million IOT devices are connected to 

each other every day over internet [6]. 

By 2020 the network will increase 

drastically. 

B. Federated architecture: 

The architecture of IOT does not 

have universal policies or standards 

that keeps the design in control to 

provide certain kind of security [7]. 

This scenario leads to denial of 

service attacks, data theft, hacking 

etc. 

C. Inaccessibility to cloud Services: 

Sometimes the cloud services are not 

available due to cyber-attacks, power, 

bugs and many other problems [8]. At 

that time the whole network 

shutdowns as the information is 

present in the cloud system. 

 

D. Privacy issues: 

The information present here in 

cloud is susceptible to be 

manipulated [9]. So that the 

information can be accessed and 

used for inappropriate uses. 

All these problems can be solved by 

providing security to IOT devices using 

blockchain. 

V.    Blockchain Overview 

A blockchain is a digital ledger in which 

blocks are connected and is used for 

transition [10]. Blockchain is a decentralized 

system. The basic concept of blockchain is 

that it is a tamperproof storage used for 

transaction. 

The valid transactions are stored in blocks 

and each block is liked to previous block in 

the chain process. The first block is a 

genesis block and later all the new blocks 

have hash codes and change in hash code 

will take place if already existing block has 

changed information in it. The change in the 

hash code will be visible to all the users in 

that blockchain. This is the reason block 

chain is said to be secured. The structure of 

a block chain is like 

 

Fig 3: Block Diagram of Blockchain 

The structured block chain has an ability to 

create, store and transmit different assets. It 

is tamperproof. Block chain was originally 

designed for transaction of ledger for bitcoin 

[11].  After bitcoin the scope of block chain 

was discovered in many other domains. IOT 

is one of the domains whose security issues 

can be solved by blockchain technology. 

VI. Secured IOT devices using 

Blockchain 

A. Some of the issues of IOT can be 

easily solved by blockchain technology. 

IOT is a centralized model. It will have 

huge infrastructure and the maintenance 

is also high. when it comes to block 

chain it is a decentralized model. This 

decentralized system will eliminate 

failure points and form a précised system 

of network. 

B. Decentralization can provide a peer 

to peer networking [12]. As IOT 
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things are increasing every year 

decentralization is a better option. 

 

 

Fig 4: Differentiating Centralized and Decentralized 

model. 

C. Like IOT the block chain does not 

have a deficient architecture. Here 

the data transaction between the 

devices is secured. The legitimacy of 

gadgets is checked, exchanges are 

marked, and they are 

cryptographically confirmed to know 

whether the inception of the message 

is from the sender itself. 

D. Considering the server failure 

problems in cloud. We don’t have 

any such issues in blockchain 

because the records or identical data 

are on different systems. So even one 

system is down we can retrieve data 

from other systems. 

E. The control of information can be 

recognized and avoided in 

blockchain. The gadgets in 

blockchain are interlocked. On the 

off chance that one framework is 

refreshed. If any system is updated 

the changes will be rejected by the 

system with prior verification. 

F. The cryptographic algorithms which 

are used in the block chain will 

provide proper security to the data 

which we accumulate from the IOT 

devices. 

VII.  Reference Work 

There are different situations where there 

was a threat to smart home devices. Even 

basic devices like smart bulbs, smoke alarms 

are hacked [13]. In this smart home 

technology, the services are vulnerable to 

attacks even though the home gateway 

controls the exchange of packets [14]. The 

blockchain based architecture does 

performance evaluation. Here the actions of 

encryption and hashing takes place. 

Blockchain refers to a baseline method. 

Here IPv6 is used over WPAN as a 

communication protocol [15]. This whole 

thing will be suitable to provide security to 

smart homes. 

VIII.  Conclusion 

Both IOT and blockchain are individually 

contributing a lot. IOT made everything so 

simple whereas block chain is providing a 

great security to financial modules like 

bitcoin. When we combine both 

technologies, the result will be a strong IOT 

system. Basically, IOT is a centralized 

module by decentralizing it the maintenance 

cost can be reduced and security issues are 

taken care of. Blockchain technology can be 

perfect solution for IOT security issues. So, 

IOT which is already a developed 

technology can be more security when it 

uses the Blockchain technology and its 

algorithms. 
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Abstract—Phase shift full bridge (PSFB) DC-DC converters
are used to convert high voltage to low voltage for medium and
high power applications. In this paper a PSFB DC-DC converter
is designed for converting 350 V DC supply to a constant output
voltage of 12 V with a maximum load of 2 kW. It is desired to
satisfy a stringent set of time domain specifications on settling
time, steady state error and peak overshoot ( to be less than
50 ms, 200 mV and 25% respectively) over a wide range of
operating conditions. To obtain this objective, we propose a
genetic algorithm (GA) based PI controller tuning for PSFB DC-
DC converter. Simulation results show that Kp and Ki values
that obtained using GA help to vary the load from 100 W to 2000
W, with steady state error, settling time and peak overshoot less
than the specified limit. The system also supports an input voltage
range from 300 V to 500 V and an output voltage from 8 V to
18 V. Fragility of the controller is analysed and the results show
that controller is nonfragile.

Index Terms—Phase shift full bridge (PSFB) DC-DC converter,
Proportional integral(PI) controller, Genetic algorithm (GA),
Fragility

I. INTRODUCTION

PSFB DC-DC converters are widely used in high power
applications because of their capability to handle higher power
and zero voltage switching (ZVS) due to phase shift modula-
tion technique. ZVS reduces the switching losses and improves
the overall efficiency of the system [1]. High power handling
capacity of MOSFET helps to achieve high power density
[2] and it supports high switching frequency. Use of high
frequency transformer in the PSFB DC-DC converter provides
an isolation between high voltage input side and low voltage
output side. Due to these advantages, they find applications
in renewable energy systems, uninterruptible power supplies
(UPS), hybrid electric vehicles (HEV) and telecommunications
systems [3].

It is important to control the output voltage of PSFB DC-DC
converter according to their applications. Different controllers
are used for controlling the output voltage of DC-DC con-
verter, namely sliding mode controller [4], PI controller, Linear
quadratic regulator controllers [5], Adaptive controller [6] etc.
By using these controllers, system has to satisfy certain time
domain specifications such as maintain settling time, steady

state error and peak overshoot with in certain limit. Most popu-
lar controller used in the industrial application is PI controller,
due to its capability to achieve zero steady state error [7],
better stability and reduced peak overshoot. Different types
of tuning methods such as Ziegler-Nichols frequency domain
method (ZNFDM), Damped oscillation method (DOM) and
Good gain method (GGM) [8] are available for tuning the PI
controller parameters for DC-DC converter. But these methods
may not ensure minimum settling time, steady state error and
peak overshoot. So an optimized tuning method is required to
arrive at the PI controller parameters.

GA is used to find the optimum solution for different
engineering problems [9]. The main advantage of this method
is that it gives global optimum according to the type of
solution required [10]. GA helps to find out the parameters
that optimize the particular objective function. Tuning of PI
controller parameters of DC-DC converter can be done by
using GA method [11]. However most of the papers are
dealing with the tuning of PI controller for single switch DC-
DC converter with not much emphasis on the validation of
time domain specification over the wide range of operating
conditions. During controller design another aspect that must
be taken into account is fragility analysis [12]. Fragility test
helps to find out the robustness of controller against the model
uncertainty.

In this paper a PSFB DC-DC converter is designed for a
maximum load of 2 kW with a nominal output voltage of
12 V. The main aim of this paper is to find PI controller
parameters, that maintain the settling time, steady state error
and peak overshoot with in specified limit for all given
operating conditions. Tuning of Kp and Ki value is done
with the help of GA optimization method and Fragility of
the controller is tested.

The rest of this paper is organized as follows: In section
II a brief description about the working of PSFB DC-DC
converter is given. Section III describes how GA can be
used for tuning PI controller parameters for PSFB DC-DC
converter. Simulation results are given in Section IV. Section
V concludes the work of this paper.
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II. PHASE SHIFTED FULL BRIDGE DC-DC
CONVERTER

Full bridge DC-DC converter which uses the phase shift
between gate signals as the output voltage control technique
is known as PSFB DC-DC converter. Though Increased oper-
ating frequency offers reduction in the size of components
and ripple in the output voltage, it causes an increase in
the switching loss. One of the main advantages of phase
shift modulation technique is that it allows ZVS. ZVS is
achieved with the help of parasitic capacitance of MOSFET
and leakage reactance of transformer. This soft switching
technique helps to reduce the switching losses and improve
the overall efficiency of the system.

Fig. 1 shows the circuit diagram of PSFB DC-DC converter.
It consist of a full bridge inverter having four MOSFETs S1,
S2, S3 & S4, a high frequency center tapped transformer is
followed by a full bridge diode rectifier and an output LC filter.
Each switch has a duty cycle of 50% as shown in Fig. 2. Two
switches on the same leg are turned on complimentarily with
each other. A phase delay is given to the gate signal of second
leg ( for S3 & S4) which is directly proportional to the required
value of output voltage. Fig. 3 shows the primary transformer
voltage and current corresponding to the gate signal shown in
Fig. 2.

Fig. 1. Circuit diagram of PSFB DC-DC converter

Fig. 2. Gate signals of PSFB dc-dc converter

Fig. 3. Primary transformer voltage and current of PSFB DC-DC converter

III. PI CONTROLLER TUNING BY GA FOR PSFB
DC-DC CONVERTER

In this paper output voltage of PSFB DC-DC converter
is controlled by using PI controller, which is governed by
equation (1). Our intention is to find out Kp and Ki values
that minimize the steady state error, settling time and peak
overshoot using a suitable optimization technique. GA can
help to find out the global optimized value for PI controller
parameters.

Pout = KPe(t) + Ki

∫ t

0

e(t)dt (1)

e(t) = setpoint - actual value
Pout = Controller output

A. OBJECTIVE FUNCTION

Most important step in the GA is the selection of the
appropriate objective function. Actually objective function is
an indicator for how well the individual is suited for the given
application. For PI controller tuning the objective is to find out
Kp and Ki values that minimize the difference between actual
output and setpoint. Equation (2) shows the objective function
used for tuning PI controller parameters, in this paper.

ITAE =

∫ t

0

t | e(t) | dt (2)

Where ITAE is integral time absolute error.

B. FITNESS VALUE

PI controller is used to minimize the output error by
minimizing the value of objective function. The fitness value
can be defined as

Fitness value =
1

Objective function
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C. INITIAL POPULATION
First set a lower boundary and an upper boundary for the

parameters to be determined. These boundaries are created in
order to ensure that many of generated parameters do not lead
to an unstable response. Initial population is created randomly
within the boundaries.

Fig. 4 shows the the flow chart of GA optimization method
used to tune PI controller parameters for PSFB DC-DC
converter. At the beginning an initial population is generated
randomly. Next step is the evaluation of generated population
using the fitness function. After evaluation select the individual
with highest fitness value. Selection process is followed by
crossover and mutation. The above process will continue until
it reaches the given number of maximum generation.

Fig. 4. Flow chart of GA optimization method

IV. SIMULATION RESULTS

Table I shows system parameters used for simulating a
PSFB DC-DC converter in the MATLAB/Simulink. Output
filter of the converter is designed for inductor ripple current
of 10 % and 1 % ripple in the output voltage. GA parameters
used for the tuning of DC-DC converter are shown in Table
II.

TABLE I
SYSTEM PARAMETER OF PSFB DC-DC CONVERTER

Parameters Values
Input voltage range 300 V-500 V
Nominal input voltage 350 V
Output voltage range 8 A-18 A
Nominal output voltage 12 V
Maximum load 2 kW
Switching frequency 100 kHz
Inductor 3.75 µH
Output capacitor 6.91 mF

Fig. 5 shows the block diagram of the complete system
which includes PSFB DC-DC converter and control loop.
Here output from the converter is compared with the setpoint
voltage and the error is given to a PI controller.

Controller parameters are found with the help of GA
through offline method. By using GA parameters in the Table
II, Kp and Ki values are obtained as 4.9787 and 4661
respectively. Output of the controller will be a phase delay,
required to reduce the error between actual output and the
setpoint value. This phase delay is given as an input to the
pulse generator.

Fig. 6 shows the output voltage during the load variation.
The input voltage and setpoint voltage are kept as 350 V
and 12 V respectively. Load is varied every 100 ms. Steady
state error, settling time, overshoot and undershoot during each
load variation given in Table III, show that the time domain
specifications are satisfied.

TABLE II
PARAMETER OF GENETIC ALGORITHM

Parameters Values
Population size 20
Maximum Generation 100
Mutation .1 %
Upper and lower limit of Kp [0 5]
Upper and lower limit of Ki [0 5000]

Fig. 5. Block diagram of complete PSFB DC-DC converter system

Fig. 6. Output voltage during load variation
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TABLE III
STEADY STATE ERROR, SETTING TIME, OVERSHOOT AND UNDERSHOOT

DURING EACH LOAD VARIATION

Load Time steady sta- Settling Peak Under
varition (ms) te error time overshoot shoot

(W) (mV) (ms) (V) (V)
1000 0-100 7 3.714 0 0

1000-100 100-200 6 .285 12.282 0
100-1500 200-300 5.58 .78 0 11.569
1500-500 300-400 6 .455 12.291 0
500-2000 400-500 6 .92 0 11.55
2000-500 500-600 6.5 .94 12.476 0
500-1500 600-700 6 .4 0 11.69
1500-500 700-800 7 .62 12.423 0

Fig. 7 shows the output voltage during different setpoint
voltage conditions. Simulation is done for a load of 1500 W
and input voltage of 350 V. In between the setpoint voltage
from 8 V to 18 V, output voltage settles on their respective
setpoint value satisfying all time domain specifications.

Fig. 7. Output voltage during different setpoint voltages

Fig. 8. Output voltage for different input voltages

Fig. 8 shows the output voltage for different input voltages.
During simulation load and setpoint voltage are kept at 1500
W and 12 V respectively. In between 300 V to 500 V input
voltage, settling time of the response is less than 5ms. For an
input voltage of 300 V to 400 V there is no peak overshoot.
If input voltage is 450 V then the peak overshoot is 12.425 V
and if increased it up to 500 V then peak overshoot is 14.852
V. They are within the specified limits.

Fig. 9. Output voltage for different setpoint voltages with increased Kp,Ki

Fig. 10. Output voltage for different input voltages with increased Kp,Ki

Fig. 11. Output voltage for different load with increased Kp,Ki

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1844



It may not be possible to realize the nominal PI controller
parameters, 4.9787 and 4661. So fragility analysis of controller
is carried out by varying the PI controller parameters with in
±10% of it’s nominal value.

Fig. 12. Output voltage for different setpoint voltages with decreased Kp,
Ki

Fig. 13. Output voltage for different input voltages with decreased Kp, Ki

Fig. 14. Output voltage for different load with decreased Kp, Ki

Figures 9, 10 and 11 show the responses of the system for
10% increase in Kp and Ki values. For different load, setpoint
and input voltage, this increased values of Kp and Ki satisfy
all time domain specifications. Figures 12, 13 and 14 show the
responses of the system for 10% decrease in Kp and Ki values.
Here also all the time domain specifications are satisfied for
all given operating conditions.

V. CONCLUSION

In this paper, a PSFB DC-DC converter is simulated using
MATLAB/Simulink and its controller parameters Kp and Ki

are found out using GA. By using a population size of 20
and a maximum generation of 200, Kp and Ki values are
obtained as 4.9787 and 4661 respectively. With these controller
parameters load can be varied from 100 W to 2000 W with
steady state error, peak overshoot and settling time with in
the specified limit. It also gives satisfactory performance for
the variation of the input voltage from 300 V to 500 V and
setpoint voltage from 8 V to 18 V. GA based PI controller
parameter estimation gives a robust response. Fragility test is
conducted by considering 10% increment and decrement in
the nominal controller parameters and the result shows that
controller is nonfragile.
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Abstract—Primary concern of Wireless Sensor Network(WSN)
is energy efficiency. We need to increase the life span of the
WSN. This work we uses the Unscented Kalman Filter (UKF)
for reducing the communication energy cost of cluster based
wireless sensor network. For transmission of data will require
1000 times more energy than computation. So for reducing
this transmission UKF algorithm is used. The proposed UKF
algorithm will run in the WSN and reduce the transmission of
data. UKF algorithm run in the leaf node and head node to
predict the value by computation, computation of the network
will increase. But computation requires only less power than
transmission. By using UKF technique, we can cut down the
communication cost of cluster based wireless sensor network
with a good data quality. Compare with the normal one to one
communication we can save about 0.2Joule of energy, as we go
for more number of transmission more amount energy can save.
By using UKF technique we can achieve energy efficient system
with increase in life span of the network.

Index Terms—wireless sensor network(WSN), unscented
Kalman filter(UKF), energy conservation

I. INTRODUCTION

In cluster based WSN consist of large number of sensor
nodes. Most of the WSN are not rechargeable they are
battery driven. WSN is used to monitor the physical world
for few months or even decades, energy utilization is the
key problem. To decrease the energy utilization of the WSN
and increase the life period of WSN, UKF technique is used
[3].UKF algorithm will predict the present values using the
past values. In this way transimmision between the head node
and leaf node can reduce. Radio communication is the one
of the most energy demanding process. It will consume large
amount of energy [2]. One of the most energy-demanding
process of WSN is the wireless communication. Transmission
of data will consume 1000 more energy than computation
[1].For transmission of data packets energy is needed to radio
start up, accessing the channel, controlling the data packets,
etc. Kalman filter (KF) based algorithm is used in WSN,
because of its low complexity and accurate data quality. In
kalman filter, UKF technique is used here. This technique
will reduce the unnecessary tansmission between the head
node and the leaf node.
In the cluster based WSN the sensor node will sense the
data from the physical environment that data is transmitted
to the head node [13]. Data process takes place in head node

and send to sink node [4]. From the sink node the users
can access the data. The sink node and the cluster head are
some distance apart so continuously transmitting the data
will require more energy. To reduce this transmission we are
using the technique UKF. UKF algorithm is implemented in
the head node and leaf node. The UKF will predict the next
output with the help of the previous data. When the error
between the predicted value and the original exceeds the
threshold value the next transmission will takes place.

WSN is a collection of massive number of sensor nodes.
Nodes are mostly placed in the environment to monitor the
changes happening in the surrounding. Each node will rigged
with memory, battery and transceiver [2]. The node will have
processing, communication and sensing capabilities [8]. The
nodes are placed in the environment where the humans have
difficulty. Nodes are battery powered, we cannot recharge or
replace the battery frequently, so we need to increase the life
span of the battery [5]. Nodes will group together and form a
cluster, each cluster will have head node. Node will sense the
data from the surroundings and it is send to the head node.
From the head node the data is transferred to the sink node.
User can access the data from the sink node. In the cluster
based wireless sensor network we can transfer data efficiently
[7]. Cluster based WSN will minimize the energy utilization
and reduces the data transference over the network this will
improve the lifetime of the WSN.

Two-modal transmission is the one of the technique
for reducing the energy consumption of the WSN. In this
method they are using the predictive coding to reduce the
transmissions. This is used for data compression and then
transmissions can reduce in this way we can minimize the
energy consumption. Each node will have the prediction
based algorithm it will generate the next data with the help of
past values. Information fusion is the another method used for
reducing the communication cost of WSN.Information fusion
is commonly used to detect events, target tracking, filter out
the noise.WSN will considered as distributed database that
can be accessed by the query language. These queries are
computed with the help of information fusion. Clustering is
the one of the method for improving the life span of WSN.
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There are different clustering methods for increasing the
life span of WSN. Mainly 3 types of clustering methods
are discussed they are centralized, distributed and hybrid.
After surveyed about the clustering technique they come to
a conclusion that, by using unequal clustering life span of
cluster head close to base station can increase in this way
network life time also increase. Unequal clustering algorithms
such as LEACH and HEED will give better performance [10].
Data compression is the one of the techniques For reducing
the power consumption of WSN. Energy-efficient medium
access control technique is used to reduce the communication
between the inter-node. inter-node transmission will consume
more power. By using this technique they analyse the
performance and limitation of the WSN.Another method
used for reducing the power consumption of WSN is
Fuzzy approach. Fuzzy approach is used according to the
battery level of network and sleeping time of the network
is monitoring based on IEEE 802.15.4 protocol [7]. For real
time monitoring of data is done and life time of WSN is
increased with the help of fuzzy approach. They are taking
the real time values so there will be certain limitations will
be there and cannot achieve the better performance in the
case of real time data monitoring case.

In this paper UKF is used in WSN to reduce the communica-
tion cost by reducing the transmission of data between the head
node and the leaf node [10]. The UKF will predict the next
value with the help of the pervious value. UKF is a prediction
based technique for tracking the value with the help of the
previous value. In the cluster based WSN, UKF algorithm is
implemented in the cluster head and also in the sink node. In
both the head node and in the leaf node the data will predict
when the error increases a certain limit next transmission of
data will takes place [11]. By using this technique we can
reduce the transmission of data in that way we can cut down
the communication cost of the wireless sensor network.

For non linear estimation UKF is used. UKF will overcome
the resemblance problem of Kalman Filter(KF) and Extended
Kalman Filter(EKF). UKF also called as the sigma point
Kalman filter or linear regression Kalman filter [10]. UKF
is used to linearize the nonlinear function. In UKF the state
distribution is represented using the sigma points. UKF will
contain 2 steps, model forecast and data assimilation. In the
UKF the state distribution is characterised by Gaussian random
variable (GRV), with the help of deterministically chosen
sample points it is specified. True mean and covariance is
captured by these sigma points. These sigma points transmitted
through nonlinear system and take the posterior mean and
covariance to 2nd order for any nonlinearity [9]. The process
of estimating the mean and covariance with the sigma points
is called unscented transform.

II. SYSTEM OVERVIEW

The overview of the proposed system is explained in this
section. The main idea behind this work is to reduce the
energy utilized by the WSN, during the transmission of the

data from leaf node to the cluster head. For reducing the energy
consumed by the WSN we are using UKF technique.

Fig. 1. Cluster based WSN.

First we need to form a cluster which consists of nodes
and head node. The leaf node is the sensor and that will
sense the environmental changes and transferred it to the
cluster head. We need to reduce the communication between
the nodes and the head nodes [10]. Transmission of data
will require more energy than computation of data. So we
use UKF algorithm to reduce the communication. The UKF
algorithm will predict the future value with the help of
present value. In UKF we will compute the sigma points,
UKF algorithm will run with these sigma points. So we will
get more accurate result than other KF. We will run the UKF
in leaf node and cluster head. In leaf node the filter will filter
out the noise from the sensor data. In the cluster head the
UKF will predict the next value with the help of present value.

Wireless sensor network consist of the nodes and in center
the head node. The leaf node will act as the sensor node and
they will collect the information [17]. It is a self-configuring
device it will communicate through radio signals. Nodes in the
sensor network is called the mote [13]. The main application
of the WSN include industry, science, transportation, civil
infrastructure, and security [6]. The WSN is mostly of battery
powered device. 802.15.4 and Zigbee are the 2 wireless
standards used by WSN. These are low power protocols,
because it will work on low duty cycles means most probably
transceiver is in sleeping mode at the time of transmission and
reception it will consume only the small amount of energy.
Maximum distance the WSN can access is about 100m.

III. METHODOLOGY

Unscented kalman filter (UKF) technique is used in wireless
sensor network for reducing the communication cost. UKF
will predict the next value with the help of present value, so
we can reduce the communication between the nodes and the
head node. Transmission of data between the node to cluster
head will consume more energy than computation. UFK will
reduce this transmission by predicting the next value, for that
there will be predict and update equations are used. Nodes
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of the WSN will randomly arranged in the grid and form the
cluster and cluster head is also selected [15]. Many clusters
will together called as the cluster based WSN. The idea of the
project is to reduce the transference between the head node
and the nodes. The sensor node will sense the information
from the surroundings and it is send to the head node. The
head node will predict the current data by using the previous
data with minimum error.

In the leaf node the KF run to filter out noise and produce
the optimal value [14]. To reduce the energy consumed by
WSN, UKF algorithm is run in the head node and also in
the leaf nodes.Head node and in leaf node the UKF will
runs and predict the value with the help of the past value
[12]. If the prediction error exceed the given threshold
value the transmission of the data from head node to the
leaf nodes will takes place [18]. Next prediction will takes
place by using the new transmitted data. By using this UKF
technique we can reduce the transmission in this way we can
reduce the tranmission cost and also the life span of the WSN.

For non linear estimation UKF is used. UKF will overcome
the resemblance issues of KF and EKF. UKF also called as
the sigma point kalman filter or linear regression kalman filter.
UKF is used to linearize the nonlinear function.

There will be two state equations for all the adaptive filters

At time k the true state is emerge at time (k-1)

xk = Axk−1 +Buk + wk (1)

where A represents state transition matrix, B represents
control input matrix, wk represents the white Gaussian noise.

Observation equation of true state at time k is mapped to
H.

zk = Hxk + vk (2)

where H represents observation matrix, vk represents the
white gaussian noise.

predict Phase

For generating the a priori estimate of present state, state
estimate of the past sate is used.

x̂k = Ax̂k−1 +Buk−1 (3)

From equation 4 Uncertainity of the prediction is calculated
uncertainity is calculated from covariance of error

P̂k = APk−1A
T +Qk (4)

Update phase

In update phase the present measurement and a priori
estimate will together form the improved a posteriori state
estimate.

In the update phase we add average weight,it is called kalman
gain

Kk = P̂k.H
T .(H.P̂k.H

T +Rk)
−1 (5)

Equation 6 is the update estimate of the system.

x̃k = x̂k +Kk.(zk −H.x̂k) (6)

Equation 7 is the final estimate of the system.

Pk = (I −Kk.H).P̂k (7)

After many iterations values become constant, where the
covariance and kalman gain become constant value. after that
the future value is predicted.

A. Unscented Kalman Filter

For non linear estimation UKF is used. UKF will overcome
the resemblance problem of KF and EKF. UKF also called
as the sigma point Kalman filter or linear regression Kalman
filter. UKF is used to linearize the nonlinear function. In
UKF the state distribution is represented using the sigma
points. UKF will contain 2 steps, model forecast and data
assimilation. True mean and covariance is captured by
these sigma points. These sigma points transmitted through
nonlinear system and take the posterior mean and covariance
to 2nd order for any nonlinearity [11]. The process of
estimating the mean and covariance with the sigma points is
called unscented transform.

UKF will linearize the non linear functions. Compared
to KF and EKF, UKF will improve the performance of
the system. UKF will take bundle of points and we are
approximating the Gaussian around that bundle of points,
in this get we get improved approximation that traditional
kalman filters [?]. The bundle points we choosen is called
sigma points. From the source Gaussian we take some points
and mapped to the destination Gaussian. These selected points
pass through non linear function and then determine the
new mean and variance of the Gaussian function. It is very
challenging to reconstruct all state distribution through non
linear function. But few points of state distribution, reconstruct
very easily, that points are called sigma points. These sigma
points are used for the UKF algorithm processing. We need to
add weights to the sigma points so the sigma points are called
weighted sigma points. Ukf transform Gaussian does not
remain same as Gaussian function when it moves through the
non linear system, but we relate from the resulting Gaussian
figure. This process in UKF is called Unscented Transform.

IV. RESULT AND DISCUSSION

Random signal tracking using UKF is shown in Fig 2. From
the figure we can see that the output signal exactly track the
input signal path. The UKF algorithm is suitable for tracking
the non linear signals. This UKF algorithm is used in the WSN
nodes for reducing the communication cost.
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Fig. 2. Tracking of random signal using UKF.

Fig 3 is the tracking system of the UKF . In this the UKF
track the true value with less error. This tracking system is
implemented in the WSN and we can increase the life time
of the network by reduce the energy consumption. We are
giving some signal as input and UKF track the signal with
minimum error.

Fig. 3. Tracking system of UKF.

WSN cluster is shown in Fig 4 nodes are arranged randomly.
One node which is closer to the center is selected as the
cluster head and remaining nodes will be leaf nodes. The
communication is done between the node and the head node.

Fig. 4. Arrangement of nodes and cluster head as cluster.

Fig 5 is the comparison graph showing the energy efficiency
of WSN with the normal communication and UKF after 10
communication. By using UKF method energy consumption
is less compared to normal method. After 10 communications
we can save about 0.3Joule of energy.

Fig. 5. Energy consumption after 10 communication.

Graph on the Fig 6 represents the energy comparison. This
graph shows the remaining energy in the network after 25
communication. As number of communication increases we
can save more amount of energy.after 25 communication we
can save about 2Joule of energy. As number of communication
increases we can save more energy.
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Fig. 6. Energy consumption after 25 communication.

Table I represents the remaining energy in the network after
transmission. By using UKF method the energy utilization
is less compared to the normal method. As the number
of communications increases the energy consumption is
more in the case of normal method. In UKF method energy
consumption is comparatively less.

TABLE I
REMAINING ENERGY IN THE NETWORK

No.of communications UKF method Normal communication
10 499.6625 499.4333
25 499.4793 498.7211
50 499.3770 497.4625
75 499.2161 496.3032
100 499.1128 494.9663
150 498.7967 492.3048

Table II shows how much energy can be save for each
number of communication. As number of communication
increases, we can save more amount of energy. For 10 com-
munication only 0.3Joule of energy is save but as we increase
the number of communication we can save more energy

TABLE II
ENERGY SAVINGS IN UKF COMPARED TO NORMAL METHOD

No.of communication Energy
10 0.3
25 0.7
50 1.9
75 2.9
100 4.1
150 6.4

V. CONCLUSION
UKF algorithm is used in the WSN for reducing the commu-

nication cost of network. UKF algorithm run in the leaf node

and the head node of the wireless sensor network for reducing
the communication cost. Initially the transmission will takes
place, with this initial value further predicts will takes place
in leaf node and head node, if the predicted value exceed
the threshold value then next transmission will happen. UKF
algorithm will give more accurate value than conventional
kalman filtering technique. By using UKF method the energy
consumption of WSN decreased when compared to the normal
KF based technique. After 10 communications we can save
about 0.3Joule of energy than the traditional method. As we
are doing more communications we can save about more
energy and the life time of the network can be increased. UKF
method will save more energy in this way the life span of the
sensor network will increase.
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ABSTRACT- 
 

                   This paper represents 
automatic Star – Delta Starter of Three-

Phase Induction Motors using soft 
switches, it overcomes all the 
disadvantages of conventional contactor 

based starters. This project is designed to 
provide low voltage start to induction 

motor. In this unit Arduino micro 
controller is used as base drive circuit 
and it makes the star delta conversion 

fully automatic. IGBT’s are used as soft 
switches; each switch consists of two 

cascaded IGBT’s. Now a day’s 
automation is required in almost all 
industries, so this proposed unit can be 

effectively used. The Arduino is 
programmed in such a way that the 

starter operation automatically takes 
place based on the time delay provided. 
Since this unit uses soft switches, it will 

acquire less space with negligible 
maintenance. This system is more 

reliable than the conventional contactor 
based starter. 
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Module, Three - Phase Induction 
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I. INTRODUCTION 
 

Induction motors are popular due 
to their low cost, robust construction, low 

maintenance and good efficiency. An 
Induction Motor during start behaves like 

a short circuited transformer, when the 
supply is given to the stator windings; it 
draws high current. The starting current 

of Induction Motor is 6-7 times the full-
load current. Starters are employed to 

reduce the starting current. [1] 
             The Star-Delta Starter is used to 
limit the starting current of induction 

motor. To limit starting current, the 
motor winding is connected in star 

configuration during starting and then in 
delta configuration. In star configuration 
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voltage across the winding will reduce by 
0.57 times the line voltage thus the 

current will also reduce. To connect the 
windings in star and delta configuration 

static switches are used, each switch 
consist of two cascaded IGBT’s. [2] 
 Arduino microcontroller is used 

as base drive circuit & it is programmed 
such that it will give gate signal to 

switches to connect the winding in star 
and delta configuration with certain 
delay. The gating signals from Arduino 

microcontroller are connected to each 
IGBT through an opto-isolator which 

provides the isolation of controlling 
circuit from power circuit. The Arduino 
controller is a sensitive device, so it is 

powered from a SMPS; which gives a 
constant DC voltage to the controller.[3] 

  
II. EXISTING STAR DELTA 

STARTER BASED ON 

CONTACTOR- 
Present star delta starters use three 

electromagnetic contactors, namely main, 
star& delta, and an electronic timer. At 
the first star and primary contactors are 

closed, after a short time interval the 
timer changes its switch positions such 

that star contactor gets opened and delta 
contactor gets closed for the remaining 
operating time of the motor. 

At the time of starting the motor 
windings are star associated and each 

stator winding will receive VL/√3, where 
VL is the supply line voltage. Hence the 
line current drawn by the motor at 

starting is reduced to a safe limit.  
Although these type of starter limit 

the starting current and start the motor 
safely but some drawbacks are associated 
with such starters those are- Coil may 

burn which would cause no magnetic 
field, hence the contactors won’t close 

and the contactor wouldn’t operate, 
Contacts may also weld shut which may 
cause the load to keep running even when 

there is no control voltage which may 
cause unsafe machine or damage to 

machine, The insects can get in the 

contacts which may cause the contactor 
failure which may ultimately cause the 

equipment failure. Since it uses three   
electromagnetic contactors which 

occupies relatively large space which is 
not suited for some application.   
 

 
 

 

III. AUTOMATIC STAR-
DELTA STARTER UNIT 

 

 
 
   Fig. 1:Block diagram of Star-Delta Starter Unit           
 
Figure (1) shows the block diagram of 
Star-Delta Starter Using Static switches. 

Single phase 230V supply is given to the 
SMPS which converts AC to DC. 5V DC 

supply is provided to the Arduino, when 
it is switched ON the Arduino starts 
executing the programs from its 1st 

instruction. This will give high output     
logic 1 to its pins 2, 4, 6 so the output of 
these pins is given to the Opto-isolator in 

order to give protection for the Arduino 
from the high voltage power circuit. 

From here it is connected to the Static 
Switch Module. It consists of 6 static 
devices IGBT’s (IGBT/MOSFET/Power 

Transistor). Three static switches for Star 
connection and remaining three static 

switches for Delta connection.[4]  When 
pin number 3, 4, 5 is at logic 1 the three 
Star connection static switches will turn 

on and three phase motor gets connected 
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in star fashion that is A2, B2, C2 winding 
terminals gets shorted through static 

switches. After few seconds delay (say 
10 seconds according to the program) 

provided by Arduino pin number 3, 4, 5 
will goes to logic 0 state and pin number 
6, 7, 8 is at logic 1 at the same time star 

connection is converted into delta 
connection. And three phase motor gets 

connected in delta fashion that is A1-C2, 
B1-A2, C1-B2 winding terminals gets 
shorted.[5] 

                             Hence with the help of 
this unit we are completely eliminating 

the use of contactors from the circuit 
operation of Star-Delta starters and 
making the operation easier and reliable. 
[6]  

 
 
 

 

 

 
 
                         Fig.2 Static Switch Module  

 

                Figure (2) shows the static 
switch module which consists of 6 static 

switches used for Star-Delta Conversion. 
Switches 1, 2 & 3 for star connection and 
4, 5 & 6 for delta connection 

respectively. These switches get the gate 
pulses from the Arduino.[7] 

           At the starting condition the motor 
is connected in star connection and 
switches 1, 2 & 3 are on and remaining 

switches are in off condition hence the 
current flows from A1-A2, B1-B2 and 

C1-C2 from RYB supply after the set 
delay in the arduino according to the time 

which motor takes to switch from starting 
condition to running condition. [8] 

                After the provided delay the 
motor switches from star to delta, in this 

state the switches 1, 2 & 3 are off and 
switches 4, 5 & 6 are gets turned on and 
hence switching to the delta condition 

from the star connection in this case the 
current flows from A1-B2, B1-C2 and 

C1-A2 from the RYB supply. [9] 
 
 

 

IV. ADVANTAGES 
 

 The motor can be controlled from 
any place with the help of GSM 

modem. 
 The system is cost effective. 

 The system is highly accurate & 
reliable & it requires less space. 

 The effect of Gravity & Sparking 

can be eliminated. 
 The system has a longer life. 

 
V. DISADVATNTAGES 

 
 If there is some malfunction in the 

Arduino, the system may 

misbehave. But chances of 

occurring such malfunction are 

almost nil. 

 

 

VI. CONCLUSION 

        The automatic Star-Delta starter 

using Static Switches is having several 

advantages over the conventional 

methods. The system uses static switches 

instead of contactors which makes the 

proposed system more advantageous. 

This system uses Arduino 

microcontroller as a base drive circuit so 

it require less space. 
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Abstract—The wireless sensor network is increasingly 

gaining attention due to the ubiquitous Internet of Thing (IoT). 

The wireless sensor network (WSN) basically consists of 

several nodes which are having the capability to communicate 

with each other over the wireless media. Further, in terms of 

network architecture, the most part of the WSN is 

infrastructure-less, however, the core of such network may 

comprise of the infrastructure including an access point (AP). 

The implementation of a particular routing protocol from the 

bunch of available, is of a great dilemma. Thus, this paper 

evaluates the effectiveness of different routing protocols for 

wireless sensor network applications. The effectiveness of the 

routing protocols is evaluated on the basis of different network 

performance matrices such as average End-to-End Delay 

(ETD) and Packet Delivery Ratio (PDR). To evaluate, the 

performance of WSN, QualNet 5.2, a network simulator is used 

which is accepted as one of the best network simulators to 

correctly represent the real-time scenario.     

Keywords—Wireless sensor networks, IoT, Ad-hoc network, 

Routing protocols, QualNet 

I. INTRODUCTION  

As a result of Internet of Things and its reach in the 
different area of applications, there have been tremendous 
amount of deployment of millions of intelligent devices 
embedded with technology to communicate with each other 
and to other network devices. The wireless sensor network is 
one of the major part of the implementation of IoT in which 
the devices are expected to communicate with each other 
over the wireless medium. The wireless network broadly 
classified in to two categories: 1) infrastructure Network and 
2) Ad-Hoc Network. The WSN is always seen as the Ad hoc 
network as in this, every node is capable of sensing the 
information, gathering and forwarding the data, generating 
specific commands for communication, etc. Further, the ad-
hoc network provides a high degree of freedom in terms of 
deployment as each of the participating node in this can 
behave as a router to forward the packets depending upon the 
routing algorithm. The higher degree of freedom and no 
requirement of infrastructure makes the WSN more pertinent 
for the communication, particularly, focusing the IoT 
applications. 

Wireless sensor networks are expected to perform a 
numerous task ranging from environmental monitoring to 
battlefield surveillance, and it includes almost all the 
applications of IoT and paves an important role for the next 
generation of WSN [1].  There has been enormous amount of 
research on the performance WSN due to several routing 
protocols. X. Cai et.al., in [2], reviews the literatures which 
shows the in-effectiveness of the certain routing protocols for 
large scale WSNs, and simultaneously, they propose AODV-
RIRC (AODV-Route identification & RREP Capturing) 
routing protocol which is an amalgamation of Ad-hoc On-
Demand Distance Vector (AODV) and AODV/Jr. with link 
layer feedback for large scale WSNs. The scalability analysis 

including, node mobility, node density and traffic load, is 
carried out by the authors in [3] in the context of WSN. A 
short and comprehensive analysis of a few most important 
routing protocols, DSR and AODV apart from TORA and 
LAR, in the context of infrastructure-less networks have 
been discussed by the authors in [4]. As the scalability of 
AODV is expected to be better as compared to its 
counterpart DSR [5], Xin Zhang et.al., in [3], evaluates the 
performance of infrastructure-less networks with AODV 
protocols. 

In this article, we firstly overview different network layer 
routing protocols in the context of wireless sensor network 
prior to discussing the performance of some important 
protocols on the network performance. A wireless local-area-
network (WLAN) is designed to study the behavior of the 
protocols within and outside the LAN [6]. To understand the 
effect of routing protocols on larger scale, the wide-area-
network is designed which comprises of several local-area-
networks [7]. The performance of the networks under 
consideration is analyzed by implementing the networks in 
QualNet 5.2 network simulator which is a discrete event 
simulation of communication network stack [8]. The reason 
of choosing the QualNet is that it is believed as a best 
network simulator to mimic the real world scenario. 

The organization of rest of the paper is as follows: The 
Section II starts with an overview of routing protocols 
applicable in the context of WSNs. The complete modeling 
and design of WLAN and WAN under consideration is 
presented in a unique and the simplest way for understanding 
in section III. In Section III, the network is simulated using 
QualNet 5.2 to analyze the performance of different routing 
protocols under consideration. A detailed analysis on the 
simulation results are also described in this section. At the 
end, this paper includes Section IV, which concludes the 
research work and suggest some future work in this direction 

II. OVERVIEW OF ROUTING PROTOCOLS IN WSN  

In the last few decades many routing protocols have been 

proposed and tested in the literature [9] and few of the 

papers [10-12], also compares the performance of such 

protocols. For WSNs, the broad classifications of routing 

protocols are: flat routing protocols, hierarchical routing 

protocols, location-based routing protocols [13]. Among all, 

the routing protocols for ad-hoc networks are divided into 

two major categories- reactive (on-demand) and proactive 

(table driven). The destination sequenced distance vector 

protocol (DSDV) are selected as an example of proactive 

protocols, whereas, both AODV and DSR are selected as the 

examples of reactive protocols [14].   

A brief overview some of the protocols for evaluating the 

network performance on the networks under consideration 

are presented in this section. 
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A. Bellman-Ford 

The basic principle of DSDV is Bellman-Ford algorithm 
which works on the distributed approach. Each node stores 
the routing information and shares the information to its 
neighbor. DSDV effectively resolves the looping problem in 
routing. Further, it also eliminates the counting-to-infinity 
problem in routing. However, in terms of scalability, it does 
not provide the good outcomes. 

B. DSR 

Unlike, DSDV which uses hop-to-hop routing, it 
implements source routing. The route discovery and 
maintenance are the two important phases in DSR [15].  The 
necessity of flooding the network with update information as 
required in table-driven protocols, is eliminated in DSR, and 
thus, reduces the overhead in the network. However, this is 
achieved at the cost of higher connection set-up delay. 

C. AODV 

AODV works in the similar fashion as that of DSR [16]. 

The Route_Request message is used to establish a route 

from source to destination. The next node information is 

stored at the source as well as each intermediate nodes and 

the information is updated with respect to each flow. The 

routing information of a node is updated if and only of the 

destination sequence number (Des_Seq_Num) of the recent 

received packet is greater than that of the last stored packet 

at the corresponding node. 

 

III. NETWORK DESIGN AND SIMULATION 

This section presents the simplified network design and 
simulation scenario of the network under consideration. 

A. WSN on the Perspective of Network Design  

To understand the network scenario under consideration, 
a simplest representation of the scenario is depicted in figure 
1. A WSN consists of sensing devices and actuators 
represented by different symbols in the figure. A WSN along 
with the other end devices connected over a LAN, forms a 
WLAN which basically consists of routers, switches, end-
devices, gateways, servers, sensors, actuators, etc. The 
devices over WLAN are connected through Wi-Fi 
technology using 2.4 GHz Channel represented by dotted 
line, and each WLAN are having an edge router which is 
used to establish the connection of WLAN to the rest of the 
IP networks. 

IP network

WLAN

Edge RouterSensors 

Enabled Smart 

Devices

Sensor

Servers

Switch

CO

CT

 

Fig.1: A Simplified Conceptual Representation of WSN 

The different end devices communicate with each other 
over 2.4 GHz wireless channel. A wireless switch is utilized 
to interconnect several devices. The sensors and actuators 
work on the client-server based application layer protocols 
such as MQTT (Message Queuing Telemetry Transport) 
establishing a secure and low latency communication path 
for small amount of expected data in this application. The 
monitoring and controlling of the end devices can be 
achieved using any smart devices such as smart mobile 
phone, computer, laptop, etc., which are used to see the 
performance of the network in real-time. Despite of 
consisting many routers, all such WLAN will comprise of at 
least one edge routers, which is used to route the data from 
one WLAN to other WLAN. The figure 1 depicts all the 
necessary (but not exhaustive) components of the wireless 
sensor network under consideration. The other parts of the 
internet (named as ‘IP Network’) are connected to the WSN 
under consideration using edge router.    

B. Network Design and Simulation Setup in QualNet 

The WSN under consideration is now designed in 

QualNet software to analyze the performance of this 

network for different routing protocols. The basics setups 

characteristics of the simulation is listed in the table 1 

below.  
Table 1: Simulation Setup in QualNet 

Coordinate System Latitude SW Corner  = 21.3022 

NE Corner   = 29.422 

Longitude SW Corner  = 74.5784 

NE Corner   = 93.4439 

Altitude  1000 m  Above Sea level 

Weather mobility  100 msec 

Propagation Channel 

Frequency 

2.4 GHz 

Propagation Path 

Loss Model 

Two-Ray 

 

The WSN under consideration is designed and 

implemented in QualNet which is depicted in Figure 2. For 

the implementation of the WSNs, an area covering latitude 

of 21.3022 South-West corner, 29.422 North-East corner; 

and longitude of 74.5784 South-West corner, 93.4439 

North-East corner is considered. This large geographic area 

is divided into a large number of small areas, where each 

small area is assumed to have a WSN of basic structure as 

shown in figure 1. Due to varying elevation profile at 

different coordinates, an average altitude of 1000 meter is 

considered above the mean sea level. This is worth noting 

that the effect of several weather related phenomenon viz., 

wind characteristics (e.g., direction and speed), temperature, 

rainfall, etc., cannot be ignored; and thus ‘random’ weather 

mobility pattern with interval of 100 msec is configured to 

replicate its effect in simulation.  As a physical layer 

protocol, the IEEE 802.11 based on 2.4 GHz technology is 

utilized. The core (also referred to as backbone) of the 

network is designed by optical fiber to achieve maximum 

reliability with less communication failure probability. The 

backbone connection is shown in ‘blue’ color and the WSN 

is shown by the cloud symbol in figure 2. In figure 2, server 

at different location is also designed to collect and process 

the data. The ‘green’ color connection is used to represent 

an application layer protocol between source and destination 

node.  
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Fig.2: Implementation of WSN in QualNet 

 

C. Simulation Results and Analysis 

This section describes the simulation results and presents 
in-depth analysis on the result obtained. The simulation is 
run for 64 Kbps data rate using constant bit-rate (CBR) 
application layer properties in QualNet. Three different 
routing layer protocols are considered one-by-one: Bellman-
Ford, DSR, and AODV to analyze the performance of the 
network. 

The PDR metric is recorded for 300 sec simulation time 

and the plot of the same is shown in figure 3 below. 

 

 
Fig.3: Effect of Routing Protocols on the Performance of WSN w.r.t 
PDR metric 

The PDR indicates the network capability to 

tolerate the congestion and is calculated as the ratio of 

packet received successfully to the packet transmitted from 

the source. i.e.,  

Number of Received Packets

Number of Transmitted Packets
PDR                  (1) 

 The less value of PDR indicates that the network 

throughput is less as a result of discarding more packets on 

the network. Thus, a network with high PDR value gives 

maximum throughput and less packets will be discarded by 

the networks. The figure 3 indicates the percentage loss is 

less for AODV protocol as compared to Bellman-Ford and 

DSR protocols. As the less percentage loss indicates high 

PDR values and thus, WSNs with AODV as routing 

protocols performs better in terms of throughput. This is 

also worth noting that as there is less periodic update of the 

routing table information in AODV, which saves the 

bandwidth consumed significantly. 

 

For a run time of 300 seconds, average end-to-end delay 

for the data to reach from source to destination is collected. 

These data are utilized to plot a graph of test node Vs ETD 

which is depicted in figure 4 below. 

 

 

Fig.4: Effect of Routing Protocols on the Performance of WSN w.r.t 
ETD metric 

 

The graph for average end-to-end delay plotted in figure 

4. From the figure, it is observed that average end-to-end 

delay is more in DSR which is due to the connection set-up 

time as compared to that of AODV and Bellman-Ford 

protocols. The minimum delay is obtained for test node 7 

for the ad-hoc on demand distance vector routing protocols 

and the maximum end-to-end delay is obtained for test node 

4 for the DSR routing protocols. This is worth of 

mentioning that the values of ETD also depend upon the 

propagation time which is almost negligible in this case.  

 

In depth analysis, thus, signifies that the AODV routing 

protocol performs better for wireless sensor networks as 

compared to the DSR and Bellman-Ford. However, this 

performance results are exclusively obtained for the two 

most important network parameters, average end-to-end 

delay and packet delivery ratio.  

IV. CONCLUSION AND FUTURE SCOPE 

The WSN is designed and implemented in QualNet 
which summarizes the effectiveness of several routing 
protocols in the following important conclusion. In wireless 
sensor network, AODV protocols gives maximum 
throughput, and consequently less packet loss as compared to 
DSR. However, DSR perform better than the Bellman-Ford 
in terms of PDR, but at the cost of higher end-to-end delay. 
On the other hand, AODV performs better in terms of PDR 
as well as ETD as compared to both Bellman-Ford and DSR. 
Even though, edges with negative weightage can be resolved 
using bellman-ford, AODV is shown to be performed better 
for wireless sensor networks in terms of PDR and ETD with 
a condition of non-existence of negative edges. 

The performance analysis of these protocols with respect 
to scalability of dense WSN networks including MANET 
and VANET is the future work, which authors want to 
explore in the future. 
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Abstract—The maintenance and controlling of certain 

parameters of large-scale hydrothermal power plant is of great 

challenge. In this paper, certain characteristics of the 

hydrothermal power plant are controlled using Proportional-

Integral-Derivative (PID) controller. The PID controller is 

used to get the desired response of such power plant. The 

parameters of PID controllers are tuned to the optimum values 

using various available optimization methods such as Particle 

Swarm Optimization (PSO), Genetic Algorithm (GA) and Fire-

Fly algorithm (FFA). All these algorithms evaluate controller 

parameter using different cost function such as Integral Time 

multiplied by Square Error (ITSE) and Integral-Time 

Absolute Error (ITAE). The hydrothermal power plant under 

consideration is implemented in MATLAB and simulation is 

carried out to get the optimum values of controller parameters. 

This paper also presents a comparative analysis of effect of 

different optimization algorithm under different cost function 

in the context of the power plant.     

Keywords—Hydrothermal Power Plant, PID Controller, 

Optimization Techniques and MATLAB 

I. INTRODUCTION  

The recent research in the area of hydrothermal power 
plants is focused on reducing the operational cost, 
particularly, the maintenance cost of the system. The power 
plants should be pro-active in the sense that it reduces the 
mismatch between demand at the load side and the 
generation at the generator side. Further, the mismatch 
cannot be reduced to zero, and therefore, variation in it 
should be limited to certain levels, precisely, as low as 
possible. In the real time, load (both real and reactive) from 
the demand side is always variable which is high in the day 
time and very low during the night time. However, the power 
generation at the generator side mostly remains constant. So, 
the variation in load causes the mismatch between total 
demand and total generation, which if not controlled, 
increases the loss and thus, the operational cost is further 
increased. A power system is viewed as multiple 
interconnected power generators, loads and tie-lines. The 
Automatic Generation Control (AGC) is viewed as the 
methodology by which the deviation in frequency of the 
system and tie-line power flow is maintained to the certain 
limits [1]. For a power system, the two variables: tie-line 
power and frequency of the system, are to be controlled and 
should be limited to certain deviation. The combination of 
these two variables are referred to as Area Control Error 
(ACE) [2]. 

The various research works have been carried out in the 
direction of modeling a hydro, thermal and their 
combinations in the liner fashion [3,4]. The problems of 
AGC and its implementation in the context of power system 
is also carried out in the literatures [5-8]. The different 
methods of controlling the characteristics of the power 
system is also discussed in the past such as, A.A.F.M 
Carniero, et.al., in [9] proposes the fuzzy logic based 

controller for the operation of the hydrothermal power 
systems. Authors in [10], proposes the self-tuning of AGC 
using Proportional-Integral (PI) controller based on fuzzy 
logic for interconnected areas. A unique way for AGC 
technology based on Phase Measurement Unit (PMU) is 
proposed by the scholars in [11]. Apart from these, a 
numerous research finding on grid communications are also 
available in [12]. Further, the tuning of parameters of several 
controllers including PID is carried out in the literature [13]. 
Moreover, the various optimization algorithms such as PSO, 
GA, fuzzy logic control and firefly, are explored in the past 
for tuning of the parameters of the controllers to get its 
optimum values [14-18]. 

The linearized model of the hydro-thermal power system 
is presented in this paper. The paper addresses the challenges 
of maintaining the constant system frequency and tie-line 
power flow for the interconnected power stations. The 
deviation in the ACE which is combination of system 
frequency and tie-line power flow, is limited automatically 
using the PID controller. The parameter of such controller is 
optimized using algorithms such as PSO, GA and FFA based 
on ITSE and ITAE objective functions. 

The proceedings of remainder of the paper are as follows: 
Section 2 starts with the linear modeling and design of 
hydrothermal power system and reviews the PID controller 
and the PSO optimization technique. In Section 3, the system 
is implemented in MATLAB for simulation to validate the 
design followed by the detailed analysis of the results. At 
last, Section 4 concludes the research work with a way 
forward.  

II. MATHEMATICALLY MODELLING OF THE SYSTEM 

This section focuses on the mathematical modeling of the 

system under consideration. A brief review of the controller 

and optimization techniques is also presented here.  

 

A. Transfer Function of the Dynamic System 

The PI controller is used to control the hydrothermal 
power plant system. The system under consideration is 
composed of thermal- a non-reheat turbine, in connection 
with hydro unit. The system transfer function is as shown in 
figure 1. For the analysis, step response of the system is 
considered using PI controller. To get the transfer function of 
the system is state space method is utilized which is given in 
equations below.    

.

x Ax Bu                                              (1) 

y Cx Du                                              (2) 

 

Here,  
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x: State Vectors 

u: Input Vectors 

y: Output Vectors 

Further, A, B, C and D are the system dependent real 
constant matrices. 

1 1 2 1 2 121 2 1 2, , , , , , , , ,
T

v vmech mech ref refx f P P f P P P P P P 
 

          
                         

  

                                                                                            (3) 

 1 2,
T

L Lu P P   (4)
                                                                

121 2
[ , , ]

T

y f f P             (5)              

  By using differential equations and analyzing the transfer 
function of each block independently, one can obtain the 
following equations necessary for the state matrix. Dynamic 
of power system is important because operating condition 
changes continuously such as load demand, output of the 
thermal and hydro plant. 
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After analyzing these equations, the real constant matrix 

obtained as follows:- 
1 1
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and               

0D  ; 

The transfer function H(S) using state space model is 

given as: 

 
1( ) [ ]H s C sI A B D    

On analyzing the above matrices, transfer functions of the 

system can be evaluated as follows: 

Transfer function  
1
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The order of transfer function is (3  2) matrix. 
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B. PI Controller 

The PI controller is used which includes advantages of 
proportional plus integral controller by mitigating the 
disadvantages of the individual. The transfer function of a 

typical PI controller is given by equation (19) where, pK  

and iK are the parameters of PI controller. 
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( )
( )

( )

i
p

KU s
H s K

E s s
                                (19) 

The time domain representation of the PID controller is 

also shown by equation (20). Where, u(t) is the response due 

to the error input e(t). 

( ) ( )p iu t K K e t dt                                  (20) 
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 Fig.1: A Transfer Function Model of Interconnected Hydro-thermal 
Power System 

C. Optimization Techniques 

The optimization techniques viz., PSO, GA and FFA are 

used in order to tune the parameters of PI controller. Details 

of the particles swarm optimization can be understood in 

[18] whereas Genetic Algorithm (GA) and Firefly 

Algorithm (FFA) details are elaborated in [19] and [20] 

respectively. Since, the optimum values of controller 

parameters are unknown, initial values of these parameters 

are chosen randomly which are to be tuned using 

optimization algorithm. Since, all the optimization algorithm 

optimize the parameters based on the cost function, also 

referred to as objective function, we choose ITAE as one of 

the objective function. Further, to understand the effect of 

cost function in optimizing the parameters, ITSE as another 

objective function is chosen for comparison. The ITAE and 

ITSE objective functions are represented mathematically in 

equations (21) and (22). 

( )
o

ITAE t e t dt



                             (21)                            

2
( )

o

ITSE e t tdt



                            (22) 

 

III. SIMULATION RESULTS AND DISCUSSION 

This section presents the implementation of the system 
under consideration in the MATLAB to validate the results 
obtained.  

A. CASE I : Performance using ITAE as Objective Function 

Two area hybrid hydro-thermal power system has been 
considered as depicted in Fig. 1. Load has been changed in 
both areas to analyze the performance of Load Frequency 
Control (LFC). Tuning of the PI controller’s parameters have 
been done by three well-known optimization techniques 
(GA, PSO and FA) and comparison have been made among 
all when ITAE performance indices is used as the objective 
function. (Pd1=0.2 pu. and Pd2=0.3 p.u.). Perturbation 
response of the frequency in each area and also the change in 
Tie-line power flow have been observed by varying the 
loading in respective area and comparison have been made 
among all the three optimization methods. Fig. 2 show the 
perturbed response for all the state variables and also Table I 
show the optimum parameters of PI controllers with different 
optimization techniques. 

 

(a) Load Frequency of Area 1 

 

(b) Load Frequency of Area 2  

 

(c) Tie-line Power Flow  

Fig. 2: Perturbed response of the system for Case 1 
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Table I: Tuned Parameters of PI Controllers with different 

optimization techniques for Case I 
O.T Time Kp1 Kp2 Ki1 Ki2 ITAE 

FA 260.718 0.289 8.531 0.999 0.041 5.82x104 

GA 115.433 0.942 10.577 0.472 0.001 7.13x104 

PSO 101.684 0 3.941 0.942 0.059 4.77x104 

 

B. Performance using ITSE as Objective Function 

Tuning of the PI controller’s parameters have been done 

by three well-known optimization techniques (GA, PSO and 

FA) when load have been changed to 0.4 p.u. in area 1 and 

0.2 p.u. in the area 2. Here ITSE has been considered as the 

objective function to be minimized by three optimization 

methods. (Pd1=0.4 pu. and Pd2=0.3 p.u.). Perturbation 

response of frequency effect in area 1 and area 2 as well as 

the change in Tie-line power flow for the case II have also 

been observed in respective area and comparison have been 

made among all the three optimization methods. Fig. 3 show 

the perturbed response for all the state variables and also 

Table II show the optimum parameters of PI controllers with 

different optimization techniques. 

 
(a) Load Frequency of Area 1  

       
(b) Load Frequency of Area 2  

 

 
(c) Tie-line Power Flow  

Fig. 3: Perturbed response of the system for Case II 

 

Fig. 2 and 3 show the perturb response of all the 

state variables for both the hydro and thermal area subjected 

to any change in the loading in the demand side. Case I has 

been shown in the detail with Table I (optimum parameters 

of PI controller) and also the settling time and overshoot of 

all the state variables in Table III. Analysis of Case II is 

shown in Fig. 2 (perturbed response of state variables), 

Table II (optimum parameters of PI controller) and settling 

time and overshoot also in Table III. Eigenvalues for both 

the cases have been shown in Table IV. By observing the 

above responses, it can be concluded that among all three 

optimization methods used for the tuning the PI parameters 

through simulation, PSO shows the better response with 

respect to the settling time and overshoot. Also the ITAE 

performance indices is showing better capability of handling 

the system responses and bring them back to the stability as 

compared to ITSE performance indices. 

 
Table II: Tuned Parameters of PI Controllers with different 

optimization techniques- Case II 
O.T Time Kp1 Kp2 Ki1 Ki2 ITAE 

FA 93.217 0.504 5.755 0.758 0.033 8.46x103 

GA 95.67 0.766 11.853 0.177 0.001 2.03x104 

PSO 92.474 0.9588 4.235 0.941 0.059 8.14x103 

 

Table III: Settling time and Overshoot of the test system 
  Case Study (ITAE) Case Study 

(ITSE) 

O.T State 

Variables 

Overshoot/ 

undershoot 

Settling 

time 

(msec) 

Overshoot/ 

undershoot 

Settling  

Time 

(msec) 

FA ∆f1 -1.2 80 -01.70 85 

∆f2 -1.6 78 -02.00 82 

∆P12 0.42 81 0.52 87 

GA ∆f1 -1.3 85 -01.85 80 

∆f2 -1.6 90 -02.00 83 

∆P12 0.42 95 0.45 90 

PSO ∆f1 -1.18 60 -01.50 63 

∆f2 -1.70 61 -2.20 62 

∆P12 0.45 64 0.58 65 

 

 

 

IV. CONCLUSION AND FUTURE SCOPE 

       The hydrothermal power plant is analyzed and 

implemented in MATLAB. The system parameter is 
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controlled using PI controller whose parameter is optimized 

using PSO, FA and GA algorithms. All these algorithms 

evaluate controller parameter using various cost function 

such as Integral Time multiplied by Square Error (ITSE) 

and Integral-Time Absolute Error (ITAE). By observing the 

above responses, it can be concluded that among all the 

three optimization techniques used to find the optimal 

parameters of PI controllers, PSO shows the better response 

with respect to the settling time and overshoot. 
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Abstract— Fastest revolution among the region of 

information communication technology with digital things  

forcing fastest formation of IoT  over the world.  In IoT, 

communication is considered either by Pushing or Polling 

protocol. Push protocol is more suitable for IoT devices because 

of its light-weight and high productivity. There are many Push 

protocols available for IoT such as XMPP, MQTT and AMQP in 

which MQTT is most widely used. To ensure reliability of 

message transmission, MQTT supports three levels of QOS. The 

main feature of MQTT is its light-weight and bandwidth 

efficiency. MQTT can be designed by using many Brokers, with 

each broker has its own restriction. This paper provides 

necessary information about the MQTT architecture, brokers 

and issues related to MQTT. 
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analysing about introduction to MQTT protocol, architecture 

of MQTT protocol, utilization of MQTT protocol, brokers of 

MQTT and at last gives the termination of MQTT protocol. 

 

II. MQTT PROTOCOL 

 

Publish/Subscribe protocol is also called as MQTT protocol 

which was discovered in 1999 by IBM. MQTT was planned to 

send a data accurately under the long network delay and low-

bandwidth network condition [34]. 

 

 
Keywords— Internet of Things, Push Protocol, Message 

Queuing Telemetry Transport, Publish/Subscribe 

 

1. INTRODUCTION 
 

The network of smart devices approach was discussed in 
1982, with a revised Coke machine at Carnegie Mellon 
University comely the first internet connected machine, in a 
position to report its catalogue and whether newly loaded 
drinks were cold. However the word “Internet of Things” is 
molded by British entrepreneur Kevin Ashton, executive 
director of Auto-ID centre in the year 1999. Nowadays, 
communicating between similar objects or dispatching 
instructions to home appliances is never thought anymore with 
evolution of wireless transmission mechanism, small-scale and 
less-potential appliances [2].  

 
 

In IoT, transmission of data between different devices is 

important because an IoT appliance has to deliver an instruction 

to a further appliance to manage system [1]. Compared to polling 

protocol, Push protocol can be the best protocol for the 

communication of data for IoT appliances, since it is available in 

poor bandwidth network. MQTT, XMPP and CoAP protocol 

were implemented through these push message services [6]. 

These protocols are applicable according to different situations 

[5]. In particular, MQTT has been utilized as part of many IoT 

gadgets and instant message delivery systems because it was 

calculated to be working on little potentiality [2].  The rest of the 

article is 

 

    In MQTT, communication is based on changing of control 
packets in a specify manner [7]. There are fourteen control 
packets and each hold three section as shown in figure 1. 

 
  

 

A. MQTT concepts: 

 

 

1) Publish/subscribe: In MQTT protocol, the client 
publishes messages to the subscribed topics and on other side 

the subscriber will be subscribed to those topics. Here, the 

topics can be used in order to differentiate the subscribers and 
this can be referred as Publish/Subscribe model [8]. 

 

  

2) Topics and subscriptions: In MQTT, the topics is used 

as a id for the subscriber and the client  sends  the data to that 

topic and the subscriber subscribes to that topics will receives 

the messages . The Subscriptions of topics can be express, that 

restricts the data which are collect to the particular topic [8]. 

Topics contain two wildcard level, to get data for a range of 

related
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topics. 
 

3) Quality of service levels: This protocol describes the 
Quality of Service (QoS) levels that are a deal within two 
parties of a message with respect to the assurance of 
distribution of data [2]. It supports three level of Quality of 
Services which are narrated beneath.  

a) QoS0 (At most once): The message is sent at most 
once and it does not provide guarantee delivery of a message. 
 

b) QoS1 (At least once): The data is sent at least once 
and it is possible to deliver a message more than once by 

setting the value of duplicate flag by 1. 
 

c) QoS2 (Exactly once): The message is sent exactly 
once by using 4-way handshaking [9]. 

 

4) Retained messages: The information will be kept back 

in the broker after publishing it to all available clients. At the 

point, if a new subscriber gets subscribed to the same topic 

then the same information will be sent to the new customer 

[8]. 

 

5) Clean sessions and reliable connections: At the point 

when a subscriber associates with the broker, clean session 

association is considered as permanent, if its value is false. In 

this task, consecutive messages which come out conveying a 

highest QoS assignment are reserved for delivery when the 

association is resumed [10]. Use of these flag is optional. 

 

6) Wills: A client tells the broker that it contains a will 

(message) which is need to be distributed to a particular topic 

or topics in case of a unantici-pated detach [8]. These will is 

especially valuable in the system such as security or alarm 

settings where managers instantly notified just as a sensor has 

extinct connection with the system. 
 

 

III. MQTT ARCHITECTURE 
 

The MQTT architecture splits into two main components 
as seen in figure 2. Each element is narrated beneath. 
 

1) Client: The main work of the client , either can be a 

publisher or the subscriber to the broker and performs the 

following things as listed below[7]: 

 

∑ Sends data to the broker.  
∑ Subscribes to the broker in order to get the messages 

from the broker published by the client.  
∑ Unsubscribe to extract within subscribed content..  
∑ Can remove the connection with the broker. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2. MQTT Architecture  
 
2) Broker: Broker act as a server between the publisher 

and subscriber, where the client publishes the messages to the 

broker and the subscriber subscribes to the broker will receive 

the messages. The function of the broker is described 

below[7]: 

 

∑ Broker will acquire the request from the client.  
∑ Also receives the published messages from the users 

 
∑ Broker also processes the requests like Subscribe and 

Unsubscribe within the users.  
∑ The broker sends the messages to the interested 

subscribers after receiving the messages from the 
Publisher.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3. MQTT operation 
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IV. WHERE TO USE MQTT 
 

MQTT can be used in many applications which are given in 
details below [8]. 

 

1) Healthcare: By using an MQTT, a healthcare 

association is required to create a flexible checking solution. 

Following are the arrangement expected to address of victim 

care: 

 

∑ Keeping the track of victims besides they go away 
from the clinic.  

∑ Upgrading the effectiveness of subsequent tests.  
∑ Achieving advanced industry information catch 

principles. 
 

The organization worked with IBM to make an answer in 

which an MQTT customer is inserted in a home observing 

machine that gathers diagnostics at whatever point the victim is 

in nearness to a base system. Then it forwards the indicative 

information through the web to the main domain, which is 

given to an application which analyses the measurements and 

aware the healthcare team if there are hints the victim perhaps 

carrying trouble. It spares cash for the association also its 

victims, as there is constrained requirement for victims to go 

hospital for regular check-ups if they are doing fine. 

 

2) Energy and utilities: A service organization was 

confronted with increasing expenses to deliver power among 

with rising interest for electricity by their client root, which was 

not able, normally, to spend forever expanding amounts. 

Therefore instead of quickly carried out generation charges that 

their clients possibly couldn't spend, the organization first 

looked for an answer for decrease general request for power by 

putting smart meters in clients’ apartments to remotely manage 

the application of definite power absorbing device. In any case, 

the arrangement expected to minimize utilization of accessible 

information network, for that the organization salaried 

according to the quantity of information transferred. 

 

Making of Virtual power plant (VPP) was the arrangement 

which sits between the organization's producing origins and 

their clients. Smart meters gather use information for the 

different devices which are utilized there in-home apartment. At 

that point, apartment gateway examines, furnished with a 

progressed MQTT customer, distribute the utilization 

information to the VPP at normal interval throughout the 

nearby cell phone arrange. 

 

3) Social Networking: A long range interpersonal 

communication organization experienced latency issues during 

transferring information. The strategy the organization utilized 

to deliver data was stable yet time-consuming, and if it 

remained to utilize the similar mechanism then the solutions 

were restricted [11]. Another structure for a constant 

 

 

 

 

 

 

 
 

association among the servers lacking absorbing more 

battery power was required, that is basic to clients of 

the organization’s civic communication site. 

 

Using MQTT protocol the organization’s designers 

tackled the issue in social networking. With keeping up 

a MQTT association also directing data via MQTT’s 

conversational channel (chat pipeline), the organization 

was capable to accomplish data distribution by speeds 

of 1×105 microseconds, instead of several minutes. 

 

                              V. BROKERS OF MQTT 
 

The MQTT broker is the heart of each MQTT 

arrangement. It provides connecting link between 

applications or physical devices and enterprise systems. 

Brokers are in charge of subscription, determined 

sessions, missed messages and general security, 

including authentication and authorization. The follow 

table describes mostly used brokers with their features 

and limitations [5]. 

 

Table 1: 

Brokers with features and limitations 
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VI. MQTT DRAWBACKS 
 
MQTT has its own restriction, which can be narrated as shown 

below: 

1) Message Expiry: Right now in MQTT there is no 

message expiry, so in the event that you put a message in a 

broker and then forget to gather it or nobody ever comes to 

pick it up, it remains there forever. As a result, the broker is 

overloaded with messages and it degrades the overall 

performance. 

 

2) Security: MQTT protocol provides username and 

password for authentication .So security in MQTT depends on 

the use case and selection of broker [19]. Mostly brokers 

provide security based on TLS, but TLS infect the 

improvement. 

 

3) Ordering: The key challenges for a reliable data 

transmission organization in IoT environment are ordering 

messages and resending messages which lost during 

transmission. MQTT provides guaranteed delivery of 

messages, but maintain ordering of messages in MQTT is a 

challenging task. 

 

4) Priority: MQTT does not support a feature called 

priority of messages. If any system has more important data 

then it must be immediately available to all the subscribers, for 

example the data which is gathered from fire alarm system is 

more important than temperature or pressure sensor data so it 

must be available first to all receivers. So for that priority of 

messages are required then sending data in order. 

 

          VII. CONCLUSION 
 

IoT is assumed to provide advanced connectivity of 
services, devices and systems which is above machine-to-
machine associations (M2M), which includes more number of 
applications, protocols and domains. The significance and 
evolution of MQTT in IoT, operation of MQTT, MQTT uses, 
different brokers used in MQTT and also discuss about the 
limitations of MQTT.MQTT can be used with minimum 
bandwidth along with less memory in IOT application. 
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A Review on tumor segmentation techniques for Magnetic Resonance 
Images 
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ABSTRACT 

Segmentation is defined as the process of 

splitting or dividing a digital image into multiple 

region. It plays a vital part in the field of medical 

image processing. At current scenario, tumor is 

represented as one of the most quite common 

dangerous disease found among the human beings. In 

general,  tumor is defined to be an abnormal mass of 

tissue which can be either looks like a solid or fluid 

filled substance For detecting and fixing this kind of 

tumor different types of imaging methods are 

available, such as Computed Tomography (CT scan 

analysis), Positron Emission Tomography (PET scan 

analysis) and Magnetic Resonance Imaging (MRI 

scan analysis).. When a comparison is done between 

all these imaging modalities , each imaging modalities 

has its own individual specific mechanism in which 

the MRI imaging modality (scan detection) is 

considered to be one of the best defined system for its 

effective output. The target of the segmentation 

process is to define or to locate the tumor region and 

the extension of the tumor core, where it is said to be 

the active tumorous region. Even though several 

techniques has been implemented in image 

segmentation process, but still there is no accurate 

solution for image segmentation issue. Hence this 

survey explains briefly about various different types 

of image segmentation techniques which are used for 

MRI images. 

Keywords- Segmentation, MRI image, Tumor 

FLAIR, SLIC 

I. INTRODUCTION 

Generally, segmentation process is classified 

into three different types such as manual 

segmentation, semi-automatic segmentation and fully 

automated segmentation. In manual segmentation as 

the name suggests, the entire work is done with the 

help of human intervention the work is done 

manually. Manual segmentation is considered to be 

one of the most easiest methods, whereas the 

accuracy level is less, with more time consumption 

Here the radiologist or the experts whoever does this 

work need not only have the present information 

from the image but also they need some more 

additional information related to the particular 

medical area. Whereas in semi – automatic 

segmentation, half of the work is done with the help 

of human intervention.   

As we make a comparison between the 

previous methods the semi-automatic segmentation is 

considered to be the superior one, whereas the 

accuracy level is improved and the time consumption 

is also drastically reduced. And in fully automated 

segmentation method, the entire work is done with 

the absence of human intervention. So here we use 

some soft computing tools, human intelligence, etc., 

while a comparison is made between all these three 

various types of segmentation methods, fully 

automated segmentation is considered to be the 

superior one where it produces a high accuracy level, 

with drastically reduced time consumption and also 

thereby reducing the probability of error rate. 

Even though several segmentation method 

has been implemented for tumor segmentation, but 

still there is no accurate solution for the segmentation 

problem. Hence the ultimate aim is to identify the 

tumorous core region at the same time to segment 

tumor core region with the extension of the tumorous 

core region namely the active tumorous core region. 

In addition to this we have various factors to be 

considered while performing the segmentation 

process such as removal of noise, spotting the 

specific region with less intensity boundaries, less  

prediction of tiny particles , etc., A wide variety of 

image segmentation techniques are available which 

produces more effective segmentation output. The 

remaining paper is organized as follows: In section II 

the literature survey with various techniques are 

discussed, which is followed by various Image 

segmentation techniques in section III and thereby 

section IV provides the overall conclusion about the 

related work. 
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II. RELATED WORK 

Kavitha A.R et.al [1] proposes a algorithm with the 

help of  fuzzy initialization and seeded region 

growing(GFSMRG) method using neural network 

algorithm (BPNN). In this framework the problem 

addressed is to improve the level of accuracy in the 

identification of tumor thereby to improving the 

execution faster for performing the segmentation 

process. The methodology adopted here is, pre-

processing as the initial step followed by the 

segmentation process and then the segmented output 

undergoes feature extraction and finally 

Classification is done. Hence in the proposed 

framework it’s been found that it is  proposed and 

thereby, the parameters like accuracy and time 

complexity is considerably improved and hence the 

achievement of the proposed work was verified by 

both quantitatively and qualitatively.  

 Bonte S et.al [2] defines a proposed 

framework in this paper with random forest model 

combined with the three dimensional co-ordinates 

and undesirable features analyzed and detected on the 

various relaxation times such as  T1 and FLAIR 

Magnetic Resonance Imaging. Here, first the RF 

model determines and finds out the probability of the 

tumor class and the normal one. Similarly as a second 

step the algorithm is applied for the tumor 

segmentation process. This technique is suitable 

much for the high grade glioma. Here the propose 

method is trained on BRATS2017 database and 

validated. In this framework the T1 and FLAIR MRI 

image sequence are considered, since it provides 

much complementary information. The steps 

involved here is; first pre-processing is done wherein 

transforming brain scan into high dimensional feature 

vectors for every voxel. As a second step the 

obtained features (voxel) are now applied with 

Random Forest algorithm which determines and finds 

out the voxel based probabilities for the tumor tissue 

and the healthier one. And finally, the input is 

provided based on the Gaussian Mixture 

Model(GMM) probabilities. One of the parameter 

named dice score has been achieved of about 70%. 

Hence in this paper two types of features are 

extracted and analyzed they are advanced texture 

feature and abnormality feature 

 Jothi G. and Hannah Inbarani H [3] 

proposesa new framework algorithm, Hybrid 

Supervised algorithm namely Tolerance Rough Set 

Firefly based Quick Reduct (TRSFFQR) framework 

isproposed and much suitable and applicable for the 

MRI images. Hence two different types of 

hybridization techniques are applied in this work 

namely Tough Rough Set(TRS) and Firefly 

algorithm(FA). The steps involved are; First pre-

processing is done. This step includes increasing the 

size of the image and thereby decrementing the noise 

without disturbing any of the relevant features. Once 

the preprocessing stage has been completed, the 

output image obtained from the above process is 

subjected for skull stripping process. Hence once 

skull stripping is done, the output hence carried is 

followed with various different types of segmentation 

techniques. And finally the feature extraction process 

is done for the segmented output image. The feature 

extraction process is done by using two methods. 

They are; Texture based feature and Intensity based 

feature. The proposed framework is also termed to be 

supervised features selection algorithm (TRS and 

FA). Finally a comparison is done with various 

algorithm and it’s been concluded that Tolerance 

Rough Set (TRS) can be used as one of the  real time 

medical image applications due to the various special 

features of it like its simplicity, consistency and 

Robustness. 

 Zaka Ur Rehmana et.al, [7] proposes a 

Random Forest (RF) algorithm based on regional 

classifier is considered. The Region based feature 

parameters considered is statistical, Textron 

histogram and fractal feature. In this proposed work 

the major parameter found is pixel level accuracy, 

Dice score, precision and specificity. The work flow 

is done in both training and testing phases. Hence the 

image is splitted into different square shaped patches 

named as super pixel of equal size with the help of 

the technique named Simple Linear Iterative 

Clustering (SLIC) and also finally feature extraction 

also can be done. The workflow for training phase of 

this paper includes, pre-processing as the initial stage 

and then feature extraction then feature selection and 

normalization. Then the output is fed for class 

balancing and further classifier training process is 

done. Similarly, in case of testing phase initially pre-

processing is done followed up with feature 

extraction and the training mode is classified their by 

segmenting the tumor using super-pixel 

classification. 

 Chandan Singh and Anu Bala [4] addressed 

segmentation of MRI image has become a tedious job 

nowadays. It’s  mainly because of the Rician noise 

and intensity in homogeneities in the MRI images. 

The previous methodologies completely deals with 

these issues under spatial domain, and while dealing 

the case when the noise is removed from the sample 

image, some of the image data content is also lost, 

this must be rectified. As moment domain to be one 

of the factor is completely dealt in this proposed 
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framework. So they have chosen Zernike moments 

which use the local and nonlocal information's, which 

discards the different types of noises from MRI 

images. Hence this algorithm can be applied to the 

various types of tissues available in brain such as 

Grey Matter (GM), white Matter (WM) and Cerebro 

Spinal Fluid (CSF).The proposed algorithm on the 

overall it’s  called to be intelligent knowledge driven 

approach. There is no human intervention during the 

segmentation process. Here, Local Zernike method 

(LZM) based on non-local means fuzzy C-means 

(LZM-UNLM-FCM) approach. The proposed work 

is compared with the existing work and thereby 

which gives improved segmentation accuracy level. 

LZM reduces the rician noise by holding the fine 

structure, edges and the other details available in the 

moment domain. 

 Kai Roman Laukamp et.al [5] defines that 

meningiomas  is a kind of tumor that always are 

found on membranes, which covers the brain and 

spinal cord which is inside the skull. As stated by 

World Health Organization (WHO) the abnormal 

mass of tissue are categorized into different types of 

grades such as grade I, grade II, and grade III. In 

which grade II and grade III are considered to be at 

increased risk stage. Grade III are found often with 

irregular size and shape. The problem addressed in 

this paper is eventhough several type of techniques 

are available but still there is no radiological criteria 

for categorizing the grade I and grade II lesions. The 

proposed algorithm in the paper is an automatic 

detection and segmentation using deep learning mode 

is proposed. Angu lakshmi and Lakshmi priya [6] 

defines a newly proposed framework which is based 

on walshhadamard texture feature for  using in multi 

modal brain tumor segmentation which is used for 

MRI images. 

 Mahmooda,b,A et.al [8] proposes a fully 

automated unsupervised segmentation framework  

method is implemented in MRI images. In this 

proposed frame work the technique provides high 

degree of accuracy level while performing the 

segmentation on both the synthetic and real T1 MRI 

image.  The proposed method is validated for varying 

noise level aswell as spatial intensity level. The 

performance is also compared with various different 

types of segmentation toolboxes. The following are 

the steps involved. They are, pre-processing wherein 

brain extraction is done followed with bias  field 

correction and the Bayesian AMS is applied. 

Nameirakpam Dhanachandra et.al, [9] proposes an 

algorithm that comprises of a group of techniques 

namely partial contrast stretching, subtractive 

clustering, etc., They observed that once the 

segmentation is done a comparison is made between 

the existing and proposed and it’s been found that the 

quality level of the segmented output(proposed 

framework) seems to be  higher than the existing one. 

It is  also verified and checked with the help of 

various parameters such as RMS and PSNR. 

 Sangeetha K Siri, Mrityunjaya V Latte [10] 

applied neutrosophic set concept to image processing 

along with Chan -Vese model. The image is first 

read, noise is reduced using a median filter and a 

random section of liver is segmented for which a 

neutrosophic set is generated. They observed that the 

proposed algorithm is useful for the detection of 

tumor within the organ aswellas it is used for 

detecting the boundary of it. The important 

parameters such as its volume and area can be found 

which is used in diagnosis and liver transplantation. 

Hussain Alahmer, Amr Ahmed [11] proposed a new 

technique using multiple Region of Interest. Hence 

the liver is segmented with the help of  fuzzy C-

means clustering algorithm liver is segmented  with 

the help of  binary liver mask and divided into three 

classes. They observed whether the tumor is benign 

and malignant with the help of an proposed 

automated approach system and thereby the border 

area accuracy improved to 98%. 

 

III. IMAGE SEGMENTATION TECHNIQUES 

The main objective of image segmentation technique 

is, an image can be segmented based on the variation 

in intensity values, which is of discontinuity or 

similarity [8]. An image can be segmented wisely 

based on the sudden variations in the intensity levels 

or else an image can be segmented based on some of 

the segmentation methods which is widely used are 

classified as follows; 

1. Threshold based segmentation method 

2. Edge based segmentation method 

3. Region based segmentation method and  

4. Cluster based segmentation method 

Generally all these method is done based on the 

following two types. They are; 

1. Boundary based segmentation and  

2. Region based segmentation.  

3.1 Threshold based segmentation 

 Threshold based segmentation paves a major 

role in the image segmentation due to its simplicity of 

implementation, user friendly nature etc., The steps 
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involved in this type of segmentation is pre-

processing, followed by the segmentation process and 

as a final step the segmented output is given to the 

filtering process to get a clear segmented noise free 

output. Here the images can be divided into multiple 

numbers of regions based on the intensity values  

[12]. For example if a bright object is placed in front 

of a dark background, the object(region) can be 

extracted easily by identifying the intensity values. 

With the help of the provided technique, the given 

sample data which is to be performed. Hence the 

threshold based segmentation process is done 

successfully due to the intensity level of the pixel.  

3.2 Edge based segmentation 

 In the given sample image an edge based 

segmentation is done with the help of sudden change 

either increase or decrease in the pixel intensity 

which is found closer to the edges. A binary image is 

obtained as an output for the edge based 

segmentation thereby edges of the each object in an 

image is detected and segmented accurately. The 

edge based segmentation is further classified into two 

types they are gray histogram and gradient based 

methods. 

3.3 Region based segmentation 

 Segmentation is defined to be splitting or 

dividing a single image into multiple number of 

region. Such kind of splitting an image can be done 

either by finding out the boundaries between the 

regions based on the discontinuity in the intensity 

level between the regions or else the partition can be 

done with the help of certain criteria. One of the most 

commonly used segmentation method is Region 

growing method. The steps involved here is region 

splitting and region merging. The technique follows 

by choosing a set of seed points and thereby 

increasing the region by including neighborhood 

pixel, based on the value of the threshold, the process 

will be terminated once all the pixels under same 

threshold value are grouped together. Region 

growing technique is especially applied for simple 

images such as tumors etc., 

 In case of region splitting and merging 

based on some of the properties and conditions an 

image is splitted into different types of regions. Once 

the region splitting process is done it is again further 

merged. At initial step the entire full image is 

described to be the single image wherein which the 

factor known as standard deviation is calculated for 

the internal similarity of the given image(sample 

data). Based on the variation range the image is 

divided into multiple number of regions, completely 

depending on the value of the threshold. The above 

process can be continued till there is no further 

splitting can be done. One of the most commonly 

used data structure for dividing the region is quad 

tree. The images which comes with contrast 

distribution of pixels or the images which comes with 

a great difficulty in differentiating both the 

foreground and background due to the variation in 

the intensity level can be used with watershed 

segmentation technique. In order to determine the 

weak edges in a given image watershed algorithm 

can also be used for better output. 

3.4 Clustering based segmentation 

 One of the most commonly used technique 

in Magnetic Resonance Imaging (MRI) is the 

clustering method, here each pixels are splitted into 

multiple number of region[14]. The region is splitted 

based on the maximum probability range. In the 

cluster based segmentation the training process of the 

pixel is done with the help of analyzing the pixel 

characteristics and its properties. 

a) K-means clustering algorithm 

 Based on the properties of pixel it’s been 

concluded that this algorithm is one of the simplest of 

the existing algorithms. The clustering based 

segmentation involves the following steps; initially 

seed points are fixed for the objects that are grouped 

together and then assume the objects to a single 

group which possess the nearest centroid points. 

Once the objects are fixed again determine the value 

of the centroid. The K-means clustering algorithm 

can able to group multiple number of pixel together 

for a numerous region. Hence this technique is said to 

be hard clustering, moreover each clusters are 

separated by a long distance and each one of the pixel 

is allocated with a membership function, it is termed 

to be a hard clustering algorithm. Even though the 

clusters are located in distance all of them belongs to 

a single group of region 

b) Fuzzy C means clustering algorithm 

 One of the unsupervised method for the 

analysis of the provided various input images are 

fuzzy c means clustering. Each and every pixel in an 

image is assigned a membership function based on 

the distance from the different cluster center by the 

clustering algorithm. Whereas the number of pixels 

which is placed nearer to the cluster head seems to 

possess higher membership function toward the given 

pixel. On the other side an algorithm groups various 

data objects available in an image to a groups of 

clusters, such algorithm is named as hierarchical 
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algorithm. Whereas in hierarchical algorithm it is not 

needed to address the required number of clusters to 

be used in prior or in advance.   

 Different types of segmentation algorithm 

are available. They are as follows, fuzzy c-means 

algorithm, Region growing algorithm, Watershed 

segmentation and different types of clustering 

algorithm such as K means clustering algorithm, 

Fuzzy C means clustering algorithm, Region based 

segmentation and Threshold based segmentation, and 

so on. Based on all these segmentation process the 

following parameters can be analyzed. They are 

Global consistency error (GCE),  peak signal to noise 

ratio (PSNR), Random Index (RI), variation of 

information(VOI), Boundary Displacement Error 

(BDE), Absolute Error (MAE) etc., For the better 

segmentation results the value of PSNR and RI must 

be higher and at the same time the parameters like 

GCE and VOI must be low 

 The paper presents an overall conclusion 

about the different types of available existing 

methodologies for image segmentation. Selection of a 

proper and exact segmentation technique mostly 

depends on the type of image used and to which 

application it's been used. Based on various obtained 

results it’s  been said that evaluating the obtained 

results of image segmentation is considered to be a 

tedious task. Also so many factors are taken into 

consideration while an image segmentation is 

performed, such as contrast, homogeneity, 

compactness, continuity, etc., there is no algorithm 

that is always the most accurate. Thereby generating 

a group of base learners which when combined 

provides high accuracy. The techniques such as fuzzy 

logic and Artificial Neural Network (ANN) is found 

to be the most suitable for image segmentation 

technique 

 In this paper, several existing techniques 

which is related to the brain tumor detection and 

segmentation is found and discussed for various brain 

MRI images. The various existing segmentation 

techniques like threshold based segmentation, region 

based segmentation, edge based segmentation and 

cluster based segmentation techniques are described 

for the removal of active tumorous core region from 

the MRI images. Some of the methods which gives 

better output results for intensity based thresholding 

techniques but gives very poor output for the high 

contrast images. Whereas for high contrast images 

region based segmentation is considered to be the 

best and superior one for providing the better output. 

When compared with all the other segmentation, 

edge based segmentation obtains an efficient output 

irrespective of noisy. If noise is of a major concern 

then clustering based segmentation is chosen to be 

one of the best, simple and highly efficient method 

for providing better output.  

Table no.3.1: comparison between various image segmentation 
algorithm 

S.NO YEAR  
 

AUTHOR 
NAME  

TITLE  REMARKS 

1 

 

2017 Mina 

Esfandiarkarni  
Amir Hossein  
Foruzan  
 

A 

generalised 
active 
shape model 
for 

segmentation 
of liver 
in low 

contrast CT  
volume 

The proposed work 

resulted in failure in 
some of the cases as 
well as the 
interpolation resulted 

in 
large number of 
dubious 

points 

2 Published 
by 

Springer 
2016  
 

Mohammadreza 
Soltaninejad, 

Guang 
Yang,tryphon 
Lambrou, Nigel 

Allinson  
 

Automated 
Brain Tumor 

Detection 
And 
Segmentation 

Using Super-
pixel Based 
Extremely 
Randomized 

Trees In 
FLAIR MRI  

Features like 
intensity, fractal 

analysis, curvatures 
are calculated from 
each super pixel 

within the entire 
brain area 

3  May 
2016 
 

Kavitha A R, 
et.al., 
Article in 

Imaging Science 
Journal  
 

Brain Tumor 
Segmentation 
From MRI 

Image Using 
Genetic 
Algorithm 
With Fuzzy 

Initialization 
And Seeded 
Modified 
Region 

Growing 
Method  

(i)A genetic  based 
algorithm with back 
propagation neural 

network is proposed  
(ii) Accuracy and 
time complexity is 
considerably 

improved 

4 Published 
by 
Elsevier 

2016  
 

Mohammad 
Havaei, Axel 
Davy, David 

Warde Farley, 
Antoine 
Biard,aaron 
Courville,yoshua 

Bengio  
 

Brain Tumor 
Segmentation 
With Deep 

Neural 
Network 
 

(i)As DNN being 
extremely efficient 
and highly flexible it  

can efficiently 
explore the shape, 
size and contrast of 
tumors in brain 

(ii) It  reduces the 
time consumption  

5 March 
2019  
 

Zaka Ur 
Rehmana, Syed 
S. Naqvi, Tariq 

M. Khana, 
Muhammad A. 
Khanb, Tariq  

Fully 
automated 
multi-

parametric 
brain tumor 
segmentation 

using Super-
pixel based 
classification  

 

(i)Random Forest 
(RF) algorithm based 
on regional classifier 

is considered 
(ii) Simple Linear 
Iterative Clustering 

(SLIC) technique is 
used 
(iii) Dice score, 
precision and 

specificity is 
determined  
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IV CONCLUS ION 

 Hence in case of image processing 

techniques segmentation process is considered to be 

one among the most important process. In this review 

work, various techniques of image segmentation has 

been discussed for Magnetic Resonance Imaging 

modalities. Various kinds of algorithms and methods 

which is used for image segmentation process has 

been discussed elobaratively. Image segmentation 

algorithms are mainly focused to improve the 

efficiency of the detected tumor region. Even though 

several techniques has been implemented but still 

there is no accurate solution for image segmentation 

problem. Hence in future work, it’s been concluded 

to propose a novel technique where in which tumor 

segmentation process can be done efficiently and 

accurately irrespective of its location, shape and 

intensity when compared with the existing 

techniques, thereby will be helpful for the radiologist 

in evaluating the MRI to produce accurate results  
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Abstract—In the contemporary power system, the load frequency 

control (LFC) of two area thermal power plant has broadly 

expended in frequency control suitable to having the quick 

replies. The fuzzy logic controller is considered for two area 

power plant. The pattern of system with fuzzy controller is 

imitation in MATLAB/SIMULINK. The dynamic replies of LFC 

with fuzzy and it equated through PID of frequency control for 

system. The success of the proposed fuzzy is better-quality the 

outcomes of power system in provisions of settling time and peak 

undershoot time 

Keywords- Load Frequency Control (LFC), Fuzzy logic 

controller, Proportional-Integral-Derivative (PID) controller, 

Frequency Deviation. 

I.  INTRODUCTION  

In arrears to the status of the apportionment of electrical 
authority, the power establishments are accountable for 
stipulating, incessant, consistent, proficient and operative 
power source to their purchasers with an adequate superiority. 
Contemporary power organization system is completed active 
of numerous controlled expanses and for established process of 
power system components, the entire generation of individually 
controlled extent must competition with aggregate load strains 
favorable linked system losses and normalizes system 
frequency and conversations tie-line power consequently. This 
is entitled as automatic generation control (AGC) and LFC. 
Which performances an significant position in power system 
procedure and regulator [1]. For a consumption of Power 
system is important to remember the incessant source of 
electric authority to the purchaser without any commotion. For 
an steadiness, the power system is to continue a stability 
amongst load demand of the purchaser and power engendered 
of the power plant. Due to cumulative the complication in the 
world, the power petition is also intensifications. The load 
claim of the purchaser rises due to a frequency is renewed from 
its insignificant value. So, it is compulsory to keep the system 
frequency is to be continual. LFC is single of the rudimentary 
policies to reach complementary amongst the reactive power 
and real power. LFC is uninterruptedly supervising the system 
frequency and tie-line power. Estimate net variations of similar 
from their supposed standards (recognized as area control error, 
ACE). Consequently control the regulator settings of 
generators therefore as to retain ACE to its smallest worth. 
AGC initiatives ACE to zero and spontaneously together 

frequency and tie-line power will spontaneously transfer to 
zero [2,3]. The huge, composite and inter-linked power 
systems contribution with a massive number of nonlinear 
possessions consequently, fuzzy controller is single of the 
improved controller of these organizations. This article, the 
fuzzy controller is expended for LFC of the two areas system. 
The fuzzy is established on fuzzy set theory and being signified 
with the involvement and acquaintance of a anthropological 
operative of the system [4,5,6,7]. A power system contains of a 
generation, transmission and distribution of electrical supplies. 
Huge organized quantity of fundamentals consequences to a 
difficult power system which is generally associated via tie 
lines. In current periods, it is attractive a problematic duty to 
power engineer for sustaining the amplified power petition 
from the contemporary power system. The protected and 
consistent procedure of a huge organized multi-area power 
system necessitates the complementary amongst the producing 
load demand and power [8]. In [9], have proposed Grey wolf 
optimization (GWO) technique, Linear Quadratic Regulator 
(LQR) PSO-PID [10], BSA-PID [11], TLBO Optimization 
[12], chaotic optimization [13], Automatic Control Error 
(ACE) [14], LQR [15].  

This paper performs a significance of lfc for two area 
power plant. The propositioned fuzzy logic is participate and 
significant part to get improved occurrences. This article, fuzzy 
controller has been pertained to accomplish the project features 
for power plant.  

This paper is equipped in five sections. LFC for two area 
including mathematical modelling and state space equation are 
denoted in section 2. The fuzzy and PID controller denoted in 
section 3. The proposed fuzzy logic controller is compared by 
the PID controller. Frequency deviation in relations of settling 
time and peak undershoot of the is described in section 4. The 
conclusion of this paper is accessible in section 5 and involves 
of nomenclature, appendix and references. 

II. MATHEMATICAL MODELLING FOR TWO AREA REHEAT-

THERMAL POWER PLANT 

The network frequency is contingent on active power and 
voltage enslavement on reactive power boundary. The network 
is divided into two autonomous complications. An significant 
responsibility of LFC is to reserve the frequency 
unconventionality constant in contradiction of due to incessant 
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discrepancy of loads. Which is correspondingly mentioned as 
un- known outside load interruption. Power conversation fault 
is an significant responsibility of LFC. Normally a power 
system involves of numerous generating elements associated 
composed. These generating constituents are inter-connected 
via tie-lines to developed fault accepting. This consumption of 
tie-line power produces contemporary fault in the control 
difficulty.  Area controller error (ACE) is performance main 
character in interconnected network. Area 1 and area 2 are      
interconnected to separately previous by using a tie-line. The 
modification of tie-line power of each areas by transformation 
in restriction values. The elementary two area control block 
diagram is figure1.   

Load Load

Area 1 Area 2

Tie-Line

1 2X X=

1 1

12, 12

, ,

X tie

P

P

 2 2

21, 21

, ,

X tie

P

P



 

Figure 1. Basic control diagram of two-area power plant. 

 

The basic control diagram of non-reheat thermal-thermal 
power plant is exposed in figure 2. Both areas have consumed a 
2000MW rating and working on 1000MW nominal load.  The 
speed governor, steam turbine and units of power system is 
consumed in both interconnected areas. 

The power of area-1 is transfer to area-2 and its certain by 
equation (1) 

1 2

12

12

tie

V V
P

X
=            (1) 

In two areas the intend of load is depend on power angle. 
Both Δδ1 and Δδ2 is change incremental in configuration of δ1 
and δ2. The power of change is specified by eq. (2) and eq. (3). 

1 2

12 12 1 1 2 2
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sin[( ) ( )tie tie
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P P
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1 2
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1 2

max 12 1 2
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 −=                             (6) 

max 12
12 1 2

1

cos( )
P

T
P

 −=                          (7) 

2
d

f
dt


 =                            (8) 

The incremental output power of tie-line of area1 is certain 
by eq. (9). 

1 2
12 12( . ) 2 ( )tie

f f
P p u T

s s

 
 =  −            (9) 

Applying the Laplace transform in both sides. 

12
21 2 1

2
(s) ( (s) ( ))tie

T
P f f s

s


 =  −                 (10) 

Put T21=a12T12 

21
21 1 2

2
( ) ( ( ) ( ))tie

T
P s f s f s

s

− 
 =  −                (11) 

Swing equation conferring to [4]. In area 1 the load is 
increase, the power is certain in eq. (12). 

0

2
G D

H d
P P f B f

f dt
 − =  +                              (12) 

Here in eq. (12). 

H - Inertia constant, f0- Nominal frequency, Δf - 
Revolution in frequency, B - Parameter of area. Two area 
power is certain by eq. (13) and (14). 
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Where 

1

1
pK s

B
=  and  

0
1

2
p

H
T s

B f
=  

Similarly, 

2 2 2 tie 21( ) [ ( ) ( ) P (s)]
1

p
G D

p

K s
f s P s P s

sT s

 
 =  − −  + 

 

        (17) 
In power network system, area control error is generated by 

a input of controller.    
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1

N

i ij i i

j

ACE P B 
=

=  +          (18) 

Here,  

N is total animated of consistent areas is depend on i. and 
Pij is deviation of power and it is depending on both i and j 
areas. 

In article, a two areas network have reserved. The power 
system involves of a governor, non-reheat turbine and power 
system load model in configuration of transfer function. Speed 
regulation are constant. The frequency of bias factor is 
contingent on reaction of output. The frequency deviation in 
power system is specified as Δf. Area-1 frequency deviation 
isΔf1 and area-2 frequency deviation is Δf2. The increment for 
area-1 is ΔPl1 and the augmentation for area-2 is ΔPl2. This 
power petition is specified in step load procedure. The fuzzy 
controller are expended for controlling the frequency. Power 
deviation in two area is controlling by proposed fuzzy. The 
block diagram of two area network shown in Fig. 2. 
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Figure 2. Block diagram of two area non re-heat thermal-thermal power plant 
with controller. 

2.1 The state space equation of two area non-reheat thermal 

power plant.  

This paper, the state space model is using for two area 
power system. System is continuous-time linear. The 
equivalent results for discrete-time systems, gained through 
division with continuous-time models. The state space network 
is continuous-time dynamic system. It terminate be resultant 
either from the network given in the time field. The illustration 
of differential equation or transfer function is giving equation 
form. The state space equation for two-area network is 
understand in this equation.  
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III. CONTROLLER 

3.1 Fuzzy Logic Controller  

Fuzzy logic control is provides in artificial intelligence and 
control system engineering. Fuzzy controller is formed on a 
reasonable system called fuzzy logic. Fuzzy logic controller is 
developed a three components like as first is fuzzification (The 
breakable inputs are delineate with fuzzy parameters), second 
is rule base fuzzy (To implement the output for follow the each 
rule is giving for a fuzzy predecessor  and to find out all 
collective outputs to follow a rules of fuzzy logic) and third is 
defuzzification (The breakable output are delineate by using a 
fuzzy parameters) is given in Fig (3). 
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Figure 3. Block diagram of fuzzy logic controller 

3.1.1  Fuzzification 

Fuzzification is the method of changing a actual 
significance input indication into a syntactical parameter. Input 
signal is Knowledge base signal and it is a amalgamation of 
rule base and data base. Fuzzification is a work from two types, 
first accept the signal from knowledge base unit then send to 
decision making unit. And second is receive the signal from 
controlled system and send to decision making unit in fig (3). 
The actual significance inputs for a two areas thermal power 
plant is error and derivative of error. Mamdani configuration of 
fuzzy interface stage deliver amongst the inputs signal and the 
output signal. This paper a two kinds of input signal are used 
and included a five-linguistic parameter like as NB (negative 
base), NS (negative short), ZZ (zero), PS (positive short) and 
PB (positive base) is exposed in fig (4). 

TABLE 1. RULE BASE TABLE FOR LFC. 

Frequency 

Derivation 

error 

Rate of change of frequency derivation error 

NB NS ZZ PS PB 

NB S S M M B 

NS S M M B VB 

ZZ M M B VB VB 

PS M B VB VB VVB 

PB B VB VB VVB VVB 

3.1.2  Rule Base Fuzzy 

The rule base fuzzy includes of fuzzy if- then rules. The 
fuzzy rule could comprise fuzzy parameters and fuzzy 
subsection considered by member function. The fuzzy rule 
base as specified in Table 1. The rules are produced in this 
method: if the variable of error is NB (negative base) and the 
variable of derivative of error is NB (negative base) then the 
output control signal variable is S (small). Expending these 
member function and variable, the entire number of 49 rules 
are produced. 

3.1.3  Defuzzification 

Defuzzification converting the output fuzzy variable to a 
actual value indication. The centroid technique applied for 
defuzzification progression.  
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Figure 4. Inputs and outputs membership function for LFC. 

IV. SIMULATION RESULTS AND DISCUSSION 

In simulation research, we simulate power system with 
fuzzy logic controller. In this segment, we equated the 
presentations of thermal power plant with fuzzy logic 
controller through the PID controller. The reply of system 
parameters of PID controller is arranged in Table 2. 
Performance Comparison. 

TABLE 2. PARAMETER VALUE OF PID CONTROLLER 

S. 

No. 

Method Two Area PID Controller 

Parameter 

1. PSO-PID Ragini, 2015 

[11] 

 

Area - 1 

Kp1 0.6412 

Ki1 0.9459 

Kd1 0.4866 

 
Area - 2 

Kp2 1.4907 

Ki2 2.0000 

Kd2 1.3564 

2. BSA-PID, Ragini 2015, 

[11] 

 

Area - 1 

Kp1 1.1154 

Ki1 0.9665 

Kd1 0.8358 

 
Area - 2 

Kp2 1.1274 

Ki2 2.9687 

Kd2 1.3701 

3. A.Pritam 2017 [12]  

Area - 1 

Kp1 1.6301 

Ki1 1.9999 

Kd1 0.8038 

 
Area - 2 

Kp2 1.2349 

Ki2 0.4976 

Kd2 1.5291 

4. Farahani M, 2012, [13] Area - 1 Kp1 0.6003 

Ki1 0.6204 

Kd1 0.5224 

Area - 2 Kp2 0.3000 

Ki2 0.7319 

Kd2 0.3654 
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The two area non-reheat thermal power system is measured 
for load. We associated the replies of fuzzy controller with PID 
controller replies in relations of settling time, peak undershoot 
in confirmation in table 3 

TABLE 3. COMPARISON ANALYSIS OF  SETTLING TIME AND UNDERSHOOT 

TIME 

S. 

No. 

Method Two Area Setting Time and Peak 

Overshoot Parameter 

Areas  Setting Time 
(Seconds) 

Undershoot  

1. Proposed Fuzzy ΔF1 40.284 -1.583 

ΔF2 36.772 -1.564 

ΔPtie 24.415 -0.300 

2. BSA-PID, Ragini 
2015, [11] 

ΔF1 45.688 -1.581 

ΔF2 40.781 -1.904 

ΔPtie 32.434 -0.254 

3. PSO-PID, Ragini 

2015, [11] 

ΔF1 46.707 -1.793 

ΔF2 43.535 -2.219 

ΔPtie 26.563 -0.290 

4. Pritam, 2017, [12] ΔF1 52.164 -1.563 

ΔF2 52.822 -1.784 

ΔPtie 42.850 -0.244 

5. Farahani M, 2012, 

[13] 

 

ΔF1 75.682 -1.756 

ΔF2 88.494 -1.641 

ΔPtie 20.691 -0.381 

 

The proposed fuzzy has minimum settling time as 
associated to the PID controller and controller better the 
demonstrations of the system. The qualified investigative of 
settling time of proposed controller and PID controller for 
network is shown in Figure (5), (6) and (7). 

 

Figure 5.  Comparison of thermal area-1 (frequency deviation Δf1) of 

proposed fuzzy with PID [10], [10],[11] and [12]. 

 

Figure 6.  Comparison of thermal area-2 (frequency deviation Δf2) of 

proposed fuzzy with PID [11], [11], [12] and [13]. 

 

Figure 7.  Comparison of tie-line of proposed fuzzy with PID [11], [11], [12] 

and [13]. 

V. CONCLUSION 

In this article, the fuzzy logic controller are using for 
disentangling the load frequency predicament. A relative study 
was accessible using PID controller. Fuzzy logic controller and 
PID controller constraints are pertained to a two area non-
reheat thermal power system. The core purpose of this paper is 
to better the dynamic implementations of the power plant. The 
condescension of proposed controller has been expressed for 
two area power plant. The simulation results countenance that 
the proposed fuzzy logic controller has superior carrying out 
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than the recommendation PID controller. The settling time and 
peak undershoot time of the two area non-reheat thermal power 
system measured by fuzzy logic controller gives superior 
result. 

NOMENCLATURE 

TG : Stem governor time constant  

TT : Stem turbine time constant 

Kps : Power system gain constant for area. 

Tps : Power system time constant for area. 

T12 : Co-efficient of synchronizing. 

R1, R2 : Constant of speed regulation for area. 

B1, B2 : Constant of frequency bias factor for area. 

Δf1, Δf2 : Frequency deviation for area.  

APPENDIX 

Parameter of two area power plant. 

Area-1 

Pr1 = 2000 MW, PL = 1000 MW, TP1 = 20s, B1 = 0.425 p.u. 

MW/Hz, R1 = 2.4 Hz/p.u. MW, KP1 = 120, Tt1 = 0.3s, Tg1 = 

0.08s. 

Area-2  

Pr2 = 2000 MW, PL = 1000 MW, TP2 = 20s, T12 = 0.545 s, a12 = 

-1, B2 = 0.425 p.u. MW/Hz, R2 =2.4 Hz/p.u. MW, KP2 = 120, 

Tt2 = 0.3s, Tg2 = 0.08s. 
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Analysis of Techniques for Correcting Power Factor 

of AC-DC Converters  

 

 

 

Abstract— With the advent of technology the use of power 

electronic devices rapidly increasing. Most of the power 

electronic devices require the rectifier i.e. AC- DC power 

converter for their working or charging purposes. Use of the 

power electronic converters introduces harmonics in the system 

thereby violating the limits of the international standard and also 

as the power level increases the harmonics of lower order which 

will deteriorates the power factor and thus affects the efficiency 

to a great extent. All these problems arises a great need of power 

factor correction. Here, in this paper analysis of different power 

factor correction topologies is done to understand their various 

techniques like passive and active and after that types of active 

power factor correction types are visualized and analyzed. The 

simulation result of the PFC buck and PFC boost converter 

communicate that both the techniques help to improvise the 

power factor . 

Keywords – Power factor, Passive PFC, Active PFC ,Buck 

converter,Boost converter 

I.  INTRODUCTION  

 

Power factor is the measure of how effectively power is 

transferred from the source to load. Therefore, it is very 

important aspect of any power system but with the increasing 

use of power electronic devices in the power system for 

various purposes deteriorates the power factor as the power 

electronic converters introduce harmonics in the system. The 

leading and lagging power factor means there are transmission 

and distribution losses in the system due to which the power is 

not effectively utilized .A good power factor i.e. close to unity 

power factor implies effective utilization of power and low 

power factor implies that the power is not utilized properly. To 

overcome this problem many power factor correction 

techniques have been implemented so far. These PFC 

technologies help to meet the requirements of international 

standards, such as IEC 61000–3–2 and IEEE-519.  

 

 The need for the improvement of power factor arises from 

the fact that the rectification of alternating current is very 

ineffective process because it leads to the distortion of the 

waveform of current drawn from the input. This will give rise 

to large number of harmonics that will intervene with the 

working of other equipment. As the power level increases this 

intervention may become even worse as the harmonics enter in 

the power utility line this in turn increases the size of 

transformer and other equipment thereby increases the overall 

cost and decreasing the efficiency. All these problems greatly 

demand the requirement of the power factor correction. The 

various techniques of correcting the power factor of low power 

AC – DC converter [1],[8] evolved so far. Active PFC 

techniques using DC-DC converter is described in [2],[3].The 

performance evaluation of PFC boost converter given [7],[9] 

given. Power factor correction for switched mode power 

supplies presented in [4].Bridgeless power factor correction 

techniques [5] reduces the number of devices used. The 

research is done on single stage techniques of correcting the 

power factor [6].Some calculation for buck boost presents in 

[10].A voltage double circuit is represented in [12].[11] gives 

the correction of power factor by using switched inductor 

circuit. 

 

This paper presents analysis of different techniques of 

power factor correction. The power factor technologies 

include both active and passive PFC techniques. Among the 

various types of active techniques here the PFC buck and 

boost techniques are visualized and simulated. The simulation 

result shows that the techniques help to obtain the power 

factor close too unity. Thereby, making the circuit cost 

effective and improves efficiency. 

 

     The section I of this paper includes the introduction of the 

power factor and different methods of its improvement. 

Section II represents the different techniques of improving 

power factor. The best techniques of power factor correction 

i.e. power factor boost converter is represented in section III. 

Finally, the simulation result and conclusion is presented in 

section IV and V. 

 

II. TECHNIQUES OF CORRECTING THE POWER FACTOR 

 

The PFC helps to obtain the maximum efficiency in the 

distribution of power. The power factor correction can be 

listed mainly into two groups: 

 

 Passive PFC 

 Active PFC 
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       The Various types of Power factor correction techniques 

are represented in Fig 1. 

 

Passive Power Factor Correction  
 

    The passive power factor correction is the simplest way to 

remove the harmonics with the help of passive filters like 

capacitors, inductors, RC and LC filters .These filters allows 

the line current of a particular frequency (50 Hz-60 Hz) range 

only thus minimizing the total harmonic distortion (THD) and 

maintaining it with in the limited standard range. The 

disadvantage of this technique lies in the fact that the passive 

filter is bulky in size, thereby requiring the use of large value 

of inductors and capacitors. All this leads to increase in the 

cost of the circuit. Thus, generally another technique of PFC 

i.e. active PFC is preferred to passive PFC. 

 

Active Power Factor Correction 
 

The Active PFC technique utilizes the different power 

electronic devices to control the power travelling from source 

to load so that power factor close to unity can be easily 

achieved. These switching techniques consist of different 

types of switching regulators which consists of active elements 

like Field effect transistor, MOSFET, IGBT and diodes. 

Active power factor helps in increasing the power factor and 

lower the value of THD making the circuit cost effective. 

Active PFC techniques not only shape the input current but 

also lower the harmonics and regulate the voltage at the output 

with the help of feedback. Some examples of active PFC are 

boost converter, buck converter, dual boost converter, etc. Out 

of all these techniques the most preferred is boost one owing 

to its excellent current shaping ability. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III. THEORITICAL ANALYSIS OF ACTIVE PFC TECHNIQUES 

A.  PFC Buck Converter 

Buck converter is DC to DC converter which is used to 

lower the value of voltage i.e. stepping down of voltage. This 

converter works only when the instantaneous voltage at the 

input is greater than the instantaneous value of the voltage at 

the output due to this reason the current at the input is 

distorted during some initial cycles. Fig 2 represents the basic 

PFC buck converter. 

 

    Working 

 

 When the switch Sa is on the diode De is reverse 

biased and the inductor charges from the source.  

 

 While when the switch Sa is turned off the diode is 

forward bias and the inductor discharges its energy to 

load. 

 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 2. PFC Buck Converter 
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                   Fig 1. Power Factor Correction Techniques 
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The duty cycle of buck converter is given by : 

 

 
 

 

B. PFC Boost Converter 

 

Boost converter is a DC to DC converter which is used to 

step up the voltage .PFC boost converter is the widely 

accepted technique of power factor correction because of its 

excellent current shaping ability and efficiency. Fig.3 displays 

the basic PFC boost converter. 

 

     Working 

 

 When Switch Sa is on the DC energy converted from 

AC energy by rectifier charges the inductor during 

this time the voltage at the output is maintained by 

the capacitor by the previously stored energy in it. 

   On the other hand when the switch is off the DC 

energy and the energy stored in the inductor is 

transferred to the load thereby boosting the voltage at 

the output. The voltage at the output can be 

controlled by controlling the duty cycle of the 

switch. 

 

 

The value of different parameters of PFC boost converter 

can be calculated from the following equations: 

 

 

 

 

 

 
 

 

where , 

RL= Load resistance  

fs = switching frequency   

ΔV = Output voltage ripple  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 3. PFC Boost Converter 

 

 

IV. SIMULATION AND VALIDATION OF THE PFC CONVERTER 

 

Here MATLAB simulation result is presented. The input 
voltage Vac = 220 Vrms  and switching frequency fs is taken as 
20KHz. 

 
     Fig 4 displays the switching waveform of both the PFC 

buck and PFC boost converter. The switching waveform is 

essential to control the working of the circuit as by varying the 

duty cycle of the switching waveform the time of ON and OFF 

of the switch can be varied. 
 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 
 

Fig 4. Switching Waveform 
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A. Simulaion Of PFC Buck Converter 

 

 Fig 5. represents the Simulink model of the PFC buck 

converter. 

 The waveform of the current at the input and voltage 
at the output of the PFC buck converter is being 
displayed in Fig 6.  

 By observing the two waveforms it can be concluded 
that the two waveforms are in phase i.e. the voltage 
and current are in phase which represents that the 
unity power factor or the power factor is close to 
unity. Thus, power factor is improved by using the 
PFC buck converter. 

 Fig 7. displays the output voltage waveform of the 
power factor correcting converter based on buck 
converter. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
Fig 5. Simulink Model of PFC Buck Converter 

 

 

 

 

 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

Fig 6. PFC Buck Converter Waveforms of Voltage and Current at the input  

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

Fig 7. PFC Buck Converter Waveforms of Voltage at output 

 

B.       Simulaion Of PFC Boost Converter 

 

 The Simulink model of the PFC boost converter is 
represented in Fig 8. The switching waveform of the 
switch of PFC boost converter is given by the pulse 
generator here. 

 The waveform of the current at the input and voltage 
at the output of the PFC boost converter is being 
displayed in Fig 9.  

 By observing the two waveforms it can be concluded 
that the two waveforms are in phase i.e. the voltage 
and current are in phase which represents that the 
unity power factor or the power factor is close to 
unity. Thus, power factor is improved by using the 
PFC boost converter. 

 

 

 

 

 

 

 

 

 

 

 

Fig.8. Simulink Model of PFC Boost Converter 

 
Fig 9. Waveforms of Voltage and Current at the input at V= 220 Vrms 

Fig 8. Switching Waveform 
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Fig 9 . PFC Boost Converter Waveforms of Voltage and Current at the input  

 

 

 

 Fig.10. represents the voltage at output of the PFC 
boost converter which approximates to a constant 
value of 600 V. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig 10. Output voltage of PFC boost Converter 
 

 

 

V. CONCLUSION 

Analysis of various techniques of correcting the power 
factor of the AC – DC converter is presented in this paper. The 
two types of active PFC methods based on PFC buck and boost 
converter is explained and simulated results of the two 
topology represents that the two converters obtain the power 
factor close to unity as the waveforms of the input voltage and 

the current is in phase ,thus the two converters correct the 
power factor to a great extent . Out of these topologies the PFC 
boost converter is the most preferred owing to its excellent 
current shaping ability and ability to remove harmonics. The 
future scope of the power factor topology includes the PFC 
converter based on SEPIC converter. 
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Abstract— Public distribution scheme is a structure promoted by 

government and includes chain of shops. This scheme aims to 

provide food grains and commodities to people at affordable 

price. Public distribution scheme ails at many factors such as 
availability, overcharge, timing, undersupply illegal smuggling of 

goods and corruption. Intelligent Public Ration Distribution 

System (IPRDS) is similar to an Automated Vending Machine 

which allows customers to complete purchases and transactions 

of basic ration commodities with ease. The customer 
identification, distribution of commodities, billing and data 

updation etc. are automated. The customer identification is done 

by the finger print verification. The system was prototyped and 

tested to distribute three major commodities; rice, wheat and 
kerosene. The proposed scheme can be directly implemented in 

the existing ration shops and thereby reduce the labor works 

associated with distribution of commodities. S ince all the 

activities will be monitored by the food supplies department, all 

activities takes place in accordance with the rules and 
regulations.  

 

Keywords— GSM Module, Finger Print Modue R307 

I.  INTRODUCTION  

 

Govt. of India issues Ration Cards, with which families are 

able to buy commodities like Rice, sugar etc. at subsidized 

rates. The subsidized rates and the quantity of the materials are 

conditioned based on the family income and the number of 

members. This framework by the government aids several 

poor and needy families . However, this facility provided by 

the Government sometimes fails to reach the target group 

owing to human errors, inaccuracy in weighing machines, 

selling of leftover materials without the knowledge of the 

government and other forms of corruptions. 

 

The propsed work attempts to bring out a system to eradicate 

the drawbacks in the chain of ration distribution and to ensure 

proper service of the system. The designed system is dubbed 

as “INTELLIGENT PUBLIC RATION DISTRIBUTION 

SYSTEM (IPRDS)” .With the implementation of IPRDS in all 

the existing ration shops , the data management becomes 

simpler and unfailing. 

The major objective of this work is to automate the public 

ration distribution process. At present, ration distribution is 

carried out through ration shops  which may neither work daily 

nor keep regular hours. This cause limited accessability and  

channelise the undisposed grain and other products to the open 

market. By this users do not get their rightful entitlement in 

terms of quantity. Moreover, the overcharging more than the 

mandated rate, and under-weighing of commodities are also 

widespread. These drawbacks of existing system can be 

reduced by the suggested IPRDS. Quality and quantity issues 

of supplied goods are also addressed in this work. 

The IPRDS can be installed in existing ration shops or can be 

implemented even as a mobile ration shop. Since the user 

verification is done using fingerprint, chances of illegal 

transactions are minimized. The available quota of customers 

can be updated by the Central agencies through GSM. The 

details of every transaction can also be updated.  

 

In the existing ration distribution system, the Ration Card 

brought by the customer is verified by the shopkeeper and 

thereby the materials are manually measured and supplied. 

Recently fingerprint system has also been introduced, which 

has reduced the rate of corruption occurrences. The present 

ration distribution system has categorized the people under 4 

different categories and differentiates them by giving different 

colors to their Ration Cards. The yellow Ration Card is issued 

for the most economically backward section of society, pink 

for priority or Below Poverty Line (BPL) section of society, 

blue for non-priority subsidy or Above Poverty Line (APL) 

section of society and white for non-priority section of society. 

 

Several attempts have been made in order to resolve the above 

discussed issues. An Automated Ration Distribution System 

using RFID and GSM module [1], Digitalized Ration 

Distribution System etc.  Has already proposed. 
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 K. Balakarthik proposed the “Cloud-Based Ration Card 

System using RFID and GSM Technology” [2], presents an 

efficient method for the user to buy the products in the ration 

shop by just flashing the card at the RFID reader. 

A.N. Madur developed the “Automation in Rationing System 

using Arm 7” [3], Proposed the “Automatic Ration Material 

Distributions Based on GSM and RFID-Technology” Here 

each customer is provided with RFID cards. 

In all these proposals the commodities are not weighed . 

                      

II. PROPOSED SYSTEM 

The IPRDS is a microcontroller based system to control all the 

operations in the ration distribution system. It has a user 

interface with a keypad as input and LCD display as output. 

The customer has to provide his/her fingerprint to access the 

system. Once the fingerprint is authenticated, the system 

provides access to the customer’s account. The quantity of 

commodities available to the specific customer is displayed on 

the LCD display. Now, the customer can enter the required 

amount of the commodities and the system will automatically 

distribute the commodities to the containers provided in the 

shortest possible time. A bill regarding the transaction is also 

generated and sent to the customer’s mobile number. 

 

After the process, the IPRDS will display the remaining quota 

available to the consumer and also update this data to the 

central agency by GSM method. The central agency can also 

control and modify the consumer allocation and data 

wirelessly. 

 
Fig 1:  Structure of the proposed system. 

 

 

 
A cross sectional view of the proposed system is shown in 

fig.1. There are storage cabins for wheat, rice and kerosene. 
These storage cabins are placed at the top and are operated 

using individual Servomotor valve mechanisms. The cabins 

are placed in such a way that the commodities in the cabin 

could easily flow towards the load cell by its own gravitational 

energy. The load cell is used to measure the quantity of grains 
such as wheat, rice, sugar. Whereas, the kerosene is supplied 

through a pre-calibrated submersible water pump. When the 
load cell reading is matched with the quantity entered by the 

user, the microcontroller provides a signal to close the valve 
mechanism and interrupts the grain flow. By this, the 

commodities can be effectively distributed to external 

containers. The block diagram of IPRDS is shown in fig.2. 
The microcontroller used is ATMEGA 2560. It controls the 

fingerprint sensor, load cell, pump and the valves. 

 

 

Fig 2:  Block diagram of proposed system 

 

III. WORKING 

The system consists of mainly a valve mechanism, 
interface, electric circuitry, load cell and submersible 

pump. The interface acts as a medium between the 
customer and the system. Once the customer approaches 

the IPRDS, they are asked to verify their fingerprint. The 

fingerprint verification is done with R307 Module. The 

enrolment and deletion of customer fingerprints are done with 

the help of SFG Demo Software through a computer system.  

Once the fingerprint of user matches with the stored data, the 

display shows the details of the Ration Card holder including 

the name, Ration Card number and their category. Then the 

display shows the available quantity of the materials allotted 

to the specified category from which the customer can select 

the needed commodity.  
The user instructions are then verified by the microcontroller 

and control signals are given to the valve and pump 

mechanisms. The valve mechanism is designed with the help 

of a servomotor and used for the distribution of grains. 

Whereas the submersible pump is used to distribute the 

kerosene. Both valve and pump are operated till the necessary 

interrupt signal is received from the microcontroller.. The load 

cell weighs the distributed quantities from valve and pump and 
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continuously provides  an output signal towards the 

microcontroller. Once the load cell reading is matched with 

the value entered by the user the microcontroller provides an 

interrupt signal to stop the operations of valve or pump. Once 

the process is finished the user can collect the commodities 

from the container provided externally. 

 

A. Circuit Design 

 

Arduino Mega is used as the prime controller. The Arduino 

first scans the fingerprint using R307 fingerprint module. 

R307 has an inbuilt memory having a capacity to store 1000 

fingerprint modules. It takes less than 0.3 second to read the 

fingerprint image. Once the scanning process is done, the 20x4 

LCD display shows the details of the corresponding person. 

The LCD display is controlled using I2C LCD controller. The 

conventional LCD display requires at least 6 pins for its 

functioning while I2C controller requires only 2 pins. The 

requirements are selected using a 4x3 Matrix Keypad. After 

the verification and the decision making process, the 

commodities are delivered. The grains are delivered via 

valves. The valves are operated using servomotors (SG90 

Servo). The weight of the commodity is measured using Load 

cell. As the requirement is fulfilled, the servomotor operates to 

close the valve. 

 

 
Fig 3: Circuit Diagram 

 

 

The kerosene is supplied using Submersible Mini Water pump 

which is controlled by a relay circuit. As the grains are ready 

to be loaded, the consumer is alerted using a buzzer. This 

helps the person to ensure that the grains are collected 

properly. All these functions make way for reducing manual 

intervention.  

 

A GSM module installed in the circuit ensures that the Ration 

Card Holder is informed about the collection of the 

commodities. It sends a message stating that the monthly 

Ration is dispersed and collected to the Registered Phone 

Number.  

 

 
Fig 4: Flow Diagram 
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The program flow chart for the system is shown in fig.4. The 

consumer is granted the permission to access his requirements 

using the keypad. 

 

IV. RESULT 

The suggested IPRDS system was enacted as a prototype. The 

project model developed is shown in fig.5.  

 
Fig 5: Project Model 

V. CONCLUSION 

This paper brings out a new venture to ensure full-fledged and 

transparent Ration Distribution system. Every user can collect 

their monthly ration and ensure its delivery via message sent 

to their registered phone number. The data updating and 

processing is made easy using the proposed system and hence 

saves a lot of paper work time. Any further extension to the 

existing model can be deployed by enabling IoT. More 

security aspects like face identification can be incorporated to 

secure the Ration Distribution system.  

Though the system has to incur initial investment costs, the 

long term benefits overshadow it. Message will be sent to the 

government about the dispensing after each item being sold. 

Through transparency in all transactions, corruptions can be 

eliminated to an extent. For the completion and installation of 

this work in Ration Shops, the Government must ensure that 

the Ration Card is linked with the Adhar. If implemented in all 

the existing stores can revolutionize our public distribution 

system. 

The system can be further developed to incorporate Online 

payment, which can reduce the time associated with the 

distribution and the use of paper currency. 

With IOT the system can be made to work as a cloud based 

system in which all the data regarding transactions, customers 

etc can be accessed from a single database. 
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Abstract- The application that are envisioned with IoT has a 

vital role played by the security. we make use of reliable 

Constrained Application protocol to sense the threat for the 

security purpose for any applications associated to IoT devices 

in a wireless sensor network environment. The task of Sensors 

sensing and the devices associated to it is, included with the end 

to end support system for the interior and exterior 

communication systems, which are always prone to all threats 

and attacks. Thus, we here propose a novel framework to sense 

and avoid the attacks in the framework of Internet-incorporated 

CoAP communication atmosphere. We here try to consequently 

estimate efficiency of reliable CoAP to sense and avoid attacks 

with respect to the DOS attacks in the communication protocol 

for IoT devices. 

Keywords: IoT; reliable; DOS; CoAP;  internet-incorporated  
  

1.INTRODCTION 

 

A Wireless sensor network with respect to IoT has many oblige 

comparable to energy, memory, performance and security. 

Talking of the Today’s IoT security risk premeditated for 

typical IoT [1]. The pile being arranged with the protocols alike 

as 6LoWPAN, RPL and CoAP Constrained Application 

Protocol [2].We here divide the pattern for security sense and 

avoid attacks into two major section in this paper .First sector 

,we identify the security encounters of reliable  sense and avoid 

in the framework of IoT communication atmosphere , and view 

the present  losses related to the solutions intended for Internet-

incorporated CoAP and 6LoWPAN message atmosphere.  In 

Second sector, we propose the design work for the reliable 

sense and avoid technique to employ the anomaly detect 

protocol by analysing the output from the experiment 

estimation. The Obtained results are purely based on the 

incongruity of the reliable the CoAP to sense and avoid attack 

in WSN’s for IoT devices.  

 

2. DETECT SECURITY AND RELIABLE THE IOT 

 

2.1. Security in the Context of Internet-Incorporated Sensor 
Networks  

The present pile of communication has enormous constrain, so 
we shift our interest on the CoAP [3], which is having standard 
reputation, to prove its potentials to perform a chief regulation 
in enabling the IoT. CoAP was intended in the force to put forth 
the Representational State Transfer, construction of the web to 
incorporate sensors and their devices. Here the CoAP protocol 
with respect to the security at application layer, share URL 
familiarity as well as the error codes which is alike to operations 
compared to the (ReST) with the Creating, Updating, Deleting 
and read only. At the transport layer the aim is to do safe 
communication between devices, CoAP envoys its provision to 
the Datagram Transport Layer Security protocol at the transport-
layer. Here it also helps the devices to authenticate with the help 
of the DTLS by using the, public-keys, also the beforehand-
shared keys or digital certificate X.509 .Thus ,its vital inspite of 
secured key sharing between the users  in the system is already 
known , where it cannot guarantee the no-attack from various  
external and internal attacks in the culmination to culmination 
communication organization. Despite of this kind of attacks 
which has the cache manipulations, there exist a suspicion of 
DDoS amplified attack, man in the middle attack, which in turn 
has fooling(spoofing) and fractious(cross) layer attacks. Where 
these internal attacks will spoof the rules and regulations with 
the normal work of the CoAP protocol. Henceforth, endwise 
security devices could be accompanied by suitable sense and 
avoid methods positioned in this situation of the Internet-
incorporated WSN, which is main moto of our work. 

2.2. Reliable Detection methods on the Internet 

It is importanat to know the role of the reliable  detect are 

incorporated  in techonologies with respect to the real  systems 

and, . Host realted IDS incorparted are most rigourously given 

emphasis on one-to-one care and perceiving the detect action 

on the doubtful actions in hosts, which has the capacity to 

monitor every behaviour that is dynamic in nature and the 

system of with the dynamic state . today the IDS is the best 

solution to the internet which employed with the detect form in 

the classifications as: SO signature-oriented detect , anomaly-

oriented detect and SPA State full protocol analysis[6].An 

anomaly is characterized  to deviate from the traditional 
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(predictable) activity of network, to particularly built up form 

of activity of the network , which helps in the regular activity 

of the network.Here we can catogories to this into host-realted 

(HIDS), network-realted  (NIDS) and wireless-realted (WIDS) 

[7]. By the analysis of the network jam ,here we capture the 

traffic rate of the network at tactical positions of  

communications organization. WIDS are way familiar to the 

NIDS,whereas in this case we concetrate more on the wireless 

communication state. 

 

2.3. Detect Reliable the IoT 

 
Here, we are known with the attack that are encountered while 
the devices are connected in the wireless state for 
communication, which are to be treated with suitable solutions. 
Hence this known attack is to be detected well in before. We take 
in to point that the attacks from the security, against the stable 
internet incorporated restricted sensing and associated devices. 
We may consider the varied layers of communication stack; 
hence we here consider to map up for application layer using the 
CoAP point of the IEEE 802.15.4[4]. In [4] the authors propose 
REATO, a regulations-oriented description with dynamism to 
detect and contract with DoS attacks. The structure here is 
premeditated to implement, with the evaluation for DoS attack 
in a numerous circumstance in directive to wedge unexpected 
communications circumstances. For example,the jamming and 
collisions attacks are encountered as expected DoS attacks in 
contradiction of IoT communication area, snooping whichever 
present at the route , application layers or link layer.Authors in 
[5], an fusion IDS attack to detect the contradiction of routing 
with RPL, which fuses the features of SO and AO reliable 
CoAP. Thus, suggestion is estimated with the concluded 
simulation for outcomes oriented  with sinkhole attacks. 

  

3. Reliable CoAP to sense Internet-Incorporated WSN 

 

Here we extant the structure with framework of the reliable 
detection of DoS attacks for the applications layer in 
contradiction of the CoAP Protocol [6]. 

 

3.1. Considered Method  

 

The method well thought-out in here could be considered from 

the taxonomy given in [7], which is given bellow: 

 • Network architecture of the existing system replace: Here a 

defend and detect the attacks on the CoAP with the help of the 

centralized method, which will destabilize the client serve 

model in the communication system. 

•Method used to handle the web: familiar to other WSN’s we 

consider hierarchical model, CoAP, 6LoWPAN and, RPL at the 

advanced layers and hop by hop communication support IEEE 

802.15.4 at connection(link) layer [13].  

•Collection of Data: data collection in centralized, here we 

target a particular node in the web to capture the data, known 

from the nature of  traffic oriented web .Also the component to 

collect the data uses the  .For traffic collection an agent IoT-

LAB sniffer node used for specific locations or area. 

 •Type of the Data: the data type is pcap (Packet Capture) 

presentation for WSN’s traffic. 

•Detect Time: the off line implementation. 

•Condition of being granular: intermittent (batch) method 

implemented for traffic capturing. 

•Method to process: Detect attack and gather data makes use for 

processing a centralized method [4].  

•Discipline to Detect: To restore the evaluation that is state-

based with the discipline is used and, IDS intelligences if node 

is normal or negotiated state. We here recognize and mention 

the past as “NORMAL” through the paper and future as 

“RELIABLE”. 

•Method of Detection: as mentioned before in this paper, we in 

these circumstances of the projected framework, we 

deliberately analyze, instrument and estimate reliable CoAP to 

sense and avoid attack in WSNs. 

3.2 structure Planning  

 

To demonstrate the structure well-thought-out, the resolving of 

method to instrument and estimate reliable CoAP to sense and 

avoid attack in WSNs. in Figure 1. This structure planning is 

done deliberates to employ the 6LoWPAN edge routers (6LBR) 

arbitrating transport network, amid the internet devices in 

addition to WSN, here we use CoAP identifying(sense) and 

actuating(sensor)devices [10], also for the external (different 

WSN or internet devices) or internal (same WSN) for the hosts. 

Therefore, CoAP customers subordinate by means of CoAP 

attendants helps in directive to request, will stimulate otherwise 

perceive specific properties accessible at the application layers 

[7]. 

 
Figure 1. Structure for reliable CoAP sense framework of 

Internet-incorporated WSN’s 

 

As exemplified in Figure 1, Let us presume device employ to 

sustenance reliable CoAP sense processes. The device 
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possesses the properties essential for execution seizing of the 

transport network in the array within it, therefore substitute as 

a web sniffer in it. One more vital condition is that, this device 

employ for the anomaly detect through the machine learning 

language by supporting high level language. In this present 

employment of this architecture, this task is taken into the 

consideration  by the 6LBR, and device is accountable for 

filtering (intermediating) between internet and WSN.As 

mentioned before, for the focus to employ ,anomaly-detect to 

experiment and implement by evaluating it, here uses the IoT 

LAB [4-8] stage, incorporated to provision a multi-hop 

topology. In place of a constraint to GET requests only for 

CoAP in this platform and enactment of numerous devices is 

completed by Contiki operating system, in specific by build 

above the basis (source)code intended for border router 

(6LBR), the implementations of the examples with respect to 

CoAP server and CoAP client [8]. 

 

4. Experimental Evaluation 

We ensue by output analysis, attained from our evaluated 

experiment, for sense sense methods, begin with an analysis 

forwards through the experiments, till it is implemented and 

automate. 

4.1. Automation and Implementation of Experiments  

The first and foremost step to select the operating system to be 

employed, for implement and automate.It is necessary to 

provision, to gather the statistical data and component for  

reliable  detection in architecture [9]. The OS working for 

persistence of supportive reliable CoAP to detect in the Contiki 

[10], because of its constancy, hardware affinity and attribute 

of credentials at indicator. According to this podium of OS, here 

working with the IoT-LAB to incorporate, a podium(platform) 

that enables the method of disposition in the ease way. 

4.2. A problem for Multi class 

The results obtained from the analysis of the pcap(packet 

capture) files are comprise to observe and  consist of ,arrays of 

structures ordered as a rectangular matrix. These annotations 

are given in to data pre-processing, dimensionality reduce and 

classifier physical activity. The proportion of the number of 

NORMAL vs. inaccurate annotations (thus, result from the 

disobedient node) is of 2 to 1, thus for each two NORMAL 

observations we observe one inaccurate observation [11].In this 

process we employed the following SVM Kernels: Linear, 

RBF, polynomial and sigmoidal. The obtained results are 

illustrated in Figures 2 

 

 
Figure 2: Problem Multi-session—Net Exploration SVM thru: 

RBF Kernel, purpose outline one against. Rest choice, 30 

reiterations and keep score standard of exactness, Mix-up 

(confusion)Matrix (a) and ROC (Receiving Operator 

Characteristic) Curvature (b)[11-12]. 

 

4.3 Evaluation Strategy  

 

The classification so for, on the reliable CoAP detect method 

are evaluate throughout the working out period, and in this 

context, take in count the basic metrics in the routine, specific 

Accurateness, the Recollection of True positive Proportion, 

Precision, False positive Proportion and F Degree, elucidate as 

beneath [12]: 
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From the preceding precision in the count of numbers, TP 

means true positives, TN true negatives, FN false negatives, FP 

false positives and numeral explanations to consider [4-12]. 

Hence the particular metrics, estimated deliberate through the 

mix-up(confusion) matrices and ROC curvatures, in 

cooperation with   binary classes as well as the, multiple classes 

methods for analysis. 

 

5.Conclusion  

 

In this paper, we partake projected a framework for the IDS, 

reliable CoAP to sense and avoid attacks in wireless sensor 

networks for IoT devices. The above framework used to 

evaluate efficiency required to employ the process of reliable 

CoAP by means of detect, as well in preventing the DoS attack, 

in contradiction of this communication atmospheres. As of a 

real perception with respect to the IDS structure, the Internet-

incorporated CoAP detecting(sense) applications, it’s vital in 

averting the extreme reliable a probable one. Whereas 

correspondingly, at times it assures for a truncated rate of FN, 

though there is unfluctuating cost of cumulative FP, we obtain 

the maximum output for managing the security. By identifying 

specific attack, the problem with respect to the multiple class 

method is suitable for, interior and Internet-originated attacks 

in contradiction of the security devices. Further consideration 

of additional reliability for the intrusions in future 

developments, predominantly concerning about the attack 

absorbed on disrupting the traditional rules and the protocol 

semantics of CoAP, either by interior or exterior attacks. 
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Abstract—Radiation intensity which is measured in power per 
unit area is used to analyze the extent of effect of radiation and 
can be used for analytical studies. In this paper, a real time 
monitoring system is proposed to collect the intensity of sunlight 
and transmit the data using wireless communication for a 
suitable range with less transmission loss. Two radiation sensors 
are used to measure the intensity of light - one is to quantify 
intensity of directly incident light and other for reflected light 
from earth. It works on the basis that intensity of light is directly 
proportional to the voltage. This data acquired is transmitted 
using a powerful Sub-1GHz wireless microcontroller. The 
proposed system was tested at different intervals of time. The 
results showed stable voltage readings proportional to the light 
intensity. These radiation values were transmitted successfully in 
wireless mode for a range upto 250m without any transmission 
loss. 

Keywords—Solar radiation; Sensor networks; Data acquisition 
system;  Wireless communication. 

I.  INTRODUCTION  
Solar radiation is the major source of radiation affecting 

the entire universe as sun being the basic source of energy. 
The range of this radiation can be understood from the 
analysis of the amount and intensity of sunlight. The sunlight 
is a part of electromagnetic spectrum which includes infrared, 
visible and ultraviolet regions.  The intensity of solar radiation 
is measured in power per unit area. This measurement is an 
integration of the solar irradiance and the solar insolation 
considered together. Solar irradiance is the amount of sunlight 
directly incident on the earth or the measuring equipment at 
any particular instant. This value ranges from 0 kW/m2 at 
night to a maximum of 1kW/ m2 throughout the day. Solar 
insolation is the amount of light that falls on the earth’s 
surface and gets reflected to the atmosphere. This 
measurement is accurately made using a pyranometer and 
pyrheliometer for global radiation and direct radiation 
respectively. This knowledge of solar irradiance can be 
utilized for various analyses like predicting energy generation 

from solar power plants, and in weather forecasting and other 
climatological studies [1]. 

A Data Acquisition System (DAQ) functions to measure or 
control the physical signals of real world and convert it into 
digital values that can be manipulated using a computer. A 
DAQ system is generally comprised of sensors, DAQ device 
and a computer. Fig.1 shows the block diagram of a DAQ 
system. The sensor is used to convert the physical signals to 
voltage, resistance, current or any other electrical 
characteristics that varies over time. The physical signal can 
be temperature, pressure, light intensity, sound etc. The output 
from the sensor may have noise elements. The DAQ device 
mainly does signal conditioning, analog to digital conversion 
and transmission of the instructions and data measured using 
any proper bus. The commonly used bus for interfacing DAQ 
device to a computer are USB, PCI express and Ethernet. 
Recently, for wireless transmission 802.11 Wi-Fi, Bluetooth 
or other RF modules are used. The computer part includes 
driver software and application software. Driver software is 
for simplification of communication with DAQ device while 
application software is used for collecting, processing and 
presenting the data to user [2]. 

 

Fig. 1. Block  diagram of a typical Data Acquisition System[2].. 

Nowadays, wireless communication is being extensively 
used in various applications like medical [3], military, data 
communications, sensor networks [4], energy transfer, security 
[5] and many more. To collect data from remote areas like 
underground, underwater extreme hot and cold locations 
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wireless technologies are best in terms of energy efficiency 
and less transmission losses. Commonly, the wireless 
technologies use radio waves. Zigbee wireless technologies, 
Bluetooth, GPS, and Wi-Fi are also widely used .Wireless 
sensor networks transfer data collected via multiple nodes and 
gateways to networks like Ethernet. The wireless data transfer 
can be done between two microcontrollers also. In such a case 
any kind of wireless technology can be used as a bus to carry 
out the data transmission.  

In this project, intensity of light from the sun is measured 
using sensors- one for the incident light and one for the 
reflected light. This data is collected and stored in a 
microcontroller which has its own radio to transmit the data. 
The transmitted data is received at a distant location using 
another microcontroller. The obtained data is processed 
understand the radiation intensity and proceed for further 
studies. The microcontroller used works in Sub-1 GHz radio 
frequency. 

The related works are indicated in Section II and the 
proposed system is presented in Section III. The different 
components used in the project are explained in detail in 
Section IV. The experimental setup is familiarized and the 
performance evaluation is carried out in Section V. The work 
is concluded in Section VI. 

II. RELATED WORK 
The remote data acquisitions system is of great importance 

in this era of unforeseen advancement in technology. The 
collaboration of sensor networks and or transmission modules 
makes it possible to collect the remote data and transmit over a 
large distance. As mentioned the data acquisition find its 
application in almost all fields. For example, the importance of 
a DAQ system in providing better mobile health care services 
is mentioned clearly by Chanhee Lee et al. [6] in their paper. 
The DAQ system is put in action by using USB, Ethernet or 
wireless means for testing, estimating and automation of data. 
Chanhee Lee introduce a data acquisition software using 
database querying facility along with mobile sensor networks 
to ease the process of filtering out of the unwanted overhead 
medical data [6]. 

The DAQ is also applied in recording signals from 
infrasound events. In the paper by José Chilo and Thomas 
Lindblad [7], the output signal from infrasound sensor is 
transformed into digital signal by a 16-bit ADC. It also 
employs an anti-aliasing filter for noise elimination. A multi-
sensor DAQ system is used to analyze the thermo acoustic 
performance of refrigerator in the paper by Yuriy P. 
Kondratenko et al. [8]. The system uses an Ethernet and 
RS232 to communicate between sensors and end PC. 

In the paper, Zhao Jinxiang and Sun Chuanwei [9] use a 
CC3200 MCU in remote data acquisition.  Here, the data is 
accessed from cloud server by the use of the Wi-Fi module 
embedded in CC3200. Compared to all other methods of 
DAQ, this provides a low cost and less complex way of 
remote data sensing. The wireless data transmission is 
efficient as it makes the device simple and is cheaper in long 

range communication when compared to wired transmission. 
So, this paper presents the use of wireless sensor networks in 
data acquisition. 

III. PROPOSED SYSTEM 
The system proposed is a combination of data acquisition 

system and wireless communication for acquiring the radiation 
intensity of sunlight in a particular area. It comprises of two 
radiation sensors and microcontroller used as transceiver. 
Power supply is also given to the microcontroller system and 
photodiodes.  Fig. 2 shows the block diagram of the proposed 
system. 

 

Fig. 2. Block  diagram of the proposed system. 

The photodiode shown in the block diagram is the 
radiation sensor. UDT-455UV is the photodiode used. It is a 
photodiode-amplifier hybrid. For the microcontroller system 
TI Launchpad Kit with CC1312 MCU is used is. The top 
microcontroller system is the transmitter and the bottom one 
act as receiver. The transmitting and receiving antennas are 
inbuilt within the transmitter and receiver MCUs. There is a 
PC (laptop or a desktop) connected to the receiver end to 
visualize the received data from MCU to the user. 

IV. SYSTEM DESCRIPTION 

A. Radiation Sensor 
     The radiation sensor detects the incident light and converts 
the intensity of the incident light to voltage or related 
electrical parameters that varies over time. This conversion of 
light to electrical parameter is called photovoltaic. 
Photovoltaic detectors or photodiodes are usually employed to 
do this conversion due to its fast response, amplification, low 
noise, high sensitivity and wide dynamic range. The 
responsivity of a detector is the ratio of measured current and 
the input light power. It is an important characteristic feature. 
 
     Photodiode is a PN- junction diode that works in reverse 
bias condition [10]. The working is being explained as, when 
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light photon strikes the diode, an electron hole couple is 
generated. This is the inner photoelectric effect. If absorption 
occurs in depletion region, the holes move to anode and 
electrons move to cathode and photocurrent is generated. 
There are three modes of operation namely, photovoltaic (PV) 
mode, photoconductive (PC) mode and avalanche diode mode. 
PV mode is zero biased mode while the rest are mostly in 
reverse biased. An operational amplifier is connected to the 
photodiode to approximate to zero bias and to direct the signal 
to feedback resistor.The UDT 455-UV is a type of 
photodiode-amplifier hybrid that is used in this project as a 
radiation sensor. It is manufactured by UDT Sensors. Inc.  
This belongs to the PhotopsTM series general purpose detectors 
and has a spectral range of 200nm to 1100 nm [11]. This series 
of photodiode has an operational amplifier connected 
internally to the detector. 
 
         UDT 455-UV has 8 pins arranged in a circular fashion. 
Pin numbers 1 and 5 are assigned as offset null. Pins 2 and 3   
functions inverting input and non-inverting input respectively. 
V (+) and V (-) are assigned to pins 4 and 6 respectively. 
Output is taken from pin 6 while detector anode is connected 
to pin 8. It typically works for supply voltage of ±15 V and 
can withstand a maximum of ±18V. Fig. 3 shows the 
schematic diagram of the photodiode. In this the connection 
between pins 8 and 4 is avoided since only the PV mode is 
considered. A 0.1µF capacitor is connected in parallel to the 
0.1µF to store more energy. Here, the light falls on the diode 
and is passed through RC circuit generating a voltage 
proportional to the intensity of light.  The op-amp connected 
in the PV mode approximate the biasing to zero bias and 
directs the signal current via feedback resistor RF.     
        
                       VOUT = ID × RF 

                       where  VOUT = output voltage, 

                       ID = intensity of light and 

                       RF = feedback resistance. 

 

Fig. 3.  Schematic diagram of UDT 455UV.  

The feedback capacitor and resistor values are taken as 15.9pF 
and 100kΩ respectively to achieve operating frequency of 100 
Hz. 

B. Transceiver Unit 
      The radiation data collected by the sensor needs to be 
stored and transmitted to the receiver end. Transceiver is used 
to establish this wireless communication. In this project, TI 
Launchpad with CC1312 microcontroller unit is used as 
transceiver. The CC1312R device embedded in the Launchpad 
is a powerful wireless MCU that works in Sub-1 GHz 
frequency. The CC1312R is highly integrated single chip with 
an active RF core and inbuilt DC-DC converter.  It has a 352 
KB In-system programmable Flash, 256 kB of ROM and 8KB 
of cache SRAM. The compatible supply voltage range is 1.8 V 
to 3.8V [12]. 
 
      The major parts in the functional block diagram of the 
device are system CPU, RF core, sensor interface and general 
peripheral devices and other modules. The device has three 
strong processors embedded in a single chip namely, ARM 
Cortex-M4F processor for system CPU, ARM Cortex-M0 
processor for the RF core and another ARM processor for the 
sensor interface. The programming of these three processors is 
done using different soft wares like code composer studio, RF 
smart studio and sensor controller studio respectively. The 
CC1312R is 48 pin IC in which all the pins are general                 
purpose input output pins. This IC along with a debugging 
portion presents the Launchpad. The Launchpad comes with 
40 pins each with its own functions. Among the 40 pins, 8 
numbers of pins are analog.  Fig. 4 shows the Launchpad kit 
used as transceiver. It comes with a monopole antenna. 
 

 
 
Fig. 4. TI Launchpad  with CC1312 MCU. 
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Fig. 4.   Circuit diagram of radiation sensors drawn in  Proteus software. 

      
     The sensor controller (SC) in the CC1312R is a core 16-bit. 
The SC is of ultra-low power and is not dependent on other 
parts of the system like Arm Cortex-M4F and RF core. It is 
user friendly and easily programmable. The code is executed  
from a dedicated memory of 4KB of RAM. SC has the right to 
program and execute analog and digital peripherals. If the 
MCU is in sleep mode, the SC will store the data to memory. 
Once the MCU is active, the SC will notify the main MCU. It 
has some additional perks like it can carry out advanced tasks 
like capacitive touch and inductive sensing. 
 
     The Arm Cortex M4F processor core of CC1312R has a 48 
MHz RC oscillator and a 48 MHz crystal oscillator. When the 
device needs to work in low-power mode, the 32-kHz RC 
oscillator, 32-kHz crystal oscillator or 48 MHz crystal 
oscillator is used generate clock for timing maintenance. It 
also have Arm Cortex Sys Tick timer, an integrated system 
timer. Sys Tick supplies a basic, 24-bit, clear-on-write, 
decreasing, and wrap-on-zero counter with a varying control 
mechanism. The device also has Nested Vector Interrupt 
Controller (NVIC). It is deterministic and carries out robust 
processing of interrupts. The security core of CC1312R has 
Advanced Encryption Standard (AES) module. It also has 
256-bit key support, DMA efficient and a local key storage. 
The device supports serial communication in both 
asynchronous and synchronous modes. It includes two UART 
modules, I2C module, I2S module and two SSI (SPI) modules. 

V. RESULT ANALYSIS 

A. Experimental Setup 
The hardware components used in the proposed system 

includes two UDT-455UV sensors, two CC1312R Launchpad 
kits. The schematic diagrams for each component are drawn in 
Proteus software. Fig. 6 shows the schematic diagram of two 
radiation sensors drawn in Proteus software. The connections  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Sensors enclosed in teflon casing. 

are made according to the schematic diagram and each sensor 
is enclosed within a Teflon case. There are four connection 
wires V+, V-, ground and output from each sensor. One sensor 
is to measure the direct light and other is to measure the 
reflected light. These sensors and enclosed in Teflon case. Fig. 
5 shows the sensors enclosed in the case.   
 

 

Fig. 6. Experimental setup. 
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     The experimental setup of the sensors is shown in Fig.6. In 
the figure brown coloured boxes are the radiation sensors and 
the white coloured device is a standard radiometer. The 
sensors were placed on a pole at a fixed height from the 
ground. One of the sensors (say, sun sensor) was placed 
upwards so that the direct sunlight falls on it. The other sensor 
was placed downwards to measure the intensity of light 
reflected from the earth’s surface. Both are given a ±15V 
supply voltage using a dual DC power supply.  Using a 
multimeter the output voltages for each instant of time at short 
intervals is taken and tabulated. Along with the sensors a 
standard radiometer was also placed and values were noted for 
comparison.  Now, the output wires from both sensors are 
connected to the two analog pins in the TI Launchpad kit.  

     In the receiver part, another TI Launchpad kit is connected 
to a PC. Both the transmitter and receiver kits are supplied 
with a voltage of 5 V and are placed at non-line of sight path. 
The maximum distance up to which the data can be accurately 
transmitted is quantified. The software part of the system has 
SmartRF Studio 7. The transmitting and receiving packets 
specifications could be set in this software. 

B. Results and Discussions 
   The experiment was carried out in two phases. In phase 1, 
the sensors were connected to the power supply and the output 
voltages from both the sensors were measured using a 
multimeter. The values were taken for different instants of 
time for a short interval of 5 minutes. Refer to Table.1. 
Whenever there is a change in the light intensity, the sensor 
gives a stable output voltage at each point. The voltage versus 
time graph obtained is shown in Fig. 7. When there is no light, 
multimeter shows zero voltage. The values obtained can be 
used to plot a graph of time versus radiation density graph. 

TABLE I.  RADIATION SENSOR TEST RESULTS 

S. No. 
Radiation Sensor Values 

Time Sun Sensor 
(in V) 

Earth Sensor 
(in V) 

1 15:00 2.297 0.567 

2 15:05 2.2 0.579 

3 15:10 2.199 0.619 

4 15:15 2.174 0.589 

5 15:20 2.128 0.58 

6 15:25 2.617 0.537 

7 15:30 2.065 0.515 

 
    The obtained graph is similar to that of Fig. 8. It shows the 
intensity of solar radiation throughout a day measured in the 
absence of clouds using existing method i.e., a standard 
radiometer. It shows a Gaussian curve. While testing the 
proposed system, only short duration of time is considered. It 
clearly shows that using two radiations sensors solar 
irradiance can be accurately measured. Hence, the proposed 
system may be used to replace the existing ones in future. 

 
 
Fig. 7. Voltage versus time graph showing the radiation sensor values at 
different time intervals. 

The phase 2 focuses in transmitting the obtained radiation 
data over wireless communication to a receiver located at 
distance. Receiver MCU is first placed at a near distance. The 
transmitter MCU was connected to the sensors. The output 
from the sensors was transmitted through it. Initially the 
receiver is kept in line of sight with the transmitter. At that 
point the data collected by sensors were transmitted 
accurately. Then, distance is increased. Finally the receiver is 
placed at non-line of sight path.  The maximum distance up to 
which the transmitter data could reach the receiver MCU 
effectively in the non-line of sight path is found to be 250m. 
Beyond this distance, there were anomalies in the transmitted 
and received data. The system was tested taking the 
transmitter power as 14dBm. The antenna used in the MCUs 
was a monopole antenna. Hence, its alignment was also taken 
care of. 

 
Fig. 8. Graph showing intensity of solar radiation in a day using existing        
method [13]. 

 
It was evident from the repeated tests that for transmitting 
power less than -100 dBm, the receiver showed varying 
results. So, the transmitting power of transmitter antenna 
needs to be more than -100dBm. 
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VI. CONCLUSION 
The study of radiation effects on the atmosphere opens the 

door to manifold analysis. It is vital because by knowing the 
level of exposure to sunlight, photovoltaic systems could be 
designed with maximum efficiency. The use of sensor 
networks to acquire these data is efficient due to the high 
sensitivity, ultra-low power operating conditions of 
photodiode used. Data acquisition systems are useful to 
acquire data from remote places to make it easier for humans 
to monitor various types of data. This proposed system 
employs a wireless transceiver in combination with sensor 
networks to carryout data acquisition efficiently. Normally, to 
transmit data of sensor networks to a PC or user friendly 
device wireless modules could be used. In this system, by 
using a powerful microcontroller as transceiver the wireless 
communication is effectively done. It shows that by using the 
proposed system wireless communication can be used for data 
acquisition for a maximum distance of 250m. Here, only a 
photodiode is used to collect data. Since, a strong wireless 
MCU is employed as transmitter more sensors like 
temperature, humidity and pressure sensors could be 
incorporated to the existing system to collect more data from 
the area under observation. 
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Abstract—IOT based smart home with cloud analytics are 

becoming popular, as it helps in analyzing the real time power 

consumption. Home Automation System [HAS] and remote 

control system in a smart home opens up many ways to control 

the loads in a smart home. But, there are a lot of challenges when 

all these features are combined together to make a low cost smart 

home system. Often in the design, the HAS and remote 

controllability can conflict with each other when trying to control 

the same load. This paper outlines the design of a low cost smart 

switch that incorporates HAS, remote controllability and IOT 

cloud platform. It also describes the challenges faced and a 

possible solution. 
 

Keywords—Smart Home, Home Automation System [HAS], 

IOT, Real time Monitoring, Cloud Analytics, Visualization 

 
I. INTRODUCTION 

The modern era is in the cusp of automation where most of 

the electrical systems are becoming automated in home, malls 

[1], industries [2] and hospitals [3].etc. Home automation is 

one among them, where the human effort and energy 

consumption can be reduced. Also, the remote controllability 

in smart home is becoming very popular as the cost of wireless 

solution is becoming cheaper. Implementation of both Home 

Automation System [4] and remote controllability [5] in smart 

home opens up more options to the user. But, there will be a 

conflict between them when HAS and remote user is trying to 

control the same load. There are various approaches to solve 

this issue. One could be to prioritize between these modes. 

But, prioritization is very subjective and differs from person to 

person. CISCO predicted that 50 Billion devices would be 

connected to IOT by 2020 [10]. This target can be reached 

comfortably if there is a smooth transition from a 

contemporary house to a smart home. Also, there is a large 

section in the society who would like to retain the manual 

controllability. But, because of mechanical switches, the 

signals have bouncing issues, which needs to be taken care of 

in the design. 
 

In this paper we describe simple steps to build a smart 

switch for a smart home that can accommodate HAS, remote 

controllability and cloud analytics. The user shall be able to 

perform remote controllability when the system is in remote 

control mode. When the system is in HAS mode, the load will 

be automated to save energy. It also sends the power 

consumption data to the cloud-based server for the power 

analysis. This power consumption data can be accessed by the 

user while making decision to optimize the power 

consumption. This system also helps in not overloading the 

power grid at the peak usage time and avail lower tariffs if 

provided by the electricity board. All these features were 

implemented on an embedded system based on an Arduino 

UNO board, which tests the efficiency of the system. 
 

In Section II, literature work of the existing home 

automation systems has been discussed. Section III elaborates 

the system architecture of the proposed work. Section IV 

highlights the methodologies used. Section V explains the 

detailed analysis and discussion. Finally, the conclusion and 

future work is discussed in Section VI. 

 
II. RELATED WORKS 

Kumar, Ramu, et.al., proposed a low cost IoT based home 

automation system by using Arduino board. An Android 

mobile application is developed to control the load. The 

proposed architecture is for indoor home automation using 

Bluetooth and the outdoor home automation using Ethernet 

[7]. 

The proper analysis of various sensor parameters and the 

data acquisition modules play a major role for building a 

Smart Home with Internet of Things [8]. The proposed 

framework utilizes Temperature and humidity sensors for 

continuously capturing the corresponding measurement 

parameters and to provide context aware services based on 

three-level context aware model with the help of Internet of 

Things. 

Akorede, Fatigun, et.al., developed a remote control 

system for elder’s safety [9]. A GSM modem and a Wi-Fi 

module are the major parts of the proposed model and can act 

as a client and server respectively. AT commands and SMS 

service in the GSM module and the STM32 microcontroller is 

integrated to control the state of the electrical switch based on 

the SMS and to turn ON/OFF the home appliances 

accordingly. They have segregated the commands in different 

zones (coded version), each command will perform the 
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functions accordingly. But the transmission can range from a 

short distance of 100-200 meters. This application does not 

store high memory status thus needs to erase the zones after 

reaching to certain limitations manually. 

A proposed system of Husni Teja Sukmana, Muhammad 

Ghiyast Farisi, et.al., focused on three major process: home 

entertainment, remote monitoring and home automation [10]. 

Passive Infrared (PIR) sensor is used to detect the motion of 

the user and it is attached to an Arduino UNO microcontroller. 

After detecting the motion of the user, a lamp is turned ON 

through command from web application. There are chances of 

false alarms due to overheating due to the PIR sensor is kept 

ON for a long time, fluctuation in heat and temperature 

variations. 

Ramlee, Othman, et.al., presented a paper that provides 

assistance and support for elderly and disabled persons in 

home. The proposed design is a Home Automation System 

with remote controllability and lower cost [11]. The system 

utilizes Bluetooth technology for providing remote 

accessibility of the smart home using Smartphone or Laptop. 

The traditional electrical switch is converted into a low 

voltage switch for giving safe environment to the user. The 

controller board is directly attached to the electrical switch. A 

relay is used to control the switch connections. 

 
III. SYSTEM ARCHITECTURE 

The overall system architecture shown in Fig. 1. can be 

classified into three main categories: 

 Home Automation Systems [HAS] 

 Remote control system. 

 Cloud analytics in IOT 

 

To eliminate the conflict between automation and remote 

controllability, the proposed system has two different modes 

and the selection of these mode is based on the position of the 

mechanical switch. When the mechanical switch is in the ON 

position, the microcontroller puts the system in home 

automation mode and when the switch is in the OFF position, 

the system will be in remote controllability mode. Generally, 

when users leave the house, the mechanical switch position 

will be in the OFF position. 
 

Fig. 1. Smart Home Architecture 

A. Home Automation Systems [HAS] 

In home automation system, the user will be able to control 
the load with the mechanical switch just like in traditional 
ways. But, with the addition of PIR sensor, unnecessary power 
wastage can be prevented when PIR senses the absence of 
users around it. 

 

B. Remote Control System 

In this mode, the user has to send an SMS request to the 
number associated with the Subscriber Identification Module 
(SIM) used in the GSM module [12]. The microcontroller then 
controls the load through the relay based on the received 
message. 

 

C. Cloud Analytics in IOT 

Power consumption of the smart home can be regularly 
monitored using current and voltage sensors and this data is 
sent to the cloud server through GPRS. User gets a notification 
from the cloud server, when the power consumption is more 
than the threshold value. Based on this a relevant action can be 
taken by the user. This cloud server supports analytic and 
visualization of the data. 

 
IV. METHODOLOGY 

Methodology has two sections: the hardware design and 
software implementation. 

 

A. Hardware 

The SIM-800 wireless module with an arduino enables 
remote controllability and the PIR sensor with an arduino 
enables home automation capability. The load is controlled 
through a relay and the switch SW1 position defines if the 
system is in HAS or remote control mode. 

1) Wireless Module for Remote controllability and Cloud 

based IOT: 

SIM-800 module has both GSM and GPRS features. As 
shown in the schematic (Fig. 2.), UART serial communication 
protocol is being used between the Arduino UNO and the SIM- 
800 module [13]. The SMS request over GSM network enables 
the remote controllability and TCP/IP protocol over GPRS 
enables the connection to the cloud server. 

 

 

Fig. 2. Schematic of the smart switch 
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Fig. 3. Bouncing effect 

2) Sensor for Home Automation. 
PIR sensor detects the infrared light radiating from objects 

in its range. The presence of human beings near the sensor is 
depicted by an active high output signal from the PIR sensor. 
Once a human activity detected, the microcontroller starts 
counting the timer for 5 minutes and keeps the load in ON state 
for that duration. If there is no human activity detected in this 
duration, the load would be turned off [14] after 5 minutes. 

3) Debouncing Circuit. 
In order to read the status of the mechanical switch using a 

microcontroller, AC voltage is replaced with 5V DC at the 
input of the switch. Microcontroller controls the load through a 
relay, based on the mode selected by the user as explained 
previously. The inherent bouncing effect of mechanical 
switches creates issues in automation as shown in Fig. 3. 
Because of this problem, a single press of the mechanical 
switch is reflected as a multiple presses electrically. It can be 
solved by using a debouncing circuit as shown in Fig.4. The 
circuit consists of a schmitt trigger IC, resistors and capacitors 
which filters the ripple signals and give clean signals at its 
output. 

 

Fig. 4. Debouncing circuit and the hardware setup of the switch 

 

B. Software Design 

1) Home Automation and Remote Controllability: 

The flowchart of the software for HAS and remote 

controllability is shown in Fig. 5. After initializing the GPIO 

pins of the Arduino UNO and GSM/GPRS SIM-800 module, 

the mechanical switch position is inspected. The switch is in 

the OFF position indicates the user is not in the home and the 

user will have privilege to control the load remotely by SMS. 

 

 

 
Fig. 5. Flow Chart for HAS and Remote control of the load 

 

The user needs to send an SMS message to turn on the load 

(SMS==ON) or to turn off the load (SMS==OFF); the 

corresponding output pin of the microcontroller will control 

the load through the relay appropriately. 

The mechanical switch in the ON position indicates the user 

is present in the room. As explained earlier, this mode works 

similar to manual mode. If the sensor detects human presence, 

its output will be a high pulse, which turns ON the load. But, 

then if the PIR sensor output continues to be low for more than 

5 minutes, the load will be turned OFF. This process repeats as 

shown in the flowchart to control the load in smart home using 

a smart switch. 

 
2) Communication and Data analytics: 
The overall framework of the monitoring and visualization 

part is shown in Fig. 6. ThingSpeak is an open source Internet 
of Things (IoT) cloud platform service provides web services 
on the cloud to store and retrieve data. The power consumption 
data collected from the sensors are sent to the ThingSpeak over 
TCP protocol. User can view the real-time visualization of this 
data [16]. 

 
 

Fig. 6. Monitoring & Visualization 
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Steps to configure SIM-800 module to Communicate with 

ThingSpeak: 

 

Step 1: Closing all the existing PDP context. 

Step 2: Verifying the device is ready for communicating to the 

ThingSpeak application. 

Step 3: Configure the device for single/multiple IP connection. 

Step 4: Attach the device to packet domain service for - 

controlling load through SMS. 

Step 5: Setup the APN with ISP name. 

Step 6: Bring up the connection. 

Step 7: Return the local IP address. 

Step 8: Start a TCP connection. 

Step 9: Send the data to ThingSpeak field using TCP - 

connection. 

Step 10: Start the loop again. 

V. ANALYSES AND RESULTS 

 

(a) 

 

(b) (c) 

 
Fig. 7. (a) Voltage reading & (b) Current consumption when the load is ON, 

(c) Current consumption when load is OFF 

The Fig. 7. (a) represents the voltage values with respect to 

the switch position. When the voltage is at 5V, the switch is in 

the ON position and the corresponding current consumption of 

0.64 Amps is shown in Fig. 7. (b). When the voltage is at 0V, 

the switch is in the OFF position and the corresponding 

current 0.01 Amps is shown in Fig. 7. (c).  

As stated earlier the switch position configures the system 

in HAS or remote controllability mode. The sensors in HAS 

mode and the wireless module in remote controllability mode 

controlled the load successfully without any conflict. 

Implementation of cloud platform like ThingSpeak helped in 

analysing the real time data [15]. 
 

VI. CONCLUSION AND FUTURE SCOPE 

The proposed work delivers the smart switch for Home 
Automation System [HAS] and remote controllability of the 
load. A complete functionality test was performed to validate 
the design of smart switch system and verified that the remote 
controllability and HAS does not have any collision while 
controlling the load. The debounce switch circuit is verified 
using the oscilloscope. The real time voltage and current 
values are sent to the cloud server to analyze the power 
consumption data. The user can access this real-time data to 
make decisions to optimize the usage. In future, we aim to 
build a Zigbee mesh communication network using multiple 
smart switches as nodes with Raspberry Pi as gateway and 
only the gateway can send the aggregated node data to the 
cloud server, which makes a better architecture. Also, Arduino 
UNO can be replaced with a low power consumption 
microcontroller with sleep mode [6]. ThingSpeak can give out 
warning twitter messages, which can be implemented to make 
quick decisions at crucial times. 
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Abstract—The basic operation of computer vision is filtering.
It is the overture process in applications of biomedical image
processing. MRI denoising improves the diagnosis accuracy,
quality of image with operations performed on it such as image
segmentation and registration; and also parameter estimation.
It has been observed that the noise in MRI follows gaussian
and rician distribution. In this paper, algorithms are applied
on multispectral brain MRI that are either T1-weighted or T2-
weighted. The proposed method Multispectral non-local means
with statistical nearest neighbor is applied and the results are
compared with other NLM filters available. The experimental
results show that proposed method provides better noise reduc-
tion than NLM with nearest neighbor and adaptive NLM.

Index Terms—MRI, NLM, Multispectral, T1 and T2- weighted
images.

I. INTRODUCTION

THE radiology technology that uses radio waves, mag-
netism, and computer for producing images of different

body structures are called Magnetic Resonance Imaging that
is what we call MRI. When various tests fails to diagnose any
disease, MRI comes into picture. Its an extremely accurate
process for detection of disease throughout the body. The
MRI gets affected by different parameters such as it gets
affected by environment also due to equipment’s and operators
performance. These leads to the noisy images. So, we need
appropriate techniques to get rid of noise from data. Removing
the noise from the data becomes important because noisy
image leads to improper diagnosis. The goal of any noise
removal technique is to effectively get rid of noise without
affecting the data available in the image.

The types of noise that are observed in MRI are Gaussian
and Rician nosie. Gaussian noise is noises which have a
probability density function (PDF) i.e. equal to the normal
distribution, this is also known as the Gaussian distribution.
We can also say that the values of noise are taken are Gaussian-
distributed. Gaussian random variable z has probability density
function p and is given by:

pG(z) =
1

σ
√
2π
e−

(z−µ)2

2σ2 (1)

where z defines the grey level, mean value is given as μ while
Standard deviation defined as σv.

Major noise seen in MR images is Rician noise; this noise
arose from complexity of Gaussian noise that are introduced in
original frequency domain measurements. If x is the corrupted

Fig. 1: Rician noise

intensity of image then, Rician probability density function
will be given by:

p(x) =
x2

σ2
exp(−x

2 +A2

2σ2
)I0(

xA

σ2
) (2)

where A - amplitude of a noise-free image, σ2- the Gaussian
noise variance, I0 - modified zero order Bessel function.

Diagnostic MRI frequently requires high SNR and high
spatial resolution. SNR can be improved by applying image fil-
tering during post acquisition. Different denoising techniques
available are anisotropic diffusion filter(ADF)[1], [2],[3], [4];
bilateral filter [5], [6]; trilateral filter [7], [8]; wavelet domain
transform, NLM [9]; discussed in Section III.

II. LIST OF THE NOTATIONS AND ABBREVIATIONS:
NN Nearest neighbor
SNN Statistical nearest neighbor
NLM Non-local means
NLM-NN NLM with nearest neighbor
NLM-SNN NLM with statistical nearest neighbor
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MS-NLM-NN Multispectral NLM-NN
MS-NLM-SNN Multispectral NLM-SNN
A-NLM Adaptive non-local means

III. RELATED WORK

Some work done in this area are decribed below. The work
is decribed in reference to the methods. The methods in which
the work is decribed are:
• Anisotropic Diffusion Filter (ADF )
• Combination of range and domain filtering techniques:

– Bilateral filter
– Trilateral filter

• Wavelet domain transform
• Adaptive Non-local means

A. Anisotropic Diffusion Filter (ADF )

Perona and Malik [2] developed the schemes such as
edge detection and also multiscale smoothing, and are called
as anisotropic diffusion filter (ADF). This filter overcome
spatial filtering drawback and it also significantly improved
the quality of image i.e. by preserving boundaries of the
object, efficient removal of noise from homogeneous regions
and also sharpening of edges. This filter cast the problem in
the heat equation form i.e based on 2nd order PDE (Partial
differential equation). Diffusive process formulation is done
for smoothening. The process is stopped at boundaries. This
is done by selection of local gradient strengths over various
directions. Here, image u is just convoluted in orthogonal way
to that of image gradient. This ensures the edge preservation.
The repetitive process of denoising for beginning image u0
cab be given as:

{
∂u(x,t)
∂t = div(c(x, t)∇u(x, t)) u(x, 0) = u0(x) (3)

In ∇u(x, t); x voxel’s image gradient & t is the iteration,
while ∂u(x, t)/∂t is u(x, t) ’s partial temporal derivation and

c(x, t) = g||∇u(x, t)|| = e(−||∇u(x,t)||/K
2) (4)

K here consists of diffusivity parameter. For denoising MRI,
Gerig et al. [3] has proposed the filter for 2D and 3D images.
Although noise filter performance over images are excellent,
the image model underlying has slow variance. A gray value
constant slope is obtained due to edge sharpening. Here the
noise of the image is considered to have zero means and also
its Gaussian distributed. According to [4], adaptive anisotropic
diffusion filter does not retain edge sharpening property. Here,
level contours of local intensity orientation and its curvature
is used to control the filter kernel and shape instead of local
gradient strength. These ensured the preservation of edges and
corners throughout the process.

B. Combination of range and domain filtering techniques

Bilateral filter:

An alternative for anisotropic diffusion filter i.e. bilateral
filter was proposed by Manduchi and Tomasi [6]. These
approaches smoothens the image and preserve the edges.
Single iteration is enough for bilateral filter implementation.
It does not involve PDE solution unlike anisotropic diffusion.
Two Gaussian filters are combined to get this filter i.e. range
and domain filter. The domain filter weights and geometric
distance (i.e spatial) of a voxel/pixel are proportional around
pixels neighborhood. Whereas, the range filter coefficients and
intensity (photometric) distance are proportional around the
pixel neighborhood. When average value replaces each pixel
intensities in the image, we obtain filtered image. The average
value is weighted with in a spatial window by the intensity
and geometric similarities amongst the pixels.

[5] has proposed a filter named guided bilateral filter,
which is a new way for deriving the joint/cross bilateral filter.
Its for a particular case with more generic filter. Its generic,
iterative and also inherits robustness properties of robust
bilateral filter. It also uses a guide image.

Trilateral filter:
Trilateral filter was aimed by Wong et al. [7], [8] for

reducing the noise within the MRI which works on the same
line as bilateral filter.In addition to bilateral filter, trilateral
takes local structures similarity into account for smoothening
of the image. Using local structure’s information, the non-
homogeneous regions can be identified. In case of the homo-
geneous region, only the low pass filters are applied. In case of
region that are non-homogeneous, each pixel intensity value is
substituted by average value measured within a spatial window
by three components i.e. photometric, geometric and local
morphological similarities in amongst neighboring pixels. For
edge prevention while smoothing narrow spatial window is
used.

C. Wavelet domain transform

Robert D. Nowak [10] presented two methods on wavelet
domain filtering for removal of noise from MRI. In case of
high SNR, the MRI data governed by Rician distribution and
is estimated as the Gaussian. The first algorithm is simple and
also effective on noise removal for above mentioned cases.
Gaussian is no longer valid at low sound-to-noise (SNR). Two
degrading effects in Rician distribution are signal dependent
bias and pixel value’s random fluctuation. Due to which image
contrast gets reduced. For such complications, wavelet domain
filter was derived that would operate on squared magnitude
image. The second algorithm works on the noise removal and
bias removal from squared magnitude image.

D. Adaptive Non-Local means:

There are many filters which considers the noise is equally
distributed throughout the image. If this consideration fails,
the filter used gets suboptimal. This becomes the case with
MR images which has spatially changing noise levels. These
noises are obtained due to parallel imaging, surface coil-based
acquisitions or intensity inhomogeneity-corrected images. In
A-NLM, the information of local image and its noise level
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are used for adjusting denoising strength amount of the filter.
This data is automatically received from the images by using
a new method explained in [11] and is named as a new local
noise estimation method.

IV. METHODOLOGY

Defined on decrete grid I, lets consider multispectral images
which are perfectly registered. These explains bounded spatial
domain that are 3D and traversed by image, S = {S(i )|
i ∈ I , S(i) ∈ RK }. Here K is considered as number
of frames that are of the multispectral data set. Spectral
dimension is the a frame k taken as a peculiar image from the
mutispectral dataset, obtained at peculiar value of a changing
acquisition parameter. Measured signal intensity denoted by
Sk(i), obtained from frame k, voxel i which is calculated from
conditional Rician probability p(Sk(i)|Ak(i), σk(i)), consid-
ering Akas unknown underlying amplitude & σkas unknown
noise std. deviation and is assumed spatially constant & set as
σ.

A. NLM Filter with nearest neighbor:

Buades et al. [12], initially introduced NLM i.e the
nonlocal-means filter. The voxel i intensity is approximated
as the signal intensities’ weighted mean that is computed
over entire voxels j in R size large searching window that
is centered across voxel i which is of interest [13], [14], [11],
[12]. The weight w(i, j) measuring the resemblance between
those two voxels i, j; in the frame k is estimated as

wk (i, j) = exp

(
−dk (i, j)

h2

)
(5)

h is the smoothing parameter which paramaterize the
GWED weighting. And in case of magnitude MRI, the es-
timate Âk (i) of amplitude Âk in kth frame and voxel i ,is
given by

Âk (i) =

√√√√max

{∑R
j wk (i, j)S

2
k (j)∑R

j wk (i, j)
− 2σ̂2, 0

}
(6)

This is a modifiction to [15].

B. MS-NLM Filter with nearest neighbor:

Wiest-Daesslé et al. and Manjón et al. have expanded the
NLM filter such that it includes data from MRI which are
received with weightings various parameters in computation
of w(i , j ) [16], [17], [18], achieved by simply replacing
GWED in Eq. 5 by its extension due to multispectral data by

wk (i, j) = exp

(
−
∑K
k=1 dk (i, j)

Kh2

)
(7)

The estimate Âk (i) of the amplitude of kth frame and voxel
i is calculated by

Âk (i) =

√√√√max

{∑R
j wk (i, j)S

2
k (j)∑R

j wk (i, j)
− 2σ̂2, 0

}
(8)

C. NLM filter with statistical nearest neighbor:

The noise free patch estimate’s prediction error is reduced
in Statistical NN (SNN). NN blurs low-contrast image with
low SNR. But it is more in SNN.

An improvement in the quality of perceived image is
observed due to SNN. It is assured by measuring over serveral
metrics of quality; applied on some standard datasets of
images. This improvement is observed in both white and
colored Gaussian noise. It is also observed that, if SNN is
applied with NLM that image quality enhances as compared
to state-of-art with computational cost being much lower.[19]

Lets see how the neighbors are selected. NLM denoising
[13], [20] averages similar patches in the image and in final
stage averages are aggregated. Assume the representation in
vector of S × S × C noisy reference patch is given as µr =
[µ0
r, µ

1
r, ...., µ

S2C−1
r ], whereas for patch of noisy neighbor γk,

the squared distance between µrand γk is given by

d2(µr − γk) =
1

P
.

P−1∑
i=0

(
µir − γik

)2
(9)

where P=S2C. If µrand the neighbor γkare two noisy
replica of the same patch; where µris the reference patch and
γkis its neighbor; then what we get is

d2(µr − γk) =
2σ2

P
.

P−1∑
i=0

G (0, 1)
2 (10)

where G
(
µ, σ2

)
means Gaussian random variable having

mean µand σ2variance. The summation of P squared normal
variable have P degrees of freedom and χ2

P distribution; there-
fore we can say that d2(µr − γk) ~ 2σ2

P . χ2
P and

E[d2(µr − γk)] = 2σ2 (11)

Hence we can conclude that the expected squared distance
is not zero for two replicas of same patch.

Inspired by Eq. 11, an alternative to NN is collecting
neighbors having squared distance close to expectation from
the reference patch. SNN are the {γk}k=1.....Nn patches which
minimize the following equation:

|d2(µr − γk)− o.2σ2| (12)

o is the additional offset parameter which helps to go from
the traditional approach of nearest neighbor (σ = 0) to SNN
approach(σ = 1).[19]

V. RESULTS

The results are analyzed on the basis of numerical as well
as visually.
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Fig. 2: Comparison of NLM-NN, NLM-SNN and ANL. (a) Noisy image (b) Output of Non-local means with nearest neighbor
(c) Output of Non-local means with statistical nearest neighbor (d) Output of Adaptive non local means

Fig. 3: Comparision of algorithms over T1 and T2 weighted barin MRI images (a) noisy T1 image (b) output of MS-NLM-NN
over T1 (c) output of MS-NLM-SNN over T1 (d) output of A-NLM over T1 (e) noisy T2 image (f) output of MS-NLM-NN
over T2 (g) output of MS-NLM-SNN over T2 (h) output of A-NLM over T2

MS-NLM-NN MS-NLM-SNN A-NLM
PSNR SNR MSE PSNR SNR MSE PSNR SNR MSE

Image 1: 22.4492 11.4705 0.0056895 24.0454 13.0667 0.0039396 21.0835 11.3527 0.007792
Image 2: 22.3376 11.3592 0.0058376 23.9403 12.9618 0.0040362 21.0484 11.3176 0.0078553
Image 3: 22.4014 11.4218 0.0057526 23.967 12.9874 0.0040114 20.9999 11.2686 0.0079435

TABLE I: The calculation of PSNR, SNR and MSE for various T1-weighted MRI images
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MS-NLM-NN MS-NLM-SNN A-NLM
PSNR SNR MSE PSNR SNR MSE PSNR SNR MSE

Image 1: 20.3134 6.8448 0.0093039 22.7032 9.2346 0.0053664 20.8608 7.3923 0.008202
Image 2: 20.1951 7.1432 0.0095607 22.4819 9.43 0.0056469 20.7269 7.675 0.0084588
Image 3: 20.1899 7.589 0.0095721 22.3872 9.7863 0.0057714 20.7049 8.1041 0.0085017

TABLE II: The calculation of PSNR, SNR and MSE for various T2-weighted MRI images

Fig. 4: Zoomed image Comparision of algorithms over T1 and T2 weighted barin MRI images (a) noisy T1 image (b) output
of MS-NLM-NN over T1 (c) output of MS-NLM-SNN over T1 (d) output of A-NLM over T1 (e) noisy T2 image (f) output
of MS-NLM-NN over T2 (g) output of MS-NLM-SNN over T2 (h) output of A-NLM over T2

The fig 2. shows the visual impact of the algorithms - NLM-
NN, NLM-SNN and A-NLM over an MRI image. Fig 2. shows
the output of the traditional methods developed. Whereas fig 3.
shows the visual results for multispectral data over the various
algorithm mentioned in Section IV. The first row shows the
working of the multispectral algorithm over T1 image whereas
the second row shows the working of the same methods over
T2 image data. To get a better visual clarification, fig 4. shows
the zoomed part of image.

Table I and II shows the numerical analysis of the algorithms
mentioned in Section IV. The results are evaluated on the basis
of mean square error, peak SNR and SNR.

VI. CONCLUSIONS

MRI images gets affected by external elements, the output
images get inculcated with noise. Hence for better diagnosis
this noise must be removed with any proper methodology.
Hence we came up with a method. And this method is applied
over different T1 and T2 weighted brain MRI images along
with other methods. The conclusions are drawn based on the
peak sound-to-noise ratio. The numerical analysis are shown
in Table I and Table II. We can say that the peak SNR (PSNR)
is high for MS-NLM-SNN for both T1 and T2 weighted brain
images. Also we know if PSNR is high the quality of image
is good. So, we can say that, this method is better than other
two since it has high PSNR. Also we can observe that the
mean square error for MS-NLM-SNN is less as compared to

MS-NLM-NN and A-NLM. Fig. 2 and Fig. 3 shows the visual
results.
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Abstract—Machine Translation is the programmed 

interpretation of one natural language to another natural 

language. Human languages can be processed by computers via 

grammars/rules or via statistics/data. There are many machine 

translation techniques which are either Rule-based or 

Knowledge-based. In this paper we will discuss the Statistical 

Machine Translation (SMT) techniques. The Statistical Machine 

Translation makes use of statistics or data to find the translation 

of a given source text. In word primarily based SMT, the simple 

unit of translation is a word. As a consequence words in an input 

sentence are translated phrase by phrase individually and these 

words are than sooner or later organized in a particular way to 

get the target sentence. The paper discusses numerous fashions 

for the word based Statistical Machine translation. The paper is 

written with reference to Kashmiri Language, as not much work 

has been done in this regard.   

Keywords—Machine Translation;Word based Statistical Machine 

Translation;Kashmiri,Kashur. 

I.  INTRODUCTION  

One of the most successful approach to machine translation 

[1] is Statistical Machine Translation (SMT) [2]. Statistical 

system translation begins with a totally big facts set of right 

translations, that is, a corpus of texts which have already been 

translated into multiple languages, and then uses the ones texts 

to routinely infer a statistical version of translation. That 

statistical version is then implemented to new texts to make a 

guess as to a reasonable translation. The systems learns 

automatically how to translate text from source language to a 

target language using a large corpora of analogous translations 

.The corpora [3] used is a bilingual or parallel corpora. The 

notion of Statistical Machine Translation was conceived by 

IBM in early 1990’s.The SMT was inspired by Shannon’s 

Information Theory [4], but was not feasible with early 

computers.Inorder to use statistical models, we need to create 

many alternatives called hypothesis. Each hypothesis is then 

assigned a particular score. The best hypothesis is then 

searched using this score. The SMT can be word-based, 

phrase-based and hierarchical phrase–based system. The word 

–primarily based SMT method is relatively simple and green. 

The main downside of the system is that the oversimplified 

word by word translation of sentences, may additionally 

reduce the performance of the interpretation system. 

 

II. LEXICAL TRANSLATION 
 

The simple representation for statistical machine translation is 

defined using lexical translation, which is actually 

interpretation of each word without any regard to other words. 

In a Kashmiri-English dictionary we may find that most words 

have multiple translation E.g. Utensils, Dish (بانه (, Mountain, 

Ball     (بال)  .Some translations for a particular word may be 

more likely, whereas others are used in certain circumstances. 

Statistical Machine Translation makes use of statistics. In case 

of the example given below, we can count how often (  is ( بانه

translated to utensils and dish by looking at a corpus of 

Kashmiri [5],[6] to English translations. 

 

Translation of    بانه         Count 

Dish 1600 

Utensils 8000 

        Fig. 1.Different translations of Kashmiri word in English 

 

These numbers can be used to calculate a lexical translation[7] 

probability distribution, which says that the function  Pf  

should yield a maximum value if a given English word e is a 

most used interpretation or should give a low value if a given 

English word e is a infrequent interpretation. The function Pf 

is required to have two properties. 

 

                    
Where e: 0 ≤ Pf ≤ 1 

 
II. MAXIMUM LIKELIHOOD ESTIMATION 
 

The probability distribution may be given by calculated the 

ratio of counts. Consider an instance where we have 12000 

incidences of the word   بانه   in the text and 8000 of these are 

translated as utensils and 4000 are translated as dish. If we 
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calculate the ratio for each translated word, we can get the 

probability for each translated word used. Therefore, 

 P (بانه )    (Utensils) = 8000/12000 =0.6 

 P ( بانه )   (Dish) =4000/1200=0.3 

 

Thus we end up with the following function. 

Pf (e) = 0.6 if e = utensils 

         = 0.3 if e = dish 
This estimation is called Maximum Likelihood Estimation [8]. 

For a Statistical Machine Translation system, we require a 

huge equivalent or bilingual corpus also known as bitext. This 

corpus consists of a document in source dialect and its 

translation in the target dialect. Using this corpus we can 

automatically find those sentences which are translations of 

one another. These word – aligned sentence pairs are used for 

automatic estimation of a statistical model. If a new text is 

given to translate, we apply this model to get most probable 

translation. Consider a Kashmiri sentence taken from 

Kashmiri-English corpora. 

                                            

 

         دارانسان چھٔ پنہ نہن كامين  ہند پانہ ذمہ 
 
 

We will use lexical translation probabilities for the above  

mentioned sentence. A lexical probability function say P (e l f) 

which denotes the probability of interpreting a Kashmiri word 

f into an English word e. 

 

 

 

 

Fig.3.Depiction of Lexical Probability Distribution 

 

Following this word to word translation of the Kashmiri 

sentence (انسان چھٔ پنہ نہن كامين  ہند پانہ ذمہدار ).The one 

possible translation is 

“Man is responsible for his own deeds”. 

 

The next step is to align or map from English words to 

Kashmiri words. 

 

 

دار مہ ذ - پنہ نہن كامين ہند پانہ  چھ   انسان 

7 6 5 4 3 2 1 

 

 

Man is responsible for his own deeds 

1 2 3 4 5 6 7 

Fig.2.Depiction of Kashmiri Sentence and its English Translation 

Alignment function a plots each output English word at 

location j to each given Kashmiri word at location i. Therefore 

alignment function can be denoted as. 
 

a: j -> i 
 

For the above example the alignment function can be 

determined as: 

 

a: {1->1,2->2,3->7,4->5,5->3,6->6,7->4} 
 

 

 

 

 

 

 

 

دار مہ ذ      چھ پنہ نہن كامين ہند پانہ 

 

 انسان

e                     P(e|f) e             P(e|f) e     P(e|f) e           P(e|f) e           P(e|f) e     P(e|f) e        P(e|f) 

Responsible     0.7 Own           0.8 For     0.7 Deeds     0.8 His        0.8 Is         0.9 Man      0.7 

Liable              0.15 Personal   0.16  Actions    0.5 Own      0.2  Human   0.4 

Blamable         0.25 His               0.7  Conduct   0.2 Personal  0.15  Fellow   0.01 

Accountable    0.5   Manner 0.05    
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We need to take care of certain things here. 

1. It is possible that languages have different word order 

(sentence structure) 

E.g. English has [SVO] word order whereas Kashmiri has 

[SOV] word order. 

2. Languages also differ in number if words required to 

express the same concept. 

E.g.                           

                         به چھس وقتك پابند

                                  I am punctual 

   
3. Words in one language say English may have no relative 

Kashmiri input word .To represent this a special symbol 

known as NULL is used. 

E.g. 

 

                  آب جھ وشن
 

                         The water is hot 

                         

 a : {1->0,2->1,3->2,4->3} 

 
 

III. MODELLING IN STATISTICAL MACHINE 

TRANSLATION 

 

A. NOISY CHANNEL MODEL 

 
If we wish to form a machine translation system for a given 

foreign sentence say “f” in Kashmiri language and produce its 

translation say “e” in English language by combining the 

interpretation model and the language model. To find the 

interpretation of sentence “f” in Kashmiri dialect, choose the 

English sentence “e” which maximizes P (e|f). P(e|f) is a 

sequence of words “e” in the translated dialect i.e. English is 

the translation of a sequence of words “f “in the source dialect 

i.e. Kashmiri. Modelling the probability distribution P(e|f) 

may be approached with Bayes Theorem. 

  

P(e|f) ∞ P(f|e)P(e) 

 

• P(f|e) is the interpretation version ,that is the chance 

that the supply string “f” is the interpretation of the 

translated string “e”. The translation version cares 

approximately selecting e phrases that were possibly 

used to generate f (FAITHFULNESS).  

• P(e) is the Language version ,which gives the 

probability of on the grounds that translated language 

string or the form of sentences which are likely inside 

the goal language.  

• The Language Model cares about picking e words 

that are likely to be said in English and that fit 

together (FLUENCY).  

 

We have to obtain the following. 

 

argmaxe  P(e|f) 

 
Thus we have to find an English sentence e that gives the 

highest value of P(e|f).Thus applying Bayes’ Rule. 

                        

argmaxe P(e|f) =argmaxe P(f|e) P(e) / P(f) 
 

 As P (f) is a constant we can drop it. 

                       

      argmaxe P(e|f) =argmaxe P(f|e) P(e) 
 

 

B. IBM MODEL 1 
 

IBM Model 1 produces varied interpretations for a sentence, 

each having diverse likelihoods .This model uses lexical 

translation probabilities. For each output word say e that is 

given by means of the version from an enter phrase f, we find 

translation probability t(e|f). The interpretation probability for 

a overseas sentence in Kashmiri say f=(f1,f2,…,flf) of length 

lf to an English textual content e=(e1,e2,…,ele) of duration le 

with an alignment of every English word ej to a Kashmiri 

phrase fi as in step with the alignment function.                         

a:j-> i 

                      

 

                   P(e,a|f)= Ɛ/(lf + 1)le                             

 
Where, 

 

•   is a product of all the lexical 

interpretation likelihoods for all generated English 

words ej. 

 

• le is no. of English words. 

 

• Ɛ/(lf + 1)le   is used for normalization. 

 

• Lf +1 is no. of input words .A special NULL token 

is also included. 

 

• There are (lf+1)le varied arrangements that plots lf+1 

into le output words. 

 

• Ɛ is a normalization constant. 
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C. EXPECTATION MAXIMIZATION MODEL 
 

The lexical translation models based on probability 

distribution can only be used if we have a word-aligned 

bilingual corpora. But we usually have sentence aligned bitext 

.We use Expectation Maximization (EM) Algorithm to look at 

interpretation opportunity distributions from a sentence-

aligned matching textual content. Thus we have a sentence – 

aligned bitext corpus .We have to find the alignment between 

the words of the sentences. The EM model involves 

initializing the model parameters, assigning probabilities to 

the missing data, estimating parameters of model from 

completed data and the final step involves iteration over these 

previous steps. Consider the example of three Kashmiri 

sentences given below. 

 

 

 

 

  ------ يہ مكان --------

         

 

 

                        

   ------------- The   House   --------------- 
 

 

---- يہ وزُل مكان ---------  

 

 

 

 

 

----------------- The Red House------------------ 

 

------يہ پوش--------  

 

 

 

 

 -------------------- The      Flower---------------- 

Fig.3. Depiction of alignments for first iteration 

 

In the initial step all alignments are equally likely. The model 

learns here that يہ     is often aligned with The. After first 

iteration the alignments between يہ   and The are more 

likely.  

 

 

 

 

 

 

  ------ يہ مكان --------

         

 

 

                        

   ------------- The   House   --------------- 

--- يہ وزُل مكان ---------  

 

 

 

 

 

----------------- The Red House--------------- 

 

-----يہ پوش--------  

 

 

 

 

 -------------------- The      Flower-------------- 

Fig.4. Depiction of alignments for second iteration 

 

After another iteration it becomes clear that alignments 

between پوش   and flower are more likely. 

 

 

 

  ------ يہ مكان --------

         

 

 

                        

   ------------- The   House   ----------------- 
 

 

---- كانيہ وزُل م ---------  

 

 

 

 

 

----------------- The Red House------------------- 

 

 

  -------يہ پوش------

 

 

 

 

 -------------------- The      Flower--------------- 

Fig.5.Depiction of alignments after many iterations. 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1917



After many iterations the following structure is revealed by 

Expectation Maximization Model. 

 

  ------ يہ مكان --------

         

 

 

                        

   ------------- The   House   ---------------- 
 

--- يہ وزُل مكان ---------  

 

 

 

 

 

----------------- The Red House---------------- 

 

-----يہ پوش--------  

 

 

 

 

 -------------------- The      Flower------------- 

Fig.6. Depiction of alignments for final iteration 

 

P (يہ   | the)     =   0.534 

 

P (مكان   | house)   =   0.443 

 

P (   وزُل | red)       = 0.635 

 

IV. CONCLUSION 

 

The Statistical Machine Translation [9] can be classified into 

word based, phrase-based and hierarchical-phrase based 

model. SMT systems are constructed by the usage of big 

collections of formerly translated texts (parallel textual 

content corpora), which can be instinctively aligned at the 

sentence and word ranges, that are saved as huge databases of 

terms, which can be translations of every other. The 

translations for new textual content are generated by way of 

wise search algorithms that recombine the segments from the 

database into a faithful and natural translation. SMT systems 

have quicker development cycle, are greater accurate in 

resolving ambiguities. Similarly, they require greater storage 

area and use greater computational power. The above paper 

discusses diverse models used for word-primarily based SMT 

.These models help us in finding the greater accurate 

translation of a given text by estimating the maximum 

likelihood probability .The Statistical Machine Translation 

system provides countless excellence when affluent and 

qualified corpora are available. The interpretation is 

accustomed and significant, if it uses well and qualified 

corpora .Formulating from huge parallel corpora is 

computerized and less expensive. Thus in any way, preparing 

on wide-ranging dialect corpora, importance content other 

than the preset space, is poor. Usually they run as web 

services on effective servers or computer clusters, which 

restrict their use for off-line cellular applications. At last 

Statistical Machine Translation requires huge equipment to 

assemble and oversee infinite interpretation models. 
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Abstract— In this paper, we propose a hybrid approach for 

wireless sensor networks which can reduce the total energy 

consumption of network operation therefore improving network 

lifetime along with complete coverage of remote monitoring field. 

The proposed method named as Hybrid Weight based Coverage 

Enhancing Protocol (H-WCEP) helps to select appropriate 

cluster heads and their respective cluster members by using 

weighted sum method and subsequent routing path by genetic 

algorithm. The network lifetime and coverage lifetime are 

computed by implementing this approach to achieve continuously 

monitoring of remote monitoring areas. The results of H-WCEP 

outperform as compared to other existing protocols. The network 

lifetime and full coverage lifetime of H-WCEP increase by 48 

percentage and 42 percentage approximately respectively. 

Keywords—wireless sensor networkS; network lifetime; full 

coverage lifetime. 

 

I.  INTRODUCTION  

Recently, remote sensing systems have received significant 
attention in electronic and computer science applications. In 
wireless Sensor Networks (WSNs), tiny component known as 
sensors are perform sensing and on-board processing, 
communication and storage facilities. The WSN provides 
remarkable benefits for a number of real world problems such 
as military surveillance, agricultural monitoring and oil 
pipelining monitoring [1] etc. The WSN has come to stay as 
one of the highly advanced technologies that can immediately 
respond against the rapid change in sensed data and send this to 
data analysis center in areas which could not be connected 
through cabling. Various applications of WSN are discussed in 
[2].  

 In order to tackle design challenges of WSNs, clustering 
algorithms play a very significant role. The clustering 
algorithms in WSN can greatly contribute to lifetime, energy 
efficiency and scalable issues of network [3]. The large number 
of sensors is deployed in remote monitoring field. In clustering, 
the sensor nodes are grouped into clusters. Each group/cluster 
of sensors is managed by a specific sensor called as Cluster 
Head (CH) and other group/cluster members in cluster are 

known as Cluster Members (CMs). The CMs monitor or sense 
the specific environment periodically. The CMs process the  

 

Fig. 1. Cluster based WSN 

sensed data and transmit to their respective CH. The CHs 
aggregate data from their respective CMs and then transmits it 
to BS. In this way, clustering reduces the energy consumption 
and numbers of messages communicated to BS decreased. 
Moreover, data at BS can be encrypted in efficient manner 
before further transmission to any data centre[4].Thus, 
clustering achieves prolonged network lifetime [5].The 
measurements of various performance metrics  viz. total energy 
consumption, network lifetime, number of CHs selected in 
each round, number of alive nodes in each round, and QoS 
support like coverage etc. are used to determines the 
performance of clustered based WSNs.Fig.1 indicates the 
clustered based network WSN architecture. 

 The prime objective of this paper is to present an energy 
efficient clustering protocol which is suitable for remote 
military area surveillance for achieving prolonged lifetime. 
Recently, proposed algorithm Weight based Coverage 
Enhancing Protocol (WCEP)[6] provides the full coverage for 
longer time as compared to existing clustering protocols. The 
WCEP works on the basis of weighted sum theory and it 
increases the lifetime and full coverage by minimizing the 
energy consumption during cluster formation. But, unable to 
minimize the energy consumption during inter cluster 
communication phase. 
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 In this paper, Hybrid-WCEP (H-WCEP) is proposed to 
decrease energy consumption of the network by using Genetic 
Algorithm (GA) during data transmission of WCEP. A hybrid 
approach of weight based method for clusters formation and 
GA for data transmission is opted to achieve the objective of 
prolonged full coverage. The cluster head nodes (CHs) and 
cluster member nodes (CMs) are selected on the basis of 
coverage governing parameters. The coverage governing 
parameters taken for this selection procedure are; network 
remaining total energy, overlapping, node density and degree 
of sensor node. To conserve the energy consumption, weighted 
sum method is used. In this method, different weight values are 
assigned to governing parameters. The optimal set of CHs and 
alive nodes (as Cluster Member nodes CMs) are selected. Since 
simple evolutionary optimized algorithm GA has more 
capability to determine optimal path from CHs to Sink, this GA 
adopted in inter cluster communication of data transmission in 
order to conserve the energy consumption. 

 The rest of the paper is organized as follows. Section II 
discusses the literature review. Section III discusses the 
proposed H-WCEP. In Section IV, experimental results are 
discussed and finally in Section V, the paper is concluded. 

II. LITERTURE REVIEW 

In literature review, we studied different approaches to 
optimized energy usage to improve Quality of Service (QoS) in 
WSNs. The cluster based protocols mimic remote sensing in 
real time situations. Generally, these protocols are criticized for 
energy efficiency that involves limited QoS in WSNs. The 
brief description of related literature is as follows:  

[7]proposed distributed cluster based routing protocol 
namely Low Energy Adaptive Clustering Hierarchy (LEACH) 
protocol for micro-sensor networks. LEACH improved the 
network life time, latency and application perceived quality in 
micro sensor network. However, the study does not investigate 
good distribution of CHs in the network and sink is assumed 
only one hop far away from other nodes/ CHs which is not 
feasible in geographically large network. The work had been 
extended further based on centralized approach, namely 
LEACH-C protocol. Still, it cannot solve the limitation of 
scalability in network. To extend network life time by 
uniformly CH distribution across the network and load 
balancing, the amalgamated concept for CH selection, [8] 
introduced a Hybrid Energy Efficient Distributed Clustering 
(HEED) protocol. The HEED incorporates two parameters: 
residual energy of node and node’s proximity to its neighbors.  
However, the rise in iterations involved in cluster formation 
can lead to overhead cost.  

[9] Proposed Distributed Weight-based Energy-efficient 
Hierarchical Clustering protocol (DWEHC) that designs multi-
level structure in intra-cluster communication and limits a 
number of children of parent node. The author introduced the 
idea to select CH by calculating weight based on its residual 
energy and distance to its neighbors. This newly proposed 
technique improves HEED protocol by developing balanced 
size clusters and optimizes intra-cluster communication using 
location 

In [10], the authors proposed a protocol incorporating 
residual energy and other metrics like distance to aggregation 
point, node reliability, and mobility for CH selection by using 
evolutionary computing method with purpose of maximizing 
network life time.  

The CHs election techniques called as Coverage Preserving 
Clustering Protocol (CPCP) was proposed with aim of 
coverage preservation [11]. The CPCP is based on four  
coverage aware cost metrics which selects CH, active nodes 
and routing nodes from densely deployed sensors  respectively. 
The CPCP integrates problem of coverage and energy 
consumption in network. But these cost metrics cause a large 
computational burden on sensor nodes. The CPCP is also 
unable to minimize redundantly covered area in each round. 

 In [12], the authors described a multi-function based on two 
factors i.e. choosing optimal CHs locations and minimizing 
transmission distance. In this protocol, topology of network is 
designed with three level hierarchical levels. Two CHs at level 
2, One CH at level 1and sensor for collecting data placed at 
level 0. The BS knows the position of all nodes. Thus achieves 
the minimum distance for transmission.  

A GA-based adaptive clustering protocol was proposed by  
[13] to achieve good performance in network life time in 
WSNs. Additional information was updates before beginning 
of first round. In this phase, role of node as sensor or CH, node 
identifications and geographical position are send to BSs. GA 
finds an optimal probability of nodes being CHs by minimizing 
the total energy consumption in one round. The optimal 
probability was determined by an evolutionary optimization 
process. This process incorporated non-deterministic rules in 
probabilistic transitions for prolonging the network life time. 

The Distributed Energy Efficient Clustering Algorithm 
with Improved Coverage (DEECIC) was implemented to 
increase network lifetime and coverage using average number 
of clusters in scheme [14]. In this, CH is opted from a crowded 
area with more remaining energy and more degree of sensor.  

Coverage aware Unequal Clustering Algorithm (CUCA) is 
distributed scheme to prevent hot spot issue and achieves 
energy efficient coverage preservation in WSNs  [15]. The 
CUCA targets to obtain network load distribution uniformly. 
The CUCA necessitates overburden of control packets in 
routing purposes. As a result, unnecessary consumption of 
energy in each stage takes place that is unacceptable. 

The WCEP is an energy efficient full coverage protocol [6]. 
The WCEP reduces computation burden of sensors and attains 
pro-longed full coverage with improvement in scalability. The 
WCEP incorporate the concept of clustering and sleep 
scheduling efficiently[16]. The WCEP is based on weight 
values which are assigned to certain governing parameters viz. 
network remaining total energy, overlapping degree, node 
density and degree of sensor node. These governing parameters 
affect the energy and coverage issues magnificently. However, 
main focus of WCEP is optimal selection of CHs and CMs, 
whereas energy consumption during data transmission is 
ignored.  

The CPCP [11] and WCEP [6], both primarily focuses on 
cluster formation process but there is significantly less 
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importance given to energy consumption during data 
transmission phase of clustering. Therefore, motivation behind 
this proposes work is reduction in energy consumption during 
data transmission phase of WCEP. This has led to more 
conservation of residual energy and helps in more coverage. 

III. PROPOSED WORK 

The proposed work presents a hybrid approach using 
weighted sum method and evolutionary method to achieve 
coverage of remote and harsh environment for longer period of 
time. The proposed work is based on Weight based Coverage 
Enhancing Protocol (WCEP) for clustering and Genetic 
Algorithm (GA) for transmitting the data to end user controller. 
In clustering, CHs and CMs are selected in appropriate number 
for maintaining full coverage in each communication round. 
The process of clustering considers assigning weight merits to 
remaining total network energy, overlapping, node density and 
degree of sensor. The weighted sum method helps in 
conserving energy using different weight merits to respective 
governing parameters depending upon situational requirements. 
Further, GA based optimization procedure performed with each 
communication round to conserve the energy. The proposed 
hybrid approach is named as Hybrid -Weight-based Coverage 
Enhancing protocol using Genetic Algorithm (H-WCEP). The 
stepwise procedure of H-WCEP is discussed below:  

A. Information Update 

We assume that ‘N’ sensors are deployed in squared remote 
monitoring field in uniformly random manner. The deployment 
of sensors is such that they confirm the 100% coverage at the 
start of network procedure. The sensors are assumed stationary 
after deployment and each sensor is awared its own location 
and BS. The BS is placed at fixed point. The wireless 
communication channel is symmetric which means monitoring 
and communicating range is same. The range of sensor and 
transmission range is modeled as disk sensing model [8]. The 
transmission range is considered at least double the sensor’s 
range. The network considered for proposed work is 
homogeneous i.e. all sensors have same computing and 
communication capacity. 

B. Network Model  

 In this step, four coverage observing parameters are 
incorporated to assign a value to each sensor. These governing 
parameters are residual/remaining total network energy, 
overlapping, node density and degree of sensor. At each 
communication round, sensor dissipates part of their limited 
energy. As a result, remaining energy is called as residual 
energy of sensor need to be update periodically. The other 
governing parameters are node density, degree of sensor and 
overlapping degree are calculated only once at the start of 
network procedure. For each sensor, energy dissipation in 
transmitting and receiving ‘L’ bit information by each sensor is 
measured using simple radio model [6], [7], [11]. Equation (1) 
represents energy consumed by transmitter for performing 
transmits circuitry operation and Equation (2) indicates 
receiver’s energy consumed due to receiver circuitry when it is 
receiving data. 



    
                                      where =2 or 4 
                                                    

                                                                  

 

 

 

(1) 

 

And Equation [7] indicates formula for energy consumption 
in receiving L-bit packet. 

 (2) 

 

In equations (1) and (2),  

L=Length of transmitted/ receiving packet, 
d=Distance between transmitter and receiver, 

d0=Threshold distance (  calculated from Equation (3): 

 

 

 

(3) 

The electronics energy controlled by digital coding, 
modulation of signal, filtering of packets, and spreading of the 
signal.  

If d < d0 , then free space model is used. It means =2, and 

amplifier energy becomes . Otherwise,  d ≥ d0  multipath 

fading channel model is applied which means  and 

amplifier energy becomes .  

With each communication round, residual energy is given 
by Equation (4):  

 
(4) 

The other governing parameters such as node density can 
be calculated by obtaining number of sensors within its cluster 
range. The degree of sensor is determined by number of 
covered points in its range. The overlapping degree is number 
of sensors which produces overlapping area in the monitoring 
field. Higher the values of these governing parameters (residual 
energy (Eresidual), overlapping degree (Olapping) , node density 
(ND) and degree of sensor(Ds) for particular sensor make that 
eligible to become live sensor. The weight w1, w2, w3 and w4 
are assigned to governing parameters using weighted sum 
method in order to calculate the weight value of each sensor. 
Equation (5) represents the formulation to compute sensor 
weight. 

For a specific covered point, higher the weight of sensor, 
higher the chance to become live, otherwise idle or sleep.  

 

 

(5) 
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Equation (6) is used to obtain CH role for a sensor in terms 
of CH weight. 

(distance between 

Sensor and Sink) 

(6) 

 

C. Clustering Method 

In the clustering method, set of sensor nodes are selected as 
CMs/ CHs which will be active and rest will be in sleep mode 
for a particular communication round. The proposed clustering 
algorithm comprises of two phases: cluster formation phase 
and data transmission phase. 

 Cluster Formation Phase:  

The cluster formation phase of proposed algorithm uses a 
weight based method along with sleep scheduling 
mechanism to conserve energy while maintaining prolong 
full coverage of the monitoring field. The total weight of 
each sensor is calculated on the basis of governing 
parameters Eresidual, Olapping, ND and Ds. The selection of 
sensor as live sensor is based on maximum value of total 
weight of sensor for specific covered point. The total 
weight of sensor and distance from sink determines the 
CHs. These selected CHs find live sensor as part of cluster 
and termed as CMs within its cluster radius. These 
appropriate numbers of specific CMs and CHs are selected 
repeatedly that maintains the coverage in each 
communication round. 

 Data Transmission Phase:  

In the data transmission phase, intra and inter cluster 
communication ensures that live sensors communicate to 
their respective CH directly using single hop method during 
intra cluster communication. The CHs transmits data to 
sink via multi hop method. The data transmission phase is 
optimized using energy and distance parameters using GA. 
The GA helps to determine path with minimum energy 
consumption to transfer all data from sensor CHs to sink. 
To find out an optimum path, the GA generates all possible 
paths for each of CH. Then, each path is evaluated to 
determine fitness value using fitness function of GA. The 
best chromosome is selected among number of generations 
by means of minimum energy consumption and minimum 
distance during data transmission. The data transmission 
phase of WCEGA is further elaborated in Algorithm 1, as 
follows: 

Algorithm 1: Data Transmission using GA 

D= cumulative distance between sensor and Sink 
w1=weight for residual energy 
w2= weight for distance 
 
 
 
 

Data_transmission (CHs, live sensors, Eresidual, x, y) 

{ 
     FOR i=1 to length(Cluster Head) 
              FOR generation i=1 to 10 
// Create the chromosomes 
       FOR i=1 to 20 
          Determine the path from each CH to sink 
  // Compute the fitness of each chromosome  
          Fitness=w1 * Eresidual + w2 * D 
         END 
 // Select best-ranking individuals to reproduce using fitness 
value 
             
 // Breed new generation using crossover and mutation  
    Produce new offspring  
    Evaluate the individual finesses of the offspring 
    Exchange worst ranked part of population with off- 
spring 
       END //end generation FOR loop 
     Obtain the best route from specific cluster head to sink 
       END //end Cluster Head FOR loop 
      } 

 

IV. RESULTS AND ANALYSIS 

In this section, the impact of governing parameters on 

performance metrics for remote WSNs has been investigated. 

The results of WCEGA protocol is compared with common 

coverage aware clustering protocol (CPCP) and Weight based 

Coverage Enhancing Protocol (WCEP). The CPCP discussed 

four coverage aware cost metrics i.e. energy-aware (Cea), 

minimum-weight (Cmw), weighted sum (Cws) and coverage 

redundancy (Ccc). The CPCP (Cmw) focuses longer 100% 

coverage of monitoring field. Therefore, out of four CPCP 

cost metrics, CPCP (Cmw) is taken for comparison in these 

simulations. Generally, coverage related clustering protocols 

are compared with coverage, lifetime and energy consumption 

of the network. 
  In simulations 200 nodes, each with initial energy 1J are 
taken into monitoring field. The sensors are distributed 
randomly across 100x100 square units monitoring field. The 
implementation of WCEGA is iterated based on lifetime of 
network i.e. energy level of sensors become equal to threshold 
energy of sensor. The threshold level of energy is assumed 
zero in this paper. In all communication rounds of network 
operation, live sensors are selected to collect the sensing data 
and transmit them to their CHs using single hop 
communication. Once CH obtained data from its cluster then it 
transmits the data further to sink using multi-hop 
communication by GA method. The sink is located at (50,50) 
co-ordinates. The radius of each sensor is 15m and their 
communication radius is 30m. The parameters of proposed 
model are given Table I and parameters for GA approach are 
listed in Table II. 
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TABLE I.  SIMULATION PARAMETERS  

 

Parameters Value 

Initial Energy (Eint) 1 J 

Transmission/Receiving electronics 

circuitry constant [7] 
50 10-9J/bit 

Amplifier circuitry constant [7] 10 -12J/bit/m2 

Size of Data Packet [7] 240bits 

Sensing Range (Rs) [7] 15m 

Cluster Radius(Rc) [7] 30m 

Transmission Range 40m 

 

TABLE II.  SIMULATION PARAMETERS  

Parameters Value 

Population Size 20 

Generation 10 

Crossover 0.05 

Mutation 0.01 

Weight1 for distance factor 0.3 

Weight 2 for energy factor 0.7 

 

A. Coverage lifetime Energy Consumption Comparison 

The H-WCEP outperforms in comparison to other similar 

protocols i.e. CPCP and WCEP. By decreasing the 

consumption of energy during data transmission, it increases 

the coverage of network. The Fig. 2 depicts comparison of 

coverage of network in H-WCEP with WCEP and CPCP 

(Cmw) with time.   

 

 

 
Fig. 2. Comparison of Coverage lifetime  with Time for WCEP, CPCP 

(Cmw) and H-WCEP 

 

Fig. 3. Average CHs energy with Time for H-WCEP in comparison to  

CPCP (Cmw) and WCEP 

The Fig. 3 indicates higher value of average residual energy 
of CHs in H-WCEP in comparison to WCEP and CPCP (Cmw) 
with time.   

On the other hand, an important criterion to evaluate energy 
consumption of WSNs is the average number of CHs with 
time. If the Number of CHs are high, energy consumption 
increases. Fig. 4shows that H-WCEP has relatively low number 
of CHs as compared to CPCP(Cmw) and WCEP. 

  

Fig. 4. Comparison of number of Cluster Heads Vs Time for H-WCEP, 

CPCP (Cmw) and WCEP 

B. Lifetime comparison  

Network lifetime is defined as start of specific WSNs to 
death of first sensor. Generally, lifetime of WSN is determined 
by time taken by First Node Dead (FND), Half Node Dead 
(HND), Last Node Dead (LND) and these are considered for 
evaluate performance of cluster based WSNs [11]. Further, 
FND indicates start of network operation to death of First 
sensor Node Died. The HND indicates start of network 
operation to death of Half sensor Node Died. The LND 
indicates start of network operation to death of Last sensor 
Node Died. The Fig. 5 represents that H-WCEP exhibits better 
results than other considered protocols. 
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Fig. 5. Lifetime of WCEP, CPCP (Cmw) and H-WCEP in terms of FND, 

HND and LND 

V. CONCULSION  

In this paper, an evolutionary based method has proposed to 
improve longer full coverage in energy efficient clustering 
protocol. The proposed hybrid method helps in determining 
efficient optimal path for effective set of CHs and its members. 
The H-WCEP uses genetic algorithm based routing method 
that consider distance between cluster head and sink and sensor 
node’s residual energy. Therefore H-WCEP achieves increase 
in network lifetime and full coverage lifetime. Thus, our hybrid 
approach uses network energy in effective manner for 
enhancing the full coverage lifetime in WSNs.  

In our future work, we can extend this work by 
incorporating mobility of sink and pre-determined sensor 
deployment to enhance the coverage lifetime.  
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Performance Analysis of Switched-Boost DC to 

DC Converter for Distributed Generation system 
 

 

 

 

 
 

 

 

 
Abstract—This paper presents performance analysis of 

switched boost dc-dc converter for distributed generation system 

in CCM (continuous conduction mode) operation, which combine 

the conventional switched-boost circuit with the switched-

capacitor and switched inductor switching structure. Compared 

with the conventional boost converter, which uses convenient 

duty ratio, the presented topology is utilized to uplifting in 

voltage gain. The proposed topology exhibits advantages of the 

continuous current at the input and boost voltage conversion 

ratio without use of high duty cycle (approx less than 1) and 

transformer. Proposed converter supports in producing high 

output voltage gain by operating in different modes. The 

simulation result brought out from MATLAB 2016 b. 

Keywords— DC-DC converter, Switched-boost network, Boost-

ability, closed loop system, duty ratio, continuous conduction mode 

 

I.  Introduction  

    Renewable energy sources based distributed generation 

(DG) system shows the trend of future generation system. [1-

2]. In the distributed generation system, electrical power is 

generated and that have many benefits to renewable energy 

sources, which comprises wind power, photovoltaic (PV) cells 

and fuel cells. During this, the photovoltaic arrays are the new 
energy resources according to the utilization method, which 

have been take places in non-conventional energy resources. 

Block diagram of Power flow of the two-stage photovoltaic 

energy system is depicted in Fig. 1. PV stack has usually low 

output dc voltage. Thus, it is necessary to step-up the voltage 

by High step-up converter which has been included in the first 

stage of power flow diagram. This first stage is required to 

provide high gain of output voltage for DC/AC inverter. Thus, 

high gain of output voltage is provided by high step-up dc/dc 

converter. Then, second stage considers DC to AC power 

conversion and provides the desired power due to conversion 
of DC in AC. After conversion AC supply can be supplied to 

the utility grid and load as depicted in Fig. 1. Therefore, high 

step-up dc/dc converters are employed to interface the 

renewable energy source (PV stake) and inverters connected 

grid [3]. High step-up dc-dc converters have high voltage 

conversion ratio and have been utilized in numerous 

application such as uninterruptible power supply, power 

supply for electrical vehicle, medical x-ray appliance system 

and discharge headlamps of high-intensity etc. Renewable 

energy sources based on solar and wind are very much 

efficient and present in abundant amount as compared 

conventional energy sources and due to this reason demand of  

PV modules increases. To improve power quality, boost 

sustainability distributed generation technologies is more 

important and it also reduce energy costs. [12] 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

      Diverse topologies of dc-dc converter have been evolved 
to increase a high voltage gain with low duty ratio. 

Converter’s topologies like Isolated or non-isolated dc-dc 

converter [4-5], z-source impedance network have been 

utilized to achieve high voltage gain.  

                          Isolated dc/dc converter can provide high 

conversion ratio with increasing turns ratio in transformer but 

it will lead to large leakage inductance due to high turns ratio. 

These converters can be create large voltage stress and spikes 

across switching devices. Further non-isolated can also be 

categorized as: coupled and non-coupled inductor. Couple 

inductor based dc to dc converters reduce current ripple of 

inductor and avoid the switching losses.  However, these 
converter does not reduce the voltage spikes of switches (like 

IGBT and MOSFET) [4-7] and efficiency will be reduce. 

PV stack

Grid

DC/AC

Inverter

DC-link

 Boost  dc-dc 

conveter

Dc-link

Stage II

Stage I

 

Fig. 1 Power flow diagram of two-stage PV  

Energy system  
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However, these conventional converter topologies are not 

suitable and more reliable compare to proposed converter due 

to be less efficient and more expensive and manufacturing cost 

is also high. Transformer step-up dc-dc converter can be 

obtain high voltage gain with reduce the voltage and current 
stress which has been presented [10]. Same as z-source 

impedance network have been presented which has little 

number of passive components [14]. In addition, to achieve 

high step-up capability, switched capacitor-diode cells have 

been proposed in [9]. In that manner, techniques and 

topologies can also be employed in boost dc-dc converter are 

presented in [11].  Figure (3) shows the diagram of switched-

capacitor dc-dc converter. The switched-capacitor converter 

has one switch (IGBT) and has different switching to proposed 

converter.  

 Key merits of these converter which have – 

1) No magnetic elements                                                                 

2) Minimal electromagnetic interference 

But it has high inrush current at start up and inherent power 
loss which is disadvantages of switched-capacitor converter. 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Switched-boost network has been presented and which is 

depicted in Fig. (4). However, output voltage gain of switched 

boost converter is not high enough in comparison with 

conventional Z-source converter [9]. This paper based on the 

conventional presents that topology is related with switched-

boost converter, which is based on cells of SC/SL (switched-
capacitor/switched-inductor) to boost the voltage at the output. 

The proposed topology has the advantage to nullify the 

voltage stress across the switches and diode [15].  

 

II. TOPOLOGY OF PRESESNTED CONVERTER 

In the presented converter, switched capacitor combine with 

main network of switched boost converter as shown in figure. 

The basic circuit diagram of present converter SC-SBC is 

operating along with switched capacitor branch according to 

Fig 5(a) SC-SBC circuit of proposed converter have inductor 

L, diode D0 and Dc, both switch Sa and Sb, is used IGBT in this 

circuit diagram and switched-capacitor cell is consisted of 

capacitor Ca, Cb with diode Da, Db. 
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Combination of switched boost dc-dc converter, switched 
capacitor and switched inductor forms the proposed converter 

shown in fig. 5(b).This circuit diagram consist the different 

switching structure in compare Fig. 5(a) to obtain the high 

gain of voltage at the output. In Fig. 5(b) the switched boost 

converter consists inductor L is replaced with switched 

inductor cell which have the inductor La, Lb and diodes D1a, 

D2a, D3a. SC/SL cell is combined with switched boost circuit 

Sa and Sb (power switches) are switched on, the input voltage 

charge the inductors and when Sa and Sb (power switches) are 

switched off inductor transfer the energy to charge the 

capacitors, SCs are conducted with series to supply the load. 

In consequence converter can generate a high voltage gain at 

output. 
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Fig. 3 Switched-capacitor converter (SC) 
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Fig. 4 switched-boost converter (SBC) 
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Fig. 5 circuit diagram of SBC (a) SC and (b) SC/SL 
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III.  OPERATING  MODES  OF PRESENTED CONVERTER 

 

To simplify the analysis, all the frequency independent, time 

invariant and linear components are assumed to be as passive 

components. These components are ideal resistor, capacitor 

and inductor.  

The performance of the presented converter operated without 

any interruption in the power supply. 
 

A. Operating Modes of the SBC with switched capacitor  

Proposed converter of SC-SBC operates in two modes and 

equivalent circuit structure is depicted in Fig. 7(a). Waveforms 

of SC-SBC proposed converter operating without any 

interruption in CCM operation is depicted in Fig. 6 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1) Mode 1: In this mode of state, according with time interval, 

Sa, Sb (power switches) are switched on with the same control 

of switching and Da, Db and Dc (diode) are off which have 
reverse parallel connection with capacitors. In this state, 

circuit of proposed converter (SC-SBC) have two loops:  

 In first loop of circuit, current is passing through the 

Vi (input voltage), Ca, Sa (switch), L (inductor), and 

Sb (switch). Vi and Capacitor Ca release the energy   

to inductor L. 

 In second loop of this circuit current is passing 

through the Vi, Ca, Do, Co, load(R, L), Cb and Sb.To  

supply of the load, capacitor Ca and Cb are in series with 
the input source Vi through Sb.  
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2) Mode 2: in Fig. 7(b) Sa and Sb (switches) are switched off.  

In this state Da, Db, Dc (diodes) are on and DO is reverse 

blocking. Three loops are considered in this state: 

 In first loop, current is passing through L, Da, Ca, and 

Dc. Capacitor is charged by the inductor L.  

 In second loop, current is passing through Vi, Dc, L, 

Cb and Db. Vi and L releases the energy to Cb 

 In third loop, current is passing through Co and RL. 
The load is operated by capacitor Co.  

The duty ratio of Sa and Sb (power switches) which is 

defined as d = Ton/T. Switching period on-period of 

power switches represented as Ts, TON respectively.  
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Fig. 6 Waveforms of the presented switched capacitor- 

switched-boost converter (SC-SBC 
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Fig. 7   Equivalent circuit structure of SC-SBC with step-up 

topologies 
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Eventually, the proposed converter of SC-SBC has output 
voltage gain which can be derived as: 

 

                                   

 

B. Operating modes of SBC with switched capacitor/ 
switched inductor cell 

The proposed converters have waveforms without any 
interruption which represents the CCM modes in Fig. 8. 

Further, the equivalent circuit diagram with boost topology  

is depicted  in Fig. 9. It can be seperated in to two 
operating  modes.  

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Mode 1: In this state, S1 and S2 are switched on with same 

switching control at same time which shown in Fig. 9(a). Da 

(diode), Db (diode), Dc (diode) and D2a are off. Vi (input 

voltage), and Ca (capacitor) charge the two inductors L1, L2. 

 Meantime, Vi, Ca and Cb supply the load by Sb. Thus 

following equation is derived as 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 
2) Mode 2: S1and S2 are switched off, simultaneously shown in 
Fig. 9(b). Diodes Da, Db, Dc, and D2a (diode) are on, D1a 
(diode), D3a (diode), and Do (diode) are reverse biased. and  La 
and Lb (inductor) release the energy to capacitor Ca in series.  

    Meantime, Series connected Inductors L1 and L2 with Vi 
charged the capacitor Cb and load is conducted by capacitor Co 
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Fig. 8 Waveforms of the (SC/SL-SBC) 
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Fig. 9 Equivalent circuit structure of the proposed SC/SL-

SBC with step-up topologies 
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Therefore, G represents the voltage gain ratio of SC/SL-SBC 

converter in equation 14 

 
 

 

                                
Improved output voltage gain is achieved with SC/SL-SBC 
than that is obtained with SC-SBC, according to equation (7) 
and (14). 

C. Voltage loop control 

 

 

 

 

 

 

 

 

 

 
Gate pulse can be controlled by the control principle .To obtain 
the ripple free step-up output voltage, the control strategy have 
been used in the proposed converter. That is shown in figure 
(8). 

IV. SIMULATION  RESULTS 

 
According to design parameters of simulation are selected: 

input voltage Vi=10V, switched inductors La=Lb=220uH, 

switched capacitors Ca=Cb=330uF, filter capacitor at output 

Co=470uF, switching frequency fs=30 kHz, and the load 

RL=100Ω. 
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Fig.10 Control principle of proposed converter 
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The simulation results of both type of converters are 

demonstrated in Fig.11. Fig. 11(a) shows the waveforms 

obtained with Switched-capacitor SBC. As can be observed 

that when d (duty ratio) is considered to be 0.5, the capacitor 

voltages VC1 and VC2 are magnified up to 25V and 35V, 

respectively, and the magnitude up to of obtained voltage gain 
Vo is 40V.  While d (duty ratio) is considered to be 0.8, 

capacitor voltages VC1 and VC2 are 41V and 51V and thus, the 

output voltage Vo is 60V in fig11(b). This implies that with the 

same duty ratio, high voltage output is obtained with SC/SL 

SBC in comparison with that is obtained by SC SBC.  

 

                                    V.  CONCLUSION 

The combined switched boost converter has been presented in 

this paper. Presented converter is a combination of 

conventional dc-dc converter with switched capacitor and 

switching structure of switched inductor. These proposed 
converter large step-up capability with reducing voltage stress 

and spikes across active switched and output diodes than 

conventional switched-boost converter. Operating principle 

based on continuous conduction mode, combined switched 

boost topology and simulation results are presented. Thus 

presented structure enhances the performance for different 

applications with better achievements. Further, cascading cells 

can be propagated to obtain very high gain voltage at output.  
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Abstract - Nowadays, Electric vehicles (EV’s) have received much 

consideration as a substitute for conventional Internal 

Combustion Engine (ICE) vehicles for having exceptional 

highlights, for example, low emanation, high proficiency, calm 

activity, and so forth. But the major issues faced with EV (related 

with Control system) are Acceleration and Range (travelling 

distance). The use of the Regenerative Model in (EVs) offers 

regenerative of energy, battery protection, and improved vehicle 

increasing speed. The regenerative model for EVs driven by 

PMDC motor has three modes Normal vehicle mode, 

Regenerative mode and Battery charging mode. During 

Regenerative mode (No acceleration, vehicle is in motion) the 

PMDC works like a generator and this energy is harvested. 

Henceforth, by utilizing a suitable switching control, the DC 

voltage is enhanced and the energy is exchanged from the 

capacitor bank to the battery. The Regenerative Model improves 

the bank is used to develop vehicle battery security. 

 

Keywords — Electric Vehicle, Capacitor Bank. 

 

I. INTRODUCTION  

Electric Vehicles (EV’s) have received much consideration 
as a substitute for conventional Internal Combustion Engine 

(ICE) vehicles. EV's uses battery framework which can be 

energized from standard electrical plugs. Since the 

demonstration qualities of EVs have become analogous to 

which is not better than, those of conventional ICE vehicles 

[1]. The chemical batteries have many deficiencies such as 

short cycle-life, less power density, as well as high cost, 

capacitors bank, offer numerous highlights like, high power, 

long life-cycle [2]. Although the capacitor bank offers better 
features in most of the characteristics, it cannot be used as 

principle component for storage since its energy capacity is 

generally low so the battery must be utilized as a principle 

energy storage unit. The converter is used to control the power 

stream between the battery and the capacitor bank. The 

converter is important to coordinate the power levels of the 

capacitor bank, so as to use the abilities of the capacitor bank, 

adequately. 

The measure issues faced with EV (related with Control 

system) are Acceleration (pick-up), Range (Traveling 

distance), and Speed range (Maximum). The batteries have 

numerous inadequacies such as short life-cycle, less power 

capacity and high cost. Due to the limited capacity of a 

battery, it can travel up to a few kilometres only in one charge 
[9]. In this model, a structure of collaboration of battery and 

capacitor bank is suggested [8]. The designed regenerative 

model is made out of a capacitor bank, battery, buck/boost 

circuit, and diode. Different working modes of the suggested 

Regenerative model are: 

 

1. Vehicle normal mode. 

2. Regenerative mode. 

3. Battery charging mode. 

 
In this paper, different modes of Regenerative Model 

have experimented and they are as above mentioned. 
These modes of operation can give better performance 
Characteristics of EV’s with ON – GO charging and 
increase the traveling distance. The remaining part of the 
paper is structured as follows: Section II describes the block 
diagram and detailed circuit diagram. Section III describes 
different modes of operation. Section IV discusses the results 
achieved. Section V concludes the paper. 

 

II. BLOCK DIAGRAM 

The block diagram presented in Figure (1), comprised of a 
capacitor bank to store the harvested energy, battery is the 

main storage, buck/boost converter is to convert voltage to 

appropriate battery level, and a diode. Diverse activity 

methods of the proposed regenerative model are advised in 

details. During Idle state, using a relevant switching control 
for the converter. Hence, the diode will be forward biased and 

the energy reproduced is collected by the capacitor bank 

without employing extra power converter. Voltage in the 

capacitor bank is balanced by PWM control through variation 

in duty cycle in converter. Consequently, when the capacitor 

bank is nearly charged, regenerative braking can be 

acknowledged by methods for the battery pack in the proposed 

strategy. Figure (2) represents the detailed circuit diagram of 
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the Regenerative Model which consist of 4 switches for 

operation of different modes. 

 

Figure 1: Block diagram of Regenerative Model 

 

Figure 2: Circuit diagram in details 

 

III. FUNCTIONING  OF DIFFERENT MODES 

The suggested Regenerative Model are categorized by its 
different modes of operation which are briefed as follows:  

A. Vehicle Normal Operation Mode 

The energy stream in the normal operation mode is shown 
in Figure (3). Here, the capacitor bank voltage is greater than 

the battery voltage hence, D1 is reverse biased. Furthermore, 

the capacitor bank module is idle as the buck converter is 

turned OFF. Hence, the battery exclusively supplies the 

energy to DC motor. 

 

Figure 3: Vehicle Normal Mode operation 

B. Regenerative Operation Mode 

Figure (4) represents current flow during Regenerative 
mode with capacitor bank. It ought to be noted that the 

regenerative operation is initiated only if the vehicle in motion 

(no acceleration applied). High power capacity of the 

capacitor bank be able to be used to adequately collect the 

kinetic energy of vehicle (in motion) during this condition. 

Subsequently the regenerated energy could be efficiently 

saved, the driving scope of the vehicle can be impressively 

expanded. For Safety considerations and efficiency the 
Capacitor bank is proposed. 

 

Figure 4: Regenerative operation with capacitor bank 

 

C. Battery Charging Operation Mode 

In this mode, energy is moved from the capacitor bank to 
battery through the buck-boost circuit and henceforth, 

regenerative braking energy is collected by the battery. Figure 

(5) indicates the current flow path during battery charging 

from capacitor bank through the Buck/Boost circuit. The DC 

voltage be able to boost/buck in the identical way and the 

energy is moved to battery through D3 and D4. Considering 

the changing aspects of the regenerative procedure, battery 

charging, and capacitor bank charging, it results that the 

impact of the capacitor bank is meaningfully greater than the 
battery for collecting the energy.  

 

Figure 5: Battery charging from capacitor bank through Buck/Boost 
circuit 

 

IV. RESULTS & DISCUSSION 

Results are divided according to different modes of operation:  
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A. Vehicle Normal Mode 

 

Figure 6: Vehicle Normal Mode Control 

Table 1: Vehicle Normal Mode Working 

Mode T1 T2 T3 T4 DRegenerative Description 

Normal 
Vehicle 
Mode 

OFF OFF ON OFF OFF 

T3 switch  is made 
‘ON’, Regenerative 
model operate the 
vehicle in a forward 
motoring shown 
in Figure (7) 

 

Figure (6) shows the control panel for regenerative vehicle 

normal mode when the normal mode button is ON the motor 

starts rotating.  

 

Figure 7: Motor rotating in a forward direction 

Figure (7) shows the motor rotates in the forward direction 

when the regenerative model in Normal Vehicle Mode. Table 
(1) show the component which will be ON and OFF during 

this Mode.T1, T2, T4, and DRegenerative be OFF and T3 is ON.  

B. Regenerative Mode  

 

Figure 8: Regenerative Mode Control 

Table 2: Regenerative Mode Working 

Mode T1 T2 T3 T4 DRegenerative Description 

Regenerative  

Mode 
OFF OFF OFF ON ON 

𝐷𝑅𝑒𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑣𝑒 Diode act 

as forward biased and 

the T4 switch is ‘ON’, 

the energy is absorbed 

and stored using 

capacitor bank. The 

harvested voltage 

2.21v by capacitor 

bank in shown in 

Figure 9. 

 

 

Figure 9: Voltage stored in the capacitor bank 

In Regenerative mode, the energy generated by the motor 

is harvested and stores into the capacitor bank. Figure (8) 
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shows the control where Regenerative mode is ON. Table (2) 

shows the ON and OFF status of Components here T4 is ON 

and DRegenerative diode forward biased. Figure (9) shows the 

voltage stored in the capacitor bank during this mode. 

C. Battery Charging Mode 

 

Figure 10: Battery Charging Mode Control 

Table 3: Battery Charging Mode Working 

Mode T1 T2 T3 T4 DRegenerative Description 

Battery  

Charging 

Mode  

ON/ 

OFF  

ON/ 

OFF  
OFF  OFF OFF  

T1 and T2 switches 
are made ‘ON/OFF’ 
according to Buck 
and Boost 
Operation. 

By using the applicable switching control, voltage is 

Boosted/Bucked by power converter. The voltage is tuned 

over variant of the duty-cycle of PWM. Hence, regenerative 

energy can be collected by means of the battery. Shown in 

Figure (11). Table (3) shows the Battery Charging Mode 

Operation.  

 
Figure 11: Battery voltage 

V. CONCLUSION 

Utilization of Regenerative model is suggested for EV’s 
with PMDC motor. The Regenerative model circuit for EV’s 

application is successfully designed and implemented. During 

this mode, kinetic energy of vehicle is harvested by capacitor 

bank. 
The results are achieved for EV when the motor is driven in 

normal mode and in Regenerative mode. The Energy 

harvested is 16.66% of total battery capacity during the 

Battery Charging mode. The outcomes for Acceleration Mode 

are still under review. 

In the future, the issues faced with Electric vehicle can be 

solved by employing an automatic control system for different 

modes of Regenerative model in appropriate conditions along 

with better acceleration, battery safety with ON-GO Charge.   
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Abstract— Data acquisition is a ubiquitous application 

for multiple fields and multiple environments. Till today, 

there is a vast demand and requirement of data loggers in 

automobiles to monitor and control several parameters.  

Therefore, data acquisition system for automobile 

application is discussed in this paper. While we are driving 

a vehicle, we sometimes take a left or right turn to 

overtake the other vehicle. While we are overtaking this 

there may be a chance of hitting the other vehicle or may 

be a chance of accidents. To avoid this, there should be an 

auto left or right indicator control with the help of 

accelerometer sensor. In addition to this, auto air 

conditioning in automobiles can be controlled by using 

temperature and humidity sensors. The proposed system is 

discussed about design and implementation of data 

acquisition system used for automobiles to perform above 

said applications. It is implemented using reconfigurable 

device, appropriate sensors and computer aided design 

tools. The communication of these sensors is performed 

with serial peripheral interface.  

Keywords—Analog to Digital Conversion, Data logger, Field 
Programmable Gate Array, Peripheral Module, Serial Peripheral 

Interface. 

I. INTRO DUCTIO N  

 Data acquisition system is the process of digitization 

of the data in a format that computer or a system can 

understand. High speed data acquisition system means 

sampling the data rate at high speed. Here, we are using a 

sampling rate of up to 1 million samples per second. Hence, 

proposed system is designed to acquire high speed data 

acquisition system for automobiles. As automobiles are 

increasing in day to day life, and driving with heavy speed, 

accidents are occurring.There are few ways to reduce that. one 

of the ways to reduce the risk of accidents is by keeping 

acceleration monitoring and controlling instrument. 

 In the proposed system, the monitoring is done by 3-

axis accelerometer sensor [6], temperature and humidity 

sensors. 3-axis accelerometer sensor is used to measure static 

acceleration of gravity in tilt sensing and temperature and 

humidity sensors are used to monitor the AC temperature 

based on the sensor values. 

 Like any other data acquisition system, the 

automobile data acquisition system also consists of sensors, 

whose output signals are in analog form that has to be 

converted in to digital form to understand, process, and 

display the acquired results. The analog data from different 

sensors can be accessed by 4 channel or 8 channel 

multiplexers or data selectors. Between sensors and 

multiplexers, signal conditioning is required. The data access 

can be done by either serial or parallel manner depending on 

the required applications. If it is serial communication, we can 

use either Inter-Integrated Circuit I
2
C or Serial Peripheral 

Interface SPI.  

 The main objective of this research work is to design 

high speed data acquisition system suitable for automobile 

applications. It is developed using Very High-Speed IC 

Hardware Description Language. Reconfigurable device, 

FPGA is used as the core of the data acquisition system, which 

collects, process and displays the data. FPGAs are the high-

speed reconfigurable devices to process high-channel-density 

signals.  

 The organization of the paper is explained in XI 

sections including introduction. Section II is discussed about 

the history of the data acquisition system used in automobiles. 

Architecture design of the proposed system is explained in 

section III. Here, the interfacing of the sensors with the FPGA 

board is discussed in detail. Software Design Flow of Data 

Logger is explained in section IV. Section V shown about 

Results and Discussion of the proposed data logger system. 

II. LITERATURE SURVEY 

Prevention of accidents due to automobiles can be 

reduced by monitoring the vehicle velocity and acceleration 

using Raspberry Pi [1]. The communication used here is I2C 

protocol, the velocity and acceleration values are stored in SD 

card of Raspberry Pi, and there are some results of velocity 

and acceleration with respect to time. 

The author in [2] explains about the acceleration data 

which is acquired from MEMS accelerometer and processed 
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through Spartan-6 FPGA. It was developed with VHDL and 

implemented in the Spartan-6 FPGA.  

Tilting angle can be detected by using 3-axis accelerometer 

ADXL335 and Arduino Uno board was used to process the 

data. Tilt is measured towards its left or right direction[3]. 

To improve reliability and safety of automobile 

applications, real time embedded systems for automobiles that 

are used different sensors like MEMS Accelerometers, 

gyroscopes, pressure sensors, magnetic field sensors [4]. 

 An efficient system has been designed in [5] for 

prevention of accidents in automobile systems. The main 

objective of the project is to design an app for car driver for 

safe driving of vehicles. The sensors are interfaced with 

Raspberry Pi, to monitor the required data. 

The 3-axis MEMs accelerometer using AT89C52 

microcontroller for the activation of airbag system for 

automobile applications discussed in [6]. They have used GPS 

and GSM SIM 900 to know the vehicle location exactly and it 

will drop a message. 

The design of data acquisition system in [7] proposed a 

mechanism for patient monitoring in medical applications 

using FPGA. Here, they have used temperature and pulse rate 

sensor and produced some ECG waveform results. 

Implementation of data transfer using Ethernet with a 

development board of Virtex-5 FPGA is discussed in [8]. 

Here, the results were displayed through SCD nothing but 

GUI and hyperterminal. 

References [9], [10] and [11] are referred for the 

specification details of accelerometer, humidity and 

temperature sensors. The Zybo board architecture is referred 

from the references [12] and [13]. Finally, referred the 

software tool details from references [14] and [15]. 

III. Architecture design of the proposed system 

In this design, we have used three sensors:accelerometer, 

temperature and humidity sensors. The ADC is used for 

converting the signals  from analog to digital signals. The 

design is loaded in Artix 7 FPGA which consists of 

programmable logic, and interfacing of sensors are performed 

by processing system and ARM9 processor. The sensor 

interfacing with FPGA, which holds the automobile data 

acquisition system is illustrated in Fig.1. 

 

A. Interfacing of Temperature Sensor 
 Temperature monitoring and measurement can be 

done with a temperature sensor LM35 in this proposed system. 

As it can measure the temperature range from −55°C to 

150°C, and can have the calibrated value. It converts the 

voltage levels to temperature by using the relation as follows. 

VOUT = 10 mV/°C × T. Where, VOUT is the LM35, output 

voltage and T is the temperature in °C [10]. 

 
Fig.1 Interfacing of sensors with FPGA Board 

 

 The purpose of using this temperature sensor is used 

to know the exact temperature accumulated in the vehicle. 

Based on this temperature value, air conditioning (AC) can be 

maintained with a constant flow of conditioned air according 

to the passenger required option. The operating voltage of 

LM35's range is from 4V to 30V. It has 3 pins with naming 

VCC, GND and VOUT pins.VCC pin of LM35 is connected 

to VCC pin of ADC, GND pin of temperature sensor is 

connected to GND pin of ADC and VOUT pin of the sensor is 

connected to A0 pin of ADC peripheral module. 

B. Interfacing of Humidity Sensor 

 In addition to temperature sensor, humidity sensor is 

also used to control the AC used in vehicles. The part number 

of humidity sensor used in the proposed work is  SY-HS-220. 

Humidity is defined as the amount of water present in air. The 

operating range of humidity is 30-90% RH [11] and storable 

temperature range is from -30°C to 85°C and its current 

consumption will be less than 3mA. It consists of 3 pins 

namely VCC, GND, and VOUT as shown in Fig.2. VCC pin is 

connected to VCC pin of ADC peripheral module and GND 

pin of the sensor is connected to GND pin of PMOD ADC and 

output pin is connected to A1 pin of PMOD ADC. 

 
Fig.2 Humidity Sensor 

 In the proposed system, temperature and humidity 

sensors are connected to external ADC. It is 12 bit Analog to 

Digital Converter with part number AD7476A and the 

sampling rate of 1 million samples per second. 
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C. Interfacing of AccelerometerSensor 

 One of the most commonly used sensors in 

automobile system is accelerometer sensor. This sensor is used 

to measure the tilt angle in three dimensions. Based on the tilt 

angle, the indicator direction can be decided by the control 

unit used inthe automobile system. 

 

 
Fig. 3.Accelerometer sensor 

 

 Peripheral module for 3 axis accelerometer sensors 

used in the proposed work is ADXL345. It can measure the 

range up to ±16 g. It measures the gravity in tilt sensing 

applications. It gives the acceleration of gravity in x, y, and z 

axis respectively. It is interfaced with FPGA using serial 

peripheral interface (SPI). CS is the serial port chip select pin 

that is controlled by the serial peripheral interface. SCLK is 

the serial port clock.  SDO and SDI is the serial data output 

and input respectively. It has 12 pin PMOD port with SPI 

interface [9]. 

 

The algorithm for single axis is illustrated in Fig.4. 

Raw angle is calculated by integrate the rate sensor output in 

real time. The accelerometer, ADXL345 is used to measure 

the direction of gravity and infer a tilt angle. The error signal 

can be calculated by calculating the difference between raw 

angle and gravity angle. Now, the stabilized angle can be 

calculated by mixing the raw signal with k times the error 

signal as shown in Fig.4. For example, if we get 0.1 G 

acceleration in the x-axis, then, it indicates a tilt of arcsine 

(0.4) = 23.57°. Once, if we could find the tilt angles, gravity of 

acceleration can be measured on x, y and z of accelerometer 

axes.   Consider a rotation matrix with x, y and z axis aligned 

with the automobile, using pitch and roll, can rotate 

acceleration vector to the equivalent vector level with respect 

to earth as shown in Fig.5.  In this system, gravity is 

completely vertical, therefore the level of x and y axes can 

measure motional acceleration, not gravity. The system 

discussed here can be implemented in real time, inexpensive 

system for vehicle motion testing.When these tilt value exceed 

the specified limit with respect to left or right then there will 

be auto indication of light. 

Fig.4 Stabilized angle calculation 

Fig.5 Sensor axis on automobiles  

In the proposed system, the Zybo- FPGA development 

board which consists of Zynq processor and Artix 7 FPGA 

that are used to meet the specifications of high-speed data 

acquisition, high performance, with low power consumption. 

The Zynq-7000 SOC architecture consists of two major 

sections known as Processing Systems (PS) and Programming 

Logic (PL). FPGA comes under PL which holds the design 

logic and ARM Cortex-A9 Processor comes under PS which is 

used to control the peripheral interface. There are six PMOD 

connectors in this Zybo board. We connected temperature, 

humidity and accelerometer sensors to this FPGA board using 

PMOD connectors: JA, JB and JF respectively as shown in 

Fig.6. 

 

Fig. 6.  Interfacing of three sensors with FPGA using Zybo 

development board 
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IV. Software Design Flow of Data Logger 

 
 To design data logger system, RTL design is created 

using hardware description language and XILINX 1SE 14.7 

front end software tool. After verification, next step is we need 

to add required GPIO’s in EDK (Embedded Development 

Kit). Then implement the design and generate bitstream for 

data logger design. After generating bitstream file, we need to 

export Hardware Design to software development kit (SDK) 

including the bitstream file. At SDK, we need to create 

application project along with application software developed 

in C and select as Light Weight Internet Protocol (lwIP) for 

Ethernet communication. 

 

 

Fig. 7Embedded Design Process Flow 

V. Results and Discussion 

 At SDK, board support package (BSP) is used to 

build the project. Once, the application project has built 

without errors and warnings, we can program the FPGA and 

then launch the hardware to verify the results. Make sure, the 

hardware setup has to be done and connected to a system 

where we can process all these steps. The Zybo board is 

connected to Ethernet cable using TCP/IP protocol. The 

communication between FPGA and PC is via Ethernet cable. 

The data is displayed using GUI. We need to assign IP address 

to PC which should be same as the board IP address. Now, 

Batch file need to be loaded into FPGA using JTAG cable. 

Now, we can ping the IP address. Then, after the 

establishment of proper link there will be a communication 

between board and system. 

 

Fig.8 Experiment Setup for the data logger 

 

Fig.9 GUI display of data logger when no sensor is enabled 

 

 When no sensor is connected to proposed Data 

logger, then we can observe zero values at the GUI display as 

shown in the Fig.9.  

 

 
Fig:10 GUI display of data logger when sensors are enabled 

 

 When sensors are connected to proposed Data logger 

system, then we can observe respective measured parameters 

of the sensor values at the GUI display as shown in the Fig.10. 

 

 

Fig. 11 Output results through terminal(acceleration tilting 

angle in x,y,z axis) 
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 Terminal view for accelerometer sensor of x, y and z 

axis can monitor the gravity of acceleration in all x, y and z 

axis according to the movement of the vehicle. TeraTerm 

terminal is used when COM Port is connected. 

 

VI. Conclusion 

 In the proposed data logger system, auto indicator 

options can be deployed based on the tilt angle of the 

accelerometer sensor. In addition to this, auto air conditioning 

feature also performed with reliable sensors and 

reconfigurable device. Based on the experiment results we can 

conclude that the proposed design gives accurate, high speed 

and reliable monitoring is possible in real time automobile 

applications. 

 

 Multiple sensors can be used for providing more 

comforts and security related features in automobiles like 

navigational system, tyre pressure monitoring, auto parking, 

telematics and alcoholic detection, back up collision sensors 

and many more. 
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Abstract— Now-a-days, digital image processing in medical 

diagnosis is essential in almost all medical fields.  Human 

eye is usually used to visually interpret a processed image 

as how well a particular technique used for its processing 

has worked.  In medical diagnosis, two important 

techniques viz computed tomography (CT) offers less 

distortion with better information on denser tissues while 

magnetic resonance image (MRI) offers high distortion 

with best information on soft tissues. The multimodality of 

medical images in clinical applications has framed the idea 

of combining clinical images of distinct modality in 

medical applications. This knowledge of fusing clinical 

images has raised a new promising research field. The 

experiments on image fusion technique shows that it could 

extract useful information from distinct source images in 

fused images in order to obtain clear images. In this paper, 

an image fusion system with standalone hardware 

implementation framework is proposed. Xilinx platform 

studio (XPS), Visual Basic (VB) software’s and FPGA 

Spartan 3 image processing kit is used for implementation. 

Firstly, input images are converted to .h files using 

MATLAB GUI. Then XPS is used to pick software and 

hardware components for fusing the images by 

incorporating source and .h files and converting them to 

bit streams for downloading them to FPGA Spartan3 kit. 

The fused image as obtained from FPGA can be seen using 

Visual Basic Graphic User Interface (GUI) on the monitor. 
Keywords— FPGA based implementation, SFTA, texture feature 

extraction,  DWT. 

I.  INTRODUCTION  

Recently, the huge advance in medical diagnostics methods 
has greatly improved the performance of assessment and 
reflection. The latest advances in magnetic resonance imaging 
(MRI), nuclear resonance instrumentation (NMRI) and 
Computed Tomography (CT) are used to picture the body’s 
anatomy and physiological procedures. MRIs and CT’s offer a 
3D perspective and other high resolution features on distinct 
rates to detect any disease or abnormality.  

This research focuses on the wavelet texture based function 
assessment of brain MR and CT pictures and their FPGA 
execution. Texture analysis (TA) has been demonstrated as an 
effective technique to detect any disease, such as brain tumor, 
etc. TA is the collection of matrices that offers the basis for the 

assessment of any specific picture and to check if the analyzed 
picture has texture similar to its sample.  

Magnetic Resonance Image (MRI) offers high distortion 
with best information on soft tissues. The multi-modality of 
clinical images in medical applications has framed the to 
combing clinical images of distinct modality in medical 
applications 

A.   Brain MR and CT  imaging  

     MRI is a clinical method for scanning inner nerves and 

tissues additional to X-ray and CT scans. The MRI of the 

brain system is made up of radio waves and magnetic field 

used to produce accurate brain pictures. It is capable of 

producing a three-dimensional brain perspective used to 

analyze any brain tumor diseases. The brain comprises of 

three main constituent groups of soft tissues like gray matter, 

white matter and cerebrospinal fluid. So, the quantity of GM, 

WM and CSF and their special allocation inside and 

chronological modifications need to be measured for the 

diagnosis of different brain diseases.  The brain three tissue 

categories are shown in Figure 1. The three distinct planes i.e.  

axial plane, sagittal plane and coronal plane MRI are shown in 

Figure 2. This helps in study brain disorders such as various 

sclerosis, brain tumor Alzheimer’s illness etc. 

    MRI and CT can identify various circumstances such as 

kysts, bleeding, Brest lesions, inflammation skeletal defects, 

ear diseases and blood vessel problems. Brain MRI and CT 

considers it useful to access the issues like dizziness, 

headaches, vulnerability and blurry. It can imagine the brain 

parts capably and at several resolution levels that X-ray and 

CAT scan cannot produce.     

 

                    
Figure 1. Brain MRI main tissue classes  
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       I. Axial View                   II. Coronal View          III. Sagittal View  

Figure 2: Different views for Brain MRI  

    TA plays a crucial role in diagnosing various diseases types 

and wavelet transformation along with gabor filter provides a 

framework for assessing the texture of brain MRI. TA 

includes extract, segment, classify and reconstruct features.  

B.   Discrete Wavelet Transform 

Recently wavelet conversions that decompose a message 

into two parts, namely approximate and comprehensive part, 

are gaining more exposure. Freedom to choose the scale of 

decomposition is another advantage. So essentially this is a 

multiresolution analysis of brain MR images using three-

dimensional resolution at different scales.   

The discrete wavelet transformation (DWT) contains data 

about location information and frequency. The picture is 

decomposed into 4 sub parts LH1, LL1, HL1 as shown below 

in Figure 3 and Figure 4 for two different resolutions.  

 

 
Figure 3: Single level Data/Image Figure 4: Double level Data/imaged 

decomposition                              decomposition  

The three parts of sub bands LL1, HL1, HH1, are 

called the numbers of estimation and element of LL1 is 

called precise index. The estimation ratio includes the peak 

sample data and can be used to divide the picture further in 

LL1. Figure 4 demonstrates the double-level picture 

regression using wavelet where the subbands are created 

again from LL1 as LL2 (ratio of estimation) and the 

comprehensive values are HL2, LH2, AND HH2. Similar to 

tier one decay, it is also possible to use LL2 subband to 

further decompose the message. LL subband is referred to 

as the crude point coefficient as it includes the highest data 

in all stages of decomposition. The converted indices are 

helpful for color assessment and discrimination at all 

subband concentrations. The numbers acquired in the 

pictures subband and/or their proportions portray the 

images texture distinctly. 

C. Image fusion rule 

 

Image fusion method is mostly performing a very 

fundamental operations such as pixel selection, addition, 

subtraction or averaging.  

Simple Average: It is a fact that higher pixel intensity can 

be seen in the focused regions of the images.  Hence, this 

method is a simplistic way of getting an output image with all 

regions that are in focus. Each image pixel value is taken and 

added. After this sum is divided by 2 to acquire the average 

value. Average value is allocated to the corresponding pixel of 

the output image. In the same way it is repeated for all pixel 

values. 

      Select Maximum: The pixels have greater values for more 

focused regions of the image.  This rule suggests that it selects 

the in-focus areas from each input image by selecting the 

greater value for each pixel, resulting in highly focused output. 

Hence, each image pixel value is taken and compared to each 

other. The pixel having greater value is assigned to the 

corresponding pixel [22] [23].  

Average of approximation coefficients is chosen in our 

Image fusion for both decomposed images so that low 

frequency information which is approximate information is 

not lost and high frequency information which is detail 

information is preserved.  Therefore, corresponding vertical, 

horizontal and diagonal coefficients of both source images are 

compared and select maximum rule is applied to get maximum 

coefficient value that is assigned to corresponding coefficient 

in fused image. 

 

D.   Image fusion using DWT and inverse DWT.  

 

 

Figure 5. Process of fusing an image using DWT and Reverse DWT 

Methods  
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The development of DWT is used to apply the 

transformation technique to the digital information. The signal 

is disintegrated by the filter banks’ low-pass and high pass 

filters. Image fusion steps are explained in detail based on WT 

in Figure 5.  

• The input images I1 and I2 are first registered to 

arrange the equivalent pixels.   

• DWT transformation is applied on the registered input 

images. The images are decomposed using wavelet 

bases.  Here, wavelet transformation uses K-level 

decomposition on the registered images to obtain single 

low-frequency portion (LL band) and high-frequency 

3K portions (HL bands, HH bands and LH bands). 

• Different portions of the DWT image having with 

transform coefficients are achieved with an average of 

approximation fusion rule as explained in section I(C) 

• The construction of fused image is done by performing 

inverse WT  

Filter banks are used to decompose the signal into low 

and high-frequency components. Generally, most of the 

information of the signal lie at low frequency components. 

More details of the signal are available at high frequency 

components. Two-channel filter bank is used to implement 

wavelet decomposition technique. The decomposition of the 

image is done column by column and row by row. For 

illustration, the method to an M x N image as follows.  

• The filter distinguishes each row and down-sample to 

obtain two M x (N/2) images to form H and L 

images.  

• H and L images are formed using the formula 

                  H= odd-even = G1; 

                  L= round (G1/2) +even;  

• Again, the filter combines each column and 

subsample of the filter to get output forming 4 (M/2) 

x (N/2) images. This is obtained using. 

                  LH= odd – even = G2;  

                  LL= round (G2/2) + even;  

                  HH= odd – even = G3;  

                  HL= round (G3/2) +even;  

• G1, G2, G3 are reference parameters. The sub-image 

formed by low pass filtering is taken as LL image. in 

the same way using filtering other three sub bands 

formed are LH, HL and H. The sub images formed 

above can again be sub divided using filters and can 

form sub-sub bands and can be continued till desired 

filter images are obtained. 

• Average of approximation fusion rule is applied on 

each pixel of the subbands of both the DWT images 

of the corresponding pixel to obtain a pixel with a 

single transform coefficient of the subband. 

•  The obtained sub bands of both images are having 

combined transformation coefficient. Using the 

combined transformation coefficient, the inverse or 

reverse DWT technique is applied to get fusion 

image. The fusion image obtained has the 

characteristics of both the DWT images that is useful 

for further observation.  

E. Implementation tool:Field Programmable Gate Array 

(FPGA)  

FPGA Procedure allows consumers or developers to 

develop logic circuits that could be reconfigured in real 

runtime, FPGA technology provides hundreds of combination 

of logic sets, a big range of entry output buttons and 

interconnections that are used depending on the provided 

logic.  

The Zynq Evaluation and advanced board (ZedBoard) 

was used in this work to introduce the image handling scheme 

centered on extracted features. Xilinx ISE/Vivado HLS has 

been selected to program the FPGA board. The Xilinx ISE 

takes advantage of the concept of using intellectual property 

(IP’S) as section models and subsequently generates chip code 

for integrated layout. It includes the required features and can 

allow customization according to the chosen device by 

allowing creation of the custom computer logic. The board’s 

expandability characteristics makes it perfect for rapid 

prototyping and proof-of-concept creation. Software portion 

can be coded using C, C++ and OpenCV for image processing 

tasks. Implementing the wavelet conversion on FPGA offers 

the advantage of reconfigurability at real runtime, 

simultaneous handling and execution of speed could be 

comparable to those achieved in software implementation.  

II.  BACKGROUND  

There are basically two primary measures to follow for the 

diagnostic procedures in pathology. First procedure is that the 

tissue will be observed by a pathologist to recognize certain 

characteristics. The second step is to interpret and come up 

with a response. Several techniques to section and estimate the 

brain tumor have been suggested so far. Hall and Clark [1] 

suggested the picture mosaic as an assessment technique to 

assess the defects of the MRI scan. 57 Mosaic pictures were 

created by slicing ordinary fabric into different forms and 

sizes of defects. Using sophisticated diameter methods, 

Ibrahim and Khalid [2] suggested cancer identification using 

MRI information.  Parra and Ifetekharuddin [3] suggested a 

scheme that automatically segments a tumor in the human 

brain’s MRI. In [4], an improved application of the artificial 

neural net work software is used to block brain MRI 

information processing vector quantization and the findings 

achieved indicated great brain tissue segmentation.  

Many algorithms for extraction of features are also used in 

this aspect. One among them is Texture Assessment (TA). TA 

performs a major part in the assessment of image 

segmentation. It has several applications like earth source 

mapping, medical processing, distant viewing, performance 

monitoring etc. Because TA is a sophisticated method and is 

linked to the local models of a picture, both picture removal 

and quantization are permitted. TA performs a major part in 

the assessment of image segmentation. It also  

out-performs the techniques of individual outcomes 

assessment and produces more precise diagnostic accuracy 

outcomes. Analysis of texture comprises essentially four steps 

[5]. Firstly, extraction of textual features, secondly, 

segmentation, thirdly, classification of texture 
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discrimination/classification, lastly, reconstruction of shape.  

Many algorithms are currently used to do so, but the most 

common of all current techniques to date are statistical 

methods and techniques appropriate for sophisticated 

medicinal imaging applications [6].  Most of the arithmetical 

methods are focused on temporal gray tier reliance model 

(TGTRM), gray point cooccurrence matrices [7], dominant 

cycle distance matrices (DCDM), statistical approaches 

centered on the use of textual assessment methods like 

Markov’s test fields [10], fractal methods/models [11], and so 

many methods are appropriate for applications like textual 

characterization [8]. Since image analysis is conducted on a 

solitary scale, even though the visual cortex in a natural 

pictorial scheme is designed for depiction in a collection of 

autonomous streams with the specified direction and special 

frequency tuning [12] and it is a significant drawback. DWT’s 

have a significant benefit by enhancing accuracy owing to 

multi-scale capacity and time-frequency localization relative 

to Gabor filter-based methods and TA Fourier transform [13], 

[14].  [15] and [16] uses two-dimensional wavelet extraction 

techniques for effective brain CT and MRI segmentation and 

texture analysis. These techniques are used alone in numerical 

methods. 

Many DWT FPGA architectures were suggested to 

enhance time and resource consumption, primary focused on 

convolution [19], [20] and elating [21] schemes. Some of the 

parameters are not taken into account like group delay when 

calculating DWT and these delays have no effect in the 

processing of images or after the frame is processed by frame 

message, this architecture is considered. When the sample is 

processed by sample flow, the band errors of distinct filter 

routes cause the synchronization on problem s between the 

wavelet values at discrete scale concentrations, which is 

worsened by raising the scale value and therefore the structure 

of the image is modified by the wavelet numbers due to the 

accumulation of errors.   

                                III.METHODOLOGY 

    The suggested scheme is implemented using the measures 

shown in Figure 6. 

• Using MATLAB GUI feature, the registered MRI 

and CT scan images are converted into header files, 

where DWT and reverse DWT are going to apply on 

these images.  

• Xilinx Platform Studio (XPS) is a tool used to select 

software and hardware components. In XPS all the 

header files, source codes etc. can be converted to bit 

stream and further going to download into FPGA 

• Use Xilinx SDK and Xilinx Vivado to serially 

transfer the image matrix to FPGA through the 

JTAG cable.  

• The input images. converted wavelet transform and 

reverse WT images are sent to the recipient facility 

via UART in FPGA. UART information was 

captured and seen through Visual Basic (VB) 

software in the monitor. 

 
Figure 6: Proposed methodology  

                   IV. RESULT AND DISCUSSION 

       Brain MRI and CT scan input images are registered for 

image fusion and converted into .h files using MATLAB. 

Hardware and software components for implementation are 

selected using Xilinx Platform Studio (XPS) tool which 

include RS232, MICOBLAZE software to access FPGA, 

SRAM, JTAG cable configuration, source codes, .h files etc. 

XPS converts all the source codes of DWT and inverse DWT 

and header files etc. into bitstreams. These source and .h files 

bit streams have .bit and .bmm extension, respectively. All 

these bit files are then exported to Software development kit 

(SDK) tool. SDK is part of Xilinx platform studio and it 

creates an Executable Linker File (ELF) to execute the 

program. Next step is to configure the JTAG settings with 500 

kHz frequency and XILINX parallel IV cable type to LPT 

(Line Print Terminal) port. The bit stream codes are 

downloaded into a FPGA Spartan3 image processing Kit 

through JTAG serial transfer cable. Source codes, written in 

system c, contains DWT, Average approximation fusion rule 

and inverse DWT algorithms. The input, DWT’s and inverse 

DWT images are stored in SRAM of the FPGA Spartan3 kit 

Board. The output from FPGA board can be configured 

through an UART cable into CPU COM port. All the input 

images, DWT MRI and CT scan images and output fused 

images are seen in Visual Basic GUI by executing ELF i.e. 

generated by XPS. 
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Figure 7:  Input MRI image(I1)           Figure 8: Input CT scan image(I2)  

 

 

 Figure 9: DWT MRI image                  Figure 10: DWT CT scan image  

 

  

 

Figure.11: Output fused MRI and CT scan image using Inverse DWT 

     

 Figure 7 represents the MRI image having size of 64* 64 

bits. More information is indicated by high intensity 

regions in the image.  Decomposition is done using DWT 

algorithm. DWT is a technique used to convert the given 

information which contains mixed level of intensity of 

data into four subbands like low-low (LL) frequency band 

having high intensity of information, remaining frequency 

bands low-high (LH), high-low (HL) and high-high (HH) 

having less reliable information. Figure 9 represents DWT 

decomposition of the MRI image into four sub bands A, B, 

C, D. The subband A represents low-low (LL) frequency 

component which has more high intensity and hence more 

information from MRI image, the remaining subbands B 

represents the low-high (LH) frequency band, C represents 

the high-low (HL) frequency band and D (HH) represents 

the high-high frequency band. All these subbands viz. B, C 

and D contain less intensity regions of the image as we can 

see in the Figure 9. Figure 8 represents the CT scan image 

with size of 64*64 bits. The decomposition of the CT scan 

image is shown in Figure 10 with sub bands E, F, G, H. 

Here, it can be seen that E represents low-low (LL) 

frequency band having more intensity regions of the image 

and hence more information. The remaining subbands F 

represents low-high (LH) frequency band, G represents 

high-low (HL) frequency band, H represents high-high 

(HH) frequency band. Simple average approximation 

method of fusion rule is applied on MRI and CT scan LL 

images containing more intensity regions (more 

information) at low frequencies. The resultant image 

obtained after average approximation fusion is also like an 

DWT image which is having the combined coefficients of 

both MRI and CT scan image. The inverse DWT is applied 

on this combined/fused coefficient DWT image. Figure 11 

represents the inverse DWT i.e. image fusion of MRI and 

CT scan images which contains more high intensity 

regions as compared to its constituent input images.  

                                     V. CONCLUSION 

        DWT method has been used in this paper for efficient 

feature transformation of the image using Average 

approximation Fusion rule. The suggested scheme has its 

own unique characteristics in the extraction of phase by 

enhancing the precision of identification. The application of 

FPGA Spartan3 image processing kit is used which 

demonstrates to be effective in the aspects of parallel 

processing and execution in real time. MRI and CT scan 

samples were gathered from the charts of the body. Using 

DWT and inverse DWT the fused image is obtained that has 

more precise information compared with original images.  

Average approximation fusion rule is used to fuse the 

images. So, the proposed scheme will help the physicians in 

making the ultimate choice for further therapy using a 

standalone hardware that is simpler and smaller. Future 

work will be focused on the enhancement of ranking 

precision by reducing redundant characteristics in DWT and 

its inverse.     
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Abstract— Data Distribution Services (DDS) has changed the way 

of the development process for complex distributed systems by 

tightly coupling QoS policies for achieving desired functionality 

at execution time. DDS middleware can be configured to handle 

edge-to-edge quality of service (QoS) policies. However, 

unpredictable environment imposes a greater challenge in the 

design and execution of these systems. The publish/subscribe 

middleware has improved the scalability and interoperability of 

the distributed systems. The stringent Quality of Services (QoS) 

standards imposes a greater challenge to developers. We propose 

a framework based approach for designing, development, and 

testing of distributed systems on top of Real-Time Innovations 

(RTI) and Open-Splice (OSPL) DDS middleware. The 

framework consists of ACGF Module which generates the code 

for application. DCF Module provides the abstraction from core 

functionality of DDS by using templates. Finally, ATF Module 

will help developer to test their application. This work will be 

beneficial for the development of different types of DDS 

applications rapidly. 

Keywords: Data Distribution Services (DDS); Object Management 

Group(OMG); Publisher/Subscriber Architecture; QoS; RTI; 

OSPL. 

I. INTRODUCTION 

DDS is an open standard for real-time distributed systems 

developed by Object Management Group (OMG) released in 

2003 and revised in 2007. Real-time distributed systems can 

use DDS API’s for Pub/Sub communication [2],[3]. DDS 

technology is used for the platform/target independent devices 

with secure data communication to all network devices (WSN, 

LAN, WAN). The environment is highly heterogeneous and 

requires dynamic pairing along with coordination of fast 

communicating entities. It is used as the integration 

technology for data sources and sinks. It provides an 

extremely high level abstraction along with a rock- solid 

infrastructure to build highly modular distributed systems [5]. 

It is like a universal glue that allows us to seal together highly 

heterogeneous environments while maintaining a single, 

elegant and efficient abstraction.  

This paper proposed a framework based approach for 

designing, development and testing of distributed systems on 

top of Real-Time Innovations (RTI) and Open-Splice (OSPL) 

DDS middleware.  The framework implementation is divided 

into three different modules named as Auto Code Generation 

Framework Module (ACGFM) generates source code for the 

application under develop; as per information provided by 

developer in the form of XML files as shown in Fig.2, DDS 

Communication Framework Module (DCFM) will provide the 

functionality related to DDS middleware to the application in 

the form of its own API’s. Finally, Application Testing 

Framework Module (ATFM) will provide the interface to the 

developer for testing the application. 

 The remaining sections of the paper are as follows. 

Section II defines the evolution of DDS and its working 

model. Section III describes related work in the field by other 

researchers in design and modeling of DDS application. The 

design and implementation of framework is describes in 

section IV. Finally, in section V we conclude our paper with 

some future work. 

II. BACKGROUND 

Data Distribution Service (DDS) standards can be used for 

development of large scale computing machines as well as 

small IoT devices connected by network backbone 

(LAN/WAN).  The DDS middleware provide flexibility to 

make an application scalable, location-independent as well as 

platform independent [12]. The QoS policies offered by DDS 

middleware provide the reliable communication for real-time 

computing devices [1],[3],[4]. The main functionality offered 

by DDS is Data-Centric Publisher Subscriber (DCPS) 

architecture. This architecture provides an interface to 

heterogeneous applications for  reading/writing the data from 

Global Data Space (GDS). The software applications can 

exchange data in the form of Topics. The DCPS layer provides 

abstraction from the languages used for development [8]. The 

software application can exchange the information from other 

software applications after telling their intention to write the 

data as publisher by using Interface Description Language 

(IDL). In the same way software applications by telling their 

intention to read the data as an interested participant in the 

form of topic as subscriber [7]. 

The publish subscribe communication model as shown in 

Fig.1, enables real-time systems to exchange information by 

maintaining system performance, scalability and 
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interoperability [2],[9]. Publisher/ Subscriber model exchange 

information via central broker to avoid a single point failure. 

Interface Description Language (IDL) is used for defining the 

topics in .idl files. 

 

 

 

 

 

 
 

 

 

 

Fig.1. DDS Communication Overview 

 

Archıtecture and key components of DDS are as follows [10]: 

 Global Data Space: The software modules 

communicate with each other by writing and reading 

the data from Global Data Space(GDS).  

 Domain: Domain is the main entry point for software 

modules. All modules are managed inside domain. 

Domain is a logical space inside the GDS for exchange 

of data. Software modules having same domain ID may 

only be able to communicate with  each other in the 

form of topics. 

 Domain Participant: This is the application that will 

be the member of Domain and it has right to manage 

DDS entities as an participient. 

 Publisher and Data Writer (DWriter): The data 

writers has right to publish the domain specific data. 

Each publisher can have multiple data writers and the 

information about the data writer is maintained by the 

Publisher.  The QoS policy defines the behavior of data 

writer and publisher. 

 Subscriber and Data Reader (DReader): The data 

reader has right to subscribing the data from GDS. 

Each Subscriber can have multiple data readers and the 

information about the data reader is maintained by the 

Subscriber.  The QoS policy defines the behavior of 

data reader and Subscriber. The data can be read from 

GDS with two approaches “listener-based 

(asynchronous)” or “waitset based(synchronous)”. 

III. LITERATURE SURVEY: 

Many studies have been conducted regarding the 

challenges of the implementation of OMG DDS middleware 

in IoT objects. A lot of the investigations give varying insights 

into this area. However, what is common is the researchers’ 

agreement on the pervasiveness of IoT and other distributed 

real-time systems (Alaerjan, Kim, & Al Kafaf, 2017) [1]. The 

increasing adoption of distributed real-time systems demands 

more support, with DDS being an example of publish-

subscribe software that increases the communication and 

scalability aspects in IoT objects. The DDS has great 

significance in enhancing the quality of services (QoS) and 

promoting scalability; their absence means that these features 

will not be available. Consequently, according to Alaerjan, 

Kim, and Al Kafaf [1], one of the factors that hinder the 

implementation of the DDS middleware in the IoT objects and 

other distributed real-time systems has always been the 

absence of the DDS standard, which is required to offer the 

dynamic models for DDS.  

 The work on design and modeling aspects of  OMG DDS 

is done by Inglés-Romero et al. [3]. He studies the QoS 

policies behavior of OMG DDS middleware for distributed 

systems. The selection and configuration of QoS is a great 

challenge for real-time systems. For system optimization, they 

have introduced the concept of communication templates for 

implementation of QoS in DDS middleware. These 

communication templates will give the flexibility to the 

designer and developer to enhance system performance by 

using adaptive QoS policies at run time. However, the work 

done by them has not covered any functional behaviour of 

DDS.  

Corsaro et al. [4] talk about DDS and Java Message 

Service (JMS) standards for publish-subscribe systems, which 

aid in fully decoupling communication participants. According 

to Corsaro et al. [4], communication asynchrony is one of the 

challenges that the implementation of OMG DDS middleware 

faces. 

Beckmann and Dedi [9] show how a lack of support for 

heterogeneous target platforms and limited interoperability are 

significant problems in the implementation of DDS 

middleware in IoT software. Although the OMG DDS is 

espoused as the breakthrough in addressing the issue brought 

about by the heterogeneous target platforms and 

interoperability, lack of DDS standards makes the 

implementation challenges persist. The problem of 

interoperability is not completely addressed by any off DDS 

vendor.  

Hakiri et al. [11] propose an IoT network architecture that 

integrates Object Management Group’s Data Distribution 

Services (OMG DDS) middleware and Software Defined 

Networking (SDN) as one of the solutions to the 

implementation problem.    

The main problem is the lack of the DDS standards makes 

it difficult to understand DDS dynamic models and 

interoperability, which in turns not completely addressed by 

any vendors of DDS. The work offered in this research paper 

is a framework based development approach for software 

portability and reusability. By using the framework the 

developer can use the same piece of code written for one 

version of DDS to other version without rework. This work is 

more helpful in case of large number of heterogeneous IoT 

devices and coding is required for each and every IoT objects. 
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IV. FAST DDS IMPLEMENTATION FRAMEWORK 

FDDS (“Fast DDS Implementation framework”) is an 

approach by which software designer & developer can build 

DDS application easily for different type of DDS versions. 

This framework had provided the foundation classes to the 

software developers, so that they can use these classes for 

designing and building the DDS applications without worrying 

about the complex implementation of OMG DDS.  

This framework systematizes the development process, by 

providing the rock solid infrastructure to the software 

developers for achieving the reusability of software 

application for different type of target environment. The 

framework functionality can be enhanced without effecting the 

implementation of application. 

A. Brief Description of FDDS Framework 

All communication of application being developed will be 

handled by FDDS framework. The functionality offered by 

framework is domain creation, registering topic, create 

publisher, create subscriber, create data reader, create data 

writer etc by re-implementing the DDS methods using class 

templates. The framework introduced here is a static library 

for reusability.  

The application developer has to include the static library 

and header files in their project before calling the offered 

API’s. The implementation of the framework is explained in 

the next section.  

B. Implementation of FDDS Framework 

The FDDS framework is divided into three modules:  

1) Auto Code Generator Framework Module (ACGFM): 

This module generates the basic infrastructure for the 

application being developed; by generating the source code in 

the form of cpp and header files. DDS application 

development is completely dependent on the type of 

information exchanged between the publisher and subscriber 

in the form of topics. 

The application developer has to write the topic 

information in the form of structure and data types in an .idl 

file. This .idl file is further used by rtiddsgen tool provided by 

the DDS vendor for compiling and generating the static 

library. Script for generating the library file is written in 

Listing. 1. The plug-in and support files generated in above 

process are carrying the send data, destroy data, print data, 

serialization and de-serialization methods as per the data 

structure provided in idl file. These files are used by the 

application and testing stub for further communication with 

DDS entities. 

gcc -DUSE_IOSTREAM -I. -I. -I /opt/rti_connext_dds-5.3.0/include   

-I/opt/rti_connext_dds-5.3.0/include/ndds  -DUSE_IOSTREAM -g -c   

-DRTI_UNIX -o $f.o $f  

Listing. 1. Script for generating the topics library  

ACGFM is now ready for generating the application code 

by using the cpp and header files generated by the rtiddsgen. 

Firstly, this module collects the information about the list of 

publisher and subscriber with their data reader and data writer 

provided by the developer in the form of XML file as shown 

in Fig.1 and it stores the complete information in its local 

store. By using the file written C++ API’s it will generate the 

cpp and header files carrying all methods and data types as per 

DDS requirement. The application raw source code is ready 

for further adding the functionality. In parallel it also 

generates the source files for the testing framework as per the 

topics selected by the developer. The application and tester 

generated in above steps are error free due to no human 

intervention for writing the code.  

2) DDS Communication Framework Module (DCFM): 

This framework module is the heart for the application being 

developed. Applications by using this module can 

communicate with the DDS. The application has to register 

with DDS by providing the domain ID to which it intended to 

communicate. The threading and thread synchronization 

aspects of application is also handled by this module.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig. 2. Working Model of FDDS framework 
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readData(), writeData(), TakeData(), LoanData(), 

disposeData() and many other methods for providing the 

simple interface to the DDS application developer.  

The functionality of this module is divided into three 

interfaces. Each interface will provide the needed functionality 

to the application. 

a) Domain Participant Interface: The Domain 

Participant Interface as shown in Fig.2 and Listing. 2, is the 

main entry point for the application for communication with 

DDS by extending its base class from the DomainParticipant 

class. The entities present in the same domain are only able to 

communicate with each other and not with other domain 

entities. The application developer has to enter the domain ID 

at the time of executing the application. 

 
fDDSDomainParticipant::fDDSDomainParticipant(int fDDSdomainId) {   

         ptrRtiparticipant = NULL;   

         ptrRtiparticipant = DDSTheParticipantFactory-        

         >create_participant(fDDSdomainId,   

         DDS_PARTICIPANT_QOS_DEFAULT,NULL,  

         DDS_STATUS_MASK_NONE);   

   if (ptrRtiparticipant == NULL)   

    {   

        DEBUG_ERROR("create fDDS participant ->",ptrRtiparticipant);   

    }   

    DDS_SampleInfoSeq info_seq();   

    ptrQosProviderRti = NULL;   

} 

Listing. 2. Domain Participant class Implementation 

 

b) Publish/Subscribe Interface: The Publish/Subscribe 

Interface as shown in Fig.2, is providing the functionality 

related to publisher, subscriber, data-reader and data-writer to 

the application. This module is storing the information about 

the publisher and subscriber for further use by application. 

The application can request any of the publisher and 

subscriber by providing the string. The class templates 

implementation is used for achiving the abstraction from the 

core functionality of DDS.  

c) QoS Interface: The Quality of services(QoS) controls 

the behavior of DDS systems by configuration a set of 

parameters, for Real-time Delivery, Redundancy, Persistence, 

Bandwidth as per system performance required to achieve. 

QoS Interface as shown in Fig.2 is responsible for attaching 

the QoS policies to publisher, subscriber, data-reader and data-

writer. These QoS policies is decided by the system designer 

as per performance requirement of system under develop. A 

single QoS file is used for all the entities in the system. These 

QoS policies are provided by the designer in the form of XML 

file. Parsing of XML file is done by TinyXML parser. 

  

sendData method implementation of 

framework 

sendData method 

implementation of 

application  

template <class T110,class T210> inline int s

endData (T210 topic,std::string writerName)   

{   

DDSDataWriter* topicWriter= ptrRtiparticipa

nt-

sendData<SEND_DAT

A_STRUCTDataWrite

r*, 

SEND_DATA_STRU

CT*>(&obj,"DDSPubli

>lookup_datawriter_by_name(writerName.c_s
tr());   

if (topicWriter == NULL){   

DEBUG_ERROR("lookup_datawriter>",write

rName.c_str()); 

return -1;   

}   

DDS_InstanceHandle_t instance_handle = DD

S_HANDLE_NIL; 

T110 vDataWriter=(T110)(topicWriter);   

DDS_ReturnCode_t retCode = vDataWriter-

>write(*topic,instance_handle);   

if (retCode != DDS_RETCODE_OK){   

DEBUG_ERROR("Write Error retCode-

>",retCode);   

return -1;   

}   

return 1;   

} 

sher::system_Writer");  

Listing. 3. Framework snippet code of “sendData()” 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. FDDS framework overview 

Fig.3 shows the framework based approach for 

implementation of RTI and OSPL DDS. The Application 

developed for RTI by adopting this framework need not 

required to be re-coded for OSPL because the framework has 

offered the same API’s for both the versions to the developers. 

But Application developed without using the framework has 

to code the non functional requirement again for other DDS 

version. Listing. 3 Shows the implementation of send data 

method for framework as well as application.  Application can 

write the data to GDS by making this API call. In the same 

way other API’s are also designed and can be used by 

application.    

3) Application Testing Framework Module (ATFM): 

This testing Module as shown in Fig.2, is auto generated by 

ACGFM and this module is using the DCF Module for 

communication with DDS. Only those features will be enabled 

in the testing framework which is selected as per the publisher, 

subscriber, data-reader and data-writer inputted in XML file.  

Developer can test his application by using this module and he 

did not required to build the testing stub for his application. 

ATFM is offering UI based manual interface to the 

developers.  

C. Benefits of using framework in Software Development 

The framework reduces, time to develop the application, 

by generating code for selected topics. This framework based 

approach has provided the infrastructure to the developers, so 

 

App1 App2 Application N 
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FDDS 
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K 
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that they did not require building the application from scratch. 

Some benefits of framework:    

 Reduction in Development Time: The framework 

reduces the development time, by generating the code 

for the selected topics required to build the 

application. The code generated by the framework is 

able to communicate with DDS. 

 Less Domain Knowledge: The developers only need 

to learn the basics of DDS. The complex functionality 

of DDS is abstracted by the framework by offering its 

own API’s. 

 Reduction in Deployment Time: The application 

developed using the framework reduces the time 

required to build and run the application on the target 

environment as half of code is auto generated. 

 Reduction in Testing Time: The application 

developer only required to test the algorithmic aspects 

of the application.  

V. CONCLUSION 

In this research, an implementation of framework based 

approach; which provides its own API’s for design and 

development of DDS application. By using the template based 

implementation application developer can achieve portability, 

reusability and get complete abstraction from the core 

functionality of DDS. The change in implementation of DDS 

will not affect the application and same application can be 

reused for other DDS version. 
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Abstract— Nowadays, Lung cancer is most common cancer 

for the people. According to statistics 4,30,000 people are 

affected by lung cancer. Computed Tomography is the 

popularly used diagnosis method for lung cancer. In 

contempt of accurate diagnosis at the early stages, there 

are some limitations for this method like time consumption 

and tumour boundaries are unclear. Delta Radiomics is 

another method used to analyze the image features with 

respect to time quantitatively for a region of interest and 

the extracted features are develop to improve the 

screening of lung cancer. In this paper the features of the 

cancer nodules are extracted by Delta Radiomics using the 

machine learning techniques. The Support Vector 

Machine (SVM) is used to predict the malignancy of the 

lung cancer nodules. The SVM is capable of analyzing 

compact features in a lung cancer nodule image and 

classification of an image is performed effectively for 

differentiating the various nodules. Therefore, SVM is 

suggested as the most suitable method for diagnosing and 

detecting the lung cancer.
 

Keywords—SVM machine; lung cancer; diagnosing;Delta 

radiomics;  

I. INTRODUCTION 

Cancer is a genetic disorder that controls function of all the 

cells of a particular part of the human body as shown in fig 

1.For a cancer affected person all the body cells are begin to 

divide continuously and spread to the surrounding tissues. 

When the cancer cell begins to develop it automatically stops 

the general new cell formation in a human body [1]. The 

cancer cells are become into a malignant tumour which can 

easily spread to the nearby tissues. Among various cancer 

types, Lung cancer is the second leading dangerous cancer that 

leads many death ratios [2]. 

 
Fig 1: cancer cell 

There are two types of lung cancer namely; non- small cell 

lung cancer and small cell lung cancer. According to the 

statistics of American Cancer Society, about 1,762,450 are 

newly affected by cancer and 6, 06,880 were died due to 

cancer in US. The Lung Cancer is generally detected using the 

Computed Tomography (CT) scan [3]. It is a medical imaging 

technology that produces 3D image structure of the internal 

body. It is most commonly used technique to do surveillance 

on a lung nodule. As it detected cancer early, It increases the 

survival rate of the cancer affected person. However, A 

medical specialist should screen large number of nodules for a 

proper diagnosis, It should a long time to have clarification. 

Thus, the CT method is highly time consuming and it is 

difficult to get a clear detail about the malignant tumour. 

Radionics is a medical process that helps to extract large set of 

features from a medical image using some algorithms. It gives 

quantitative feature extractions which are not visible through a 

naked eye [4]. The Delta Radiomics technique analyses the 

change in image feature over time so it is capable of 

examining the treatment response for the cancer affected 

person. As such delta radiomic analysis could be combined 

with the CT imaging for accurate and effective lung cancer 

screening [5]. In this study Support Vector Machine (SVM), a 

machine learning technique is being used as it can classify the 

interior and small features of an image data by reducing the 

dimensions. Along with reduction it can able to reconstruct the 

original input data. The classification is evaluated effectively 

for differentiating multiple nuclei as it can able to detect high 

level features [6]. Thus, in this process we utilized the CT 

images to generate screening and classified using SVM for 
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detecting lung malignant tumour cells [7]. The following 

sections are covered in this paper. 

 The existing methodology of detecting lung cancer. 

  A brief explanation about the proposed Methodology 

 Experimental results and discussion 

 Conclusion and future work. 

II. RELATED WORKS 

 

In [1] the author proposes a novel idea based on Structural 

Coherence Matrix (SCM) to classify the malignant and benign 

nodules of lungs and also their malignancy levels. SCM with 

four filters were applied on both grayscale Hounsfield unit 

images. In [2] the author analysed a performance by 

incorporating delta and non – delta features using machine 

learning methods to detect the lung nodule malignancy. They 

used two gene selection methods to extract lung cancer genes 

with the help of three machine learning methods namely, 

Multilayer perceptron, SM and Radial basis function neural 

network. In [3] the author presented a deep learning strategy 

called stacked sparse auto encoder (SSAE) for nuclei detection 

on high resolution [8] histopathological images of breast 

cancer. 

  

III. LUNG CANCER CLASSIFICATION SYSTEM 

  

The image dataset is used to locate the lung nodule by using 

the several steps such as Conversion to grey scale image, 

Image filtering and enhancement, Morphological operations, 

Feature Extraction and Classification. All the above-

mentioned process is examined over the image dataset and the 

classification is done over the lung CT images. Figure 2 shows 

the lung cancer classification system structure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: lung cancer classification system structure 

 

A. Conversion To Gray Scale Image 

The conversion of colour image to grayscale is simply 

converting the 3D pixel value (RGB) to 1D value. It is 

specially to reduce the complexity of processing and clear and 

accurate edge detection. 

                      (       )    (1) 

 The above eq (1) is to read lung CT image from the loaded 

dataset. 

 

 
Fig 3: Input image 

                  (             )   (2) 

Figure 3 shows the general input image. In general the gray 

scale pictures have a piixel  values ranges from 0 to 255.It 

converts the RGB image to gray scale image indicates 24 bit 

image to 8 bit image.  The eq (2) changes the given input lung 

CT image into 8 bit gray scale image. The color converted brain 

CT image is depicted in figure 4. 

 
Fig 4: grayscale of the input image 

 

B. Image Filtering And Enhancement 

In many visual applications to get a clear analysis of image the 

image is being filtered and enhanced using some techniques. 

Filtering techniques are widely used to increase some special 

effects like brightness, contrast, tone, sharpness to the image 

under analysis [9]. Image enhancement is also to improve the 

image quality for further analysis especially both filtering and 

enhancement is to remove unwanted noise part in an image 

analysis. 

            (         )                      (3) 

            (   )                  (4) 
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From the eq (3) and (4) we get the filtered (without noise) 

image of the given input. Here we used the median filter to 

remove the noise. Finally, we get the normalized histogram 

equalized image of the filtered lung CT image as shown in 

figure 5. 

   

   

           Fig 5: filtered output 

 

IV. MORPHOLOGICAL OPERATIONS 

 

In order to remove the non-tumour regions [10], we have to 

make use of morphological operators. All the edges of 

tumorous regions are mingled together with non-tumorous 

regions in dilation process the broken gaps at the edges are 

filled and there is a continuity at the boundaries.  

     
   ( )

   ( )
   (5) 

    
   ( )

   ( )
           (6) 

    (   )       (7) 

            ;  (8) 

                           (9) 

    *D  (10) 

The morphological operation is to done by doing dilation and 

erosion process consecutively. 

dilate=imdilate(bwimage,('arbitrary^',20);(11) 

                  (       (              )            (12) 

The equation (11) & (12) indicates the dilation and erosion to 

obtain the morpholocal resulte image.We arbitrarilty set 

structuring element value of 20 to the black and white lung CT 

image for the morphologiacl alued image  shown in figure 6.  

  
(a) (b) 

  
(c) (d) 

Fig 6: morphological operation 

 

A. Feature Extraction 

Image recognition is obtained through extracting several 

features and stored in database. Gray Level Co-occurrence 

matrix is used to extract the normal and affected CT images. 

The feature extracted are listed as follows 

         ∑  (   )  (   )    

     
 (13) 

                           ∑  (   )   (   )    

     
 (14) 

The above equation of calculating the homogeneity is to 

examine the compact (bounded space) of the image pixels. 

       ∑  (   )    

     
                          (15) 

               ∑  (   ) |    |
   

     
(16) 

The SVM classifier uses a hyper plane tow classify the given 

inputs. Generally, the hyper plane is expressed 

W
T
X=0                                                    (17) 

 ( )           (     (    ))        (18) 

The classification is done by the following expressions 

Class1: W.ai +b≥1                                  (19) 

Class 2: W.ai +b≤ -1                               (20) 

All the positive values come under the hyper plane 1 and the 

negative values comes under hyper plane 2. 

In order to maximize the marginal distance of the hyper plane 

we need to have a change in weights 

Yi (xi •w) ≥ 1                    (21) 

As we know the input vector, we have to find the maxima of 

the hyper plane margin 

       ∑    
                                    (22) 

 

V. MACHINE LEARNING CLASSIFIER 

  

Optimized machine learning techniques [11] like SVM are 

highly interconnected to large processing element the feature 

contrast of an image is to calculate the area of the image pixels 

into darkest and brightest no genetic or inverse difference 

moment 
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Fig 7: flow diagram of proposed model 

Load the Input as Lung CT images. 

STEP 1: read the input as CT lung image. 

Init Image = imread (Filename); 

Init Image= imresize (initImage,[300 300]); 

[Rows, columns] = size (initImage); 

STEP 2: Divide the data images into training image set and 

testing image set. 

STEP 3: Pre-process the given image and get the grayscale, 

filtered and finally morphological output of the input image. 

gray Image = rgb2gray (initImage); 

Adj=medfilt2 (gray Image); 

adj1=histeq (adj); 

img_dil = imdilate (bwImage, strel ('arbitrary', 20)); 

BwImage = imerode (img_dil, strel ('arbitrary', 20)); 

SEP 4: Extract some features over the image such as contrast, 

homogeneity, dissimilarity, energy, correlation. 

GLCM2 = graycomatrix (adj1,'Offset',[2 0;0 2]); 

Stats=graycoprops  

(GLCM2,{'contrast', 'homogeneity','energy','correlation'}); 

stats1=stats. Correlation (1); 

stats2=stats. Contrast (1); 

stats3=stats. Energy (1); 

stats4=stats. Homogeneity (1); 

STEP 5: Train the SVM classifier. 

Step 6: Classify each input image as below. 

 

Load the training, test and label data 

Function class=svm(C) 

Load train; 

Load label; 

% figure; title ('Train'); 

Data = svmtrain (round (train), label, „show plot, true); 

Class=sum classify (data, C,' show plot, true); 

By using the kernel and RBF functions of the hyper plane 

W
T
X=0 

The various group of class to be classified are 

W.ai +b≥1 

W.ai +b≤ -1 

For proper classification by increasing the weights 

Yi (xi •w) ≥ 1 

The maximal marginal distance of the hyper plane kernel is 

calculated by   ∑    
        

 
VI.RESULTS AND DISCUSSION 

 

Lung CT images are taken as inputs. Different sample images 

are collected and given as input to the SVM training phase. 

Data base is categorized as 4 distinct classes [12]. For an 

automated disease detecting system it is necessary to compare 

the train sets with the healthy subjects. All the given images 

are examined for the presence, absence and condition of the 

disease. Figure 8 shows the sample lung CT image. 

 
Fig 8: sample lung CT images 

The table 1 represents the input image and the belonged class 

recognition sometimes there will be get the fault detection. In 

order to avoid the fault detection simulated for few times [13] 

and considers the result only when the minimum error is 

reached. The result which has appeared for maximum number 

of times can be taken as the class of input image. The sample 

dataset is classified with a good accuracy level where accuracy 

is a measure of capability to get maximum true results shown 

in eq(22) 
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            (22) 

 

Table1: extracted features 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: classification results 

 

The above table 2 represents the feature extracted from the CT 

lung image dataset. The features are obtained from the GLCM 

for the different images [14]. 
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Fig 9: feature extraction 

We obtained a accuracy level of 90.9% of given images. 

Sensitivity is the measure of maximum true positive values 

whereas the specificity is the measure of maximum true 

negative values shown in eq(23&24) 

                 
  

     
  (23) 

             
  

     
  (24) 

The percentage error is calculated for how much the values are 

accurate as follows in eq(25) 

        [
     

  
]              (25) 

The examined error rate is depicted in table 3. 

Table 3: Error Rate 

 

Image MSE RMSE MAE 

1 0.1293 0.17753 0.1637 

2 0.1451 0.1852 0.1642 

3 0.19281 0.1601 0.1524 

4 0.1899 0.17421 0.1548 

5 0.15661 0.14587 0.1421 

6 0.19522 0.17741 0.1714 

7 0.19854 0.18541 0.19874 

8 0.16452 0.16589 0.15214 

9 0.19877 0.17753 0.15547 

10 0.1996 0.17745 0.18947 

 

The table 3, depicted that the excellence of the error 

rate[15,16] and deviation of computed and predicted lung 

cancer results. From the analysis, system ensures MSE(0.177), 

RMSE(0.172) and MAE(0.164). Then resultant figure is 

depicted in figure 10. 

 
Fig 10: Error Rate 

The above fig 10, depicted that the error rate of different 

images in which the introduced approach minimize deviation 

value from computing lung cancer effectively. In addition to 

this, the efficiency [17,18] of the system is depicted in fig 11. 

SI 

No. 

IMAGE CLASS 

1 Image 1 Cancerous 

2 Image 2 Cancerous 

3 Image 3 Non-cancerous 

4 Image 4 Cancerous 

5 Image 5 Cancerous 

6 Image 6 Cancerous 

7 Image 7 Cancerous 

8 Image 8 Non-cancerous 

9 Image 9 Cancerous 

10 Image 10 Cancerous 

Image Contrast Homogeneity Correlation Energy 

1 0.9300 0.7753 0.0637 0.7940 

2 0.9451 0.9852 0.0642 0.7856 

3 0.9281 0.0601 0.6524 0.8056 

4 0.8990 0.7421 0.6548 0.7412 

5 0.5661 0.4587 0.5421 0.4521 

6 0.9522 0.7741 0.8714 0.7821 

7 0.9854 0.8541 0.9874 0.7894 

8 0.6452 0.6589 0.5214 0.7458 

9 0.9877 0.7753 0.5547 0.7845 

10 0.9960 0.7745 0.8947 0.7578 
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Fig 11: Efficiency 

The above parameters are calculated from the obtained 

results [19,20]. From the above results it clearly depicted that 

introduced system successfully recognize the lung cancer from 

CT image effectively. 
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Abstract— With the development of the network control 

system, which is required for highly precise synchronizing of 

clocks, IEEE1588 protocol delivers an accurate clock 

synchronizing in the measurement and control devices. This 

system is precise at sub-microsecond level. In this paper, we 

have described a common approach with a brief examination 

of the synchronization principle. Here we described the state 

machine of the precision time protocol and the primary issues 

that affect the time precision. This paper also explains the 

achievement of time synchronization by implementing PTP 

and algorithm. In PTP, we implemented the best master clock 

algorithm (BMCA) for selecting a grandmaster in the 

networks. The IEEE1588 is for designing of software which 

consists PTP protocol engine, receipt and transmit controller.  

It is transplanted into Xilinx Zynq UltraScale+MPSoC devices 

and tested. This paper is based on designing for the 

requirement of a time synchronization of the networks. 

Keywords—IEEE1588; Clock synchronization; PTPd; 

reference design  

I. INTRODUCTION  

In recent years, the computer system had established 
various types application devices for networking 
environment. Along with development of the networking 
application, the demands have also increased for real time 
system and sharing information on the data.  So, solve these 
issues the requirement of higher clock synchronization 
accuracy in the system. Right now, the SNTP is mostly used 
to clock synchronized as a system protocol in the network 
technology. SNTP is improved standard of the NTP [7]. 
These networks are precise up to millisecond (ms) level [2]. 
It can't meet the progressively strict necessity of the 
synchronizing in the trade. 

To address problems in terms of accuracy while 
synchronizing of time in a measurement, control and 
communication between systems in industry, the IEEE1588 
precision clock synchronization protocol had been proposed.  
The standard of IEEE 1588 got released in 2002, and the 2nd 
form released in 2008 [4]. The IEEE 1588 standard is “IEEE 
Standard for a Precision Clock Synchronization Protocol for 
Networked measurement and Control Systems”, also known 
as Precision Timing Protocol (PTP) [7]. The IEEE 1588 
standard defines precise clock synchronization in the highest 
distributed system. where could achieve sub-microsecond 
level (µs) precision. If we use hardware timestamp support 
for achieve nanosecond level (ns) [5]. It can totally fulfill 
prerequisites of time synchronizing of time in the control 
system such as local computing, network communication and 
distributed objects. 

PTP application has minimum requirements of the 
processor performance and network bandwidth. It is also low 
administration effort and use via Ethernet networks but also 
via other networks. It uses for many applications like, 
automation, motion control, AVB, telecommunication etc. 

II. OUTLINE OF THE IEEE1588 

The PTP permits the clocks distributed across the 
standardized packet-based networks like Ethernet. The 
network is to be precisely synchronizing using a method 
wherever the distributed nodes exchanged timestamping 
packets. 

In the synchronization, it is challenging to synchronize 
the networked computing devices to each other as far as 
clock. It’s reported the measured values and provided that 
with a accurate device timestamp. the measured values can 
then be correlated to one another by these timestamps.  

A. PTP Device Type  

PTP device define 4 types clock are: 

i. Ordinary clock works as a single port system. It 

may be only a Master or Slave clock. 

ii. Boundary clock works as a multi-port system. It 

may be a Master and Slave clock. 

iii. End to End transparent clock works as a multi-port 

system. It is used for a bridge between Master and 

Slave clock. It advances and adjusts all PTP 

messages by the bridge residence times 

accumulated in a distinct field, the correctionField 

inside the header of the PTP packets. 

iv. Peer to Peer transparent clock works as a multi-port 

system. It is used for a bridge between Master and 

Slave clock. It advances and adjusts Sync and 

Follow_Up packets only. They are correcting 

accomplish by the bridge residence times and P2P 

delay are accumulated in special field, the 

correctionField inside the header of the PTP 

packets. 

 

B. PTP Message Classes  

Precision time protocol characterizes general and event 

message. 

Event packets are timed packets in that precise timestamps 

are created at both transmit and receipt of the message. The 

arrangement of event message comprises of Sync, 

Delay_Req, PDelay_Req, Pdelay_Resp message. 

General messages don’t require accurate timestamp, yet it 

may comprise accurate timestamping for their related event 

message. The arrangement of the general message 
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comprises of Announce, Follow_Up, Delay_Resp, 

PDelay_Resp_Follow_Up, Management, Signaling 

message. 

 

C. Clock Synchronization Principle 

The IEEE1588 system clocks are equipped in a master-

slave hierarchy. Firstly, the master clock is identified and 

after that, it's established two-way timing exchange. Where 

master state sends packets to slave state for start the 

synchronization. Each Slave state at that point reacts to 

master for synchronizing itself. This sequence is do again 

the specified networks. 

 
 

Fig. 1. IEEE 1588 synchronization message sequence 

 

The message interchange procedure is as following: 

a) The Grandmaster clock transmit a synchronization (Sync) 

packet to the Slave clock and registers the transmit 

timestamp T1. 

b) Each Slave clocks accepts a Sync packet and registers the 

timestamp of response T2. 

c) The master state carries to the slave state the timestamp 

T1 by: 

      i. Implanting the timestamp T1 in the Sync packet. This 

is one step clock for highest accuracy and precision. 

ii. Implanting the timestamp T1 in a Follow_Up packet 

for two step clocks. 

d) Each slave clock transmits a delay request (Delay_Req) 

packet to the Grandmaster state and registers the 

timestamping in t3 when a packet transmitted. 

e) The Grandmaster Clock receives a Delay_Req packet 

from a Slave state and register the timestamp of response 

T4. 

f) The Grandmaster takes to the given the slave a timestamp 

T4 by implanting the timestamp into a delay response 

(Delay_Resp) packet. 

After completing this sequence, the slave has each of the 

four timestamps. The timestamps can be utilized to analyze 

the offset of the slave w.r.t. the master. The mean 

propagation delay of packets among the two clocks. PTP 

packet sequence example is shown in Fig. 2. 

Delay & offset are calculated based on: 

Delay = [(T2-T1) + (T4-T3)]/2 

Offset = [(T2-T1) - (T4-T3)]/2 

 
Fig. 2. Example of PTP packet sequence 

 

 

Peer Delay hierarchy: It measures the port to port 

propagation time. 

 

 
 

 

In P2P TC operation the four big differences compared to 

E2E TC are: 

1. Path Delay Request/Response messages are used 

2. Sync packet is not required for delay calculation 

3. The clock adds resident bridge delay + mean path delay 

to the correction field (instead of just the resident bridge 

delay) 

4. Delay isn’t necessarily measured between master and 

slave, it can be between any two devices hence the name 

peer to peer. 

 

III. PTP STATE MACHINE 

In the network, how clock master and slave clock is 

implemented can be shown as state machine as in the 

Fig. 4. 

Fig. 3. P2P TC mechanism 
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Fig. 4. State Machine 

 

While the device is power on, the system should be 

initialized first so become enter the INITIALIZATION 

state. When initializing is finished then it will be going to 

the LISTENING state. Currently LISTENING state is 

listening to a system for gets Announce packets from 

different clock. After the timeout, in the event that it has not 

received one announce packet then at that point it assumes 

that the network has no grandmaster, so it will be entered 

MASTER state and take on the grandmaster role. At that 

point will send Sync, Follow_Up and Delay_Resp packets 

occasionally.  It has received Delay_Req packets from slave 

states. Or if is receiving an Announce message from another 

network. It will choose an exact network as the grandmaster 

clock by BMCA. If a network is a grandmaster timer, it 

arrives the MASTER state. Else it will enter SLAVE state. 

Slave clock received Sync and Follow_Up packets from the 

master side. It’s transmitted Delay_Req packet to the master 

side in random delay. While errors came, the state will be 

change to FAULTY state.    

 

IV. PRIMARY ISSUES THAT AFFECT THE CLOCK PRECISION 

a) Path Delay: In IEEE 1588, The path delay of precision 

time synchronization accept that communicate path delay 

shows symmetricity. In any case, it’s difficult to fulfil the 

assumption absolutely in genuine system. Here few devices 

(e.g switches) which own their cache. When a system load is 

becoming serious, such devices can loss few messages. 

Likewise, the measuring of delay must not change. Such 

changes would result in delay jitter and delay asymmetry. It 

affects the directly synchronization precision. In a 

transmission would be decrease the variances of the delay. 

Here the finest way is to independently establish the test 

system. 

 

b) System Time Drift and Jitter: Mostly the oscillators are 

crystal. Oscillators are subjected to mechanical, thermal, 

aging effects, and different factor. The phase and frequency 

of the master clock is work a input of the tracking control 

network. The slave clock is work for control object. Any 

variation in the performance of master clock, its affect a 

control network and bringing about the deviation together 

transient and steady state. In conclusion, the jitter and clock 

drift are lower, and accuracy is higher. 

 

c) Location of the Timestamps: The timestamp accuracy is 

required for the accuracy of synchronizing of time in IEEE 

1588. There are three positions P1, P2, P3, which can be 

chosen as the timestamp, listed in the Fig. 5. 

 
 

Here, the best point is P3. Since its position is between the 

PHY and MAC layer. Its nearest to the base of Ethernet, so 

fault is the minimum. A point P2 in driver layer is better 

than P1 because its delay is within accepted range. But the 

point P1 in the PTP application is the worst case because its 

delay is unpredictable. The specific implementation needs to 

consider about the propagation of timestamp to the 

application layer and other layers.    

d) Clock Control: Addressing the deviation of the slave 

timer relies upon the control law. The constraints of control 

are set-up time, overshoot, adjust time and steady state 

deviation. These parameters will straight decide the 

performance of time synchronize of precision. 

 

e) Others Factor: Apart from the above factors, there are 

few more factors which affect clock accuracy. For example, 

a delay created by transmit time of Sync, packet 

retransmitting in junction, time resolution, and otherwise 

[6]-[8]. 

 

V. PTP ANALYSIS AND DESIGN SCHEME  

A model of precision time synchronization network 
module contains protocol engine, transmission and receipt 
control, port data sets and clock data sets. The complete 
architecture of the PTP network in describe in Fig. 6. 

 

Fig. 6. Network model 

Fig. 5. Timestamp position 
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A. The Protocol Engine Module  

This is main part of precision time protocol network 
which includes packet calculation, state machine, maintains 
the data sets, and calculate time between network. It’s also 
including and data interface between data sets, local clock 
and transmit and received segment. It can be divided into 
four parts: Best Master Clock (BMC), state machine, local 
time synchronization and time variance.  

➢ The state machine is responsible for change between 
different states. Earlier one state arrives another, around 
for few works. Later a change, the device could start 
clocks for few packets. For example, Sync, Delay_Req 
packet periodically to transmit. In various states, the 
device will be handle relating packets, containing packed 
packet and unpacked packets. Its procedures forms 
synchronizing of time etc. 

➢ The principle of local time synchronize procedure is to 
examine Sync packets from the peripheral master state. 
At that point when network is in SLAVE clock, it wants 
to decide that a present master state a best clock. 
Currently the slave state has accepted Follow_Up packet. 
At that point among master state and slave state. Here 
timestamping on four timestamps by three times 
handshakes. An Offset and Path Delay may be calculated. 

➢ Whereas here might be many master clocks to an 
equivalent system. So, chosen as a best master clock from 
local clock by compared several key points by use a 
BMCA. The BMC contains of two parts: data set 
comparison DSC (data set comparison) and SD (state 
decision) process. In data set comparison algorithm, 
Compares the properties of two clocks, as indicated by 
their respective data sets and it’s used to analyze state 
port on every timer.  

➢ Time variance is a significant character of the local timer. 
By method for periodically gathering atomic clock and 
local clock values. Its deviations of the quartz oscillator 
rate could include in a local time. Regarding to Allan 
variance method, is measure the time deviations. It’s store 
results in the timer registers. 

 B. PTP Transmit and Receipt Controller 

The PTP characterize general and event messages. The 
General messages don’t require a precise timestamp and 
Event message is generated accurate timestamp on both side 
transmission and receipt. In the delay request-response 
mechanism, the PTP messages are used to generating and 
communicating the timing info for time synchronization. 
This module is using UDP for receipt and transmits precision 
time protocol packets in multi-cast method. The timestamps 
will record by the physical layer of system stack. Then event 
packets are transmitted and receipt to rise the synchronizing 
of precision. 

C. BMC Algorithm 

 The Best Master Clock Algorithm (BMCA) always 
runs on all boundary and ordinary clocks in the network. 
Being run constantly, the clock is able to adapt to dynamic 
changes in the network, e.g. in case of a grandmaster change 
or partial blackout in the network. BMCA uses data sets 
consisting of fields from two clocks to compare which clock 
is more eligible for being a grandmaster clock. Whenever a 
new potential grandmaster enters the network, all clocks will 

compare the data set from the old grandmaster with the new 
candidate. BMCA compares every field one by one, 
displayed below in decreasing precedence, only comparing 
the next field if the previous fields in the data set are 
identical [4]. 

Priority1 A field specified by the user ranging from 0 to 
255, where a higher priority takes precedence in the BMCA. 

Clock class The type of clock used by the device, ranging 
from an atomic calibrated clock to a slave only clock. A 
clock of the highest class shall never be used as anything 
other than a grandmaster clock [8]. 

Clock accuracy The accuracy of the clock specified in 
units of time, ranging from accuracy of 25 ns to an accuracy 
of less than 10 seconds. 

Clock variance Static statistics of the variance and 
stability of the clock. 

Priority2 Just like the priority one field, but with lower 
precedence. 

Unique Port ID Often the physical MAC address of the 
port, this is only used in case of a tie and has no actual 
relation to the accuracy of the clock. 

This way, two different devices comparing the same datasets 
(device A comparing itself to device B and vice versa) will 
always come to the same decision of which clock should be 
the grandmaster. 

VI. PROPOSEL 

In this paper, we have discussed and elaborate IEEE1588 

protocol. We have reduced the offset and delay of PTP 

application based on IEEE1588v2 by using hardware 

timestamping between MAC and PHY (Physical) layer. 

IEEE1588v2 is revised version of IEEE1588. IEEE1588v2 

defines shorter synchronization frames to save network 

bandwidth. 

 
Fig. 7. PTP solution for Zynq US + MPSoC 

Under FreeRTOS operating system, it works on peer delay 

mechanism. It will be creating a hardware timestamping 

between the PHY and MAC layer and running PTPd 

application on the hardware platform of Xilinx Zynq 

UltraScale Plus MPSoC board. We will be used lwip 

TCP/IP network stack for communication. After testing, the 
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deviation of time synchronization can be up to nanosecond 

(ns) level. The proposal shown in Fig. 7.  

VII. CONCLUSION  

Here, we have analyzed a principle of precision 

time protocol application, PTP state machine and issues 

affect of accuracy time synchronization. The design and 

implementation of IEEE1588 is elaborate. An improved 

design is used for hardware timestamp and a new method to 

synchronize clock of PTP application based FreeRTOS OS 

for Zynq UltraScale Plus MPSoC FPGA is proposed in this 

paper.  

REFERENCES 

[1] F.-Steinhauser, C.-Riesch, M.-Rudigier, "IEEE 1588 for time 
synchronization of devices in the electric power industry", in: 
Proceedings of International IEEE Symposium on Precision Clock 
Synchronization for Measurement Control and Communication, 
Klaus, Austria, pp.1-6, Oct. 2010. 

[2] Y. Peng, Q.-H. Luo, and Z.-Q. Liu, “An automatic evaluation system 
for IEEE1588 synchronization clock unit,” in: Proceedings of the 
Ninth International Conference on Electronic Measurement and 
Instruments, Beijing, China, pp.408-413, Aug. 2009. 

[3] IEEE1588, IEEE Standard for a Precision Clock Synchronization 
Protocol for Networked Measurement and Control Systems, IEEE 
Standard, Jul. 2008. 

[4] X.-Q. Li, Y. Chen, and S. Liang, “Improvement of precise time 
synchronization algorithm based on IEEE1588,” in: Proceedings of 
International Conference on Computer, Mechatronics, Control and 
Electronic Engineering, Changchun, China, pp.70-73, Aug. 2010. 

[5] W. Jiang, and P. Robert, “Synchronizing device clocks using IEEE 
1588 and Blackfin embedded processors,” Analog Dialogue, vol. 43, 
no 11, pp.1-5, Nov. 2009. 

[6] Zhaoqing Liu, Dongxing Zhao, Min Huang, Yigang Zhang, “A 
Universal Method for Implementing IEEE 1588 with the 1000M 

Ethernet Interface”, 2016 IEEE AUTOTESTCON  Anaheim, CA, 
USA, 12-15 Sept. 2016. 

[7] Zhao, Hongkun, X. Wang, and Z. Yang. "Design and implementation 
of precision time synchronization system based on IEEE1588." In 
International Conference on Electric Utility Deregulation and 
Restructuring and Power Technologies, 2011, Vol.47, pp, 610-613. 

[8] Y. Peng, Q.-H. Luo, and Z.-Q. Liu, “An automatic evaluation system 
for IEEE1588 synchronization clock unit,” in: Proceedings of the 
Ninth International Conference on Electronic Measurement and 
Instruments, Beijing, China, pp.408-413, Aug. 2009. 

[9] Zhaoqing Liu, Dongxing Zhao, “A Universal Method for 
Implementing IEEE 1588 with the 1000M Ethernet Interface,” 2016 
IEEE AUTOTESTCON  Anaheim, CA, USA, 12-15 Sept. 2016. 

[10] Meng Dong, Zhiliang Qiu, Weito Pan, Can Chen, Junxiang Zhang, 
Dong Zhang, “The Design and Implementation of IEEE 1588v2 
Clock Synchronization System by Generating Hardware Timestamps 
in MAC Layer,” 2018 International Conference on Computer, 
Information and Telecommunication Systems (CITS), pp. 1-4, 2018. 

[11] Mingzhu Qi, Xiaoli Wang, Zhiqiang Yang, "Design and 
implementation of IEEE1588 time synchronization messages 
timestamping based on FPGA," Electric Utility Deregulation and 
Restructuring and Power Technologies (DRPT) 2011 4th 
International Conference on, pp. 1566 1570, 6-9 July 2011. 

[12] Zynq UltraScale+ Device Technical Reference Manual UG1085 
(v1.8) August 3, 2018. 

 

 

 

 

 

 

 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1962



   
 

Implementation of FreeRTOS based Precision Time 

Protocol (PTP) application as per IEEE1588v2 

standards for Xilinx Zynq UltraScale Plus MPSoC 

devices 
 

Priyanshu Pandey  
School of VLSI and ESD  

National Institute of Technology 

Kurukshetra, India 

priyanshupanday95@gmail.com 

Bhanu Pratap 
Electrical Engineering Department 

National Institute of Technology 

Kurukshetra, India 

bhanumnnit@gmail.com 

Radhey Shyam Pandey 

System Software 

Xilinx India Pvt. Ltd.  

Hyderabad, India 

radheys@xilinx.com 

Abstract— This work proposes a method for the 

implementation of PTPd (Precision Time Protocol deamon) 

with the Gigabit Ethernet Module (GEM) Interface for test 

devices. The programmable real-time clock and timestamp 

unit was implemented in the programmable logic to achieve the 

synchronization accuracy of sub-microsecond. PTPd has been 

reconfigured and implanted into a FreeRTOS operating system 

to create a PTP state machine and the IEEE1588 IP core 

software driver has been created to give the application layer 

access to the precise timestamp in the link layer. This paper 

evaluates in detail the matter of the IEEE 1588 standard and 

provides a "Xilinx ZynqMP UltraScale plus SoC + MAC + 

PHY" technique, a hardware solution for stamping the arrival 

and departure period of PTP packets. Where packets are 

obtained between MAC and PHY layers from Media 

Independent Interface (MII). The result indicates that the 

solution can detect the messages transmit and receipt for 

synchronization accurately. 

Keywords— Xilinx ZynqMP UltraScale Plus SoC, 

IEEE1588v2, Time synchronization, Timestamping 

I. INTRODUCTION  

Nowadays, Time synchronization is alignment of time as 
well as advance of the over distributed network. it’s critical 
in many applications such as real time application control 
system network or video applications and voice related 
applications [2]. there is frequency synchronization phase 
synchronization and timing synchronization. We can take a 
look at touch upon those along the way and it is important to 
coordinate action between distributed nodes or distributed 
computers and also, it’s needing to trigger the measurement 
and then actually measure the same time over the different 
nodes also referenced events which can trigger all over 
distributed nodes. 

In IEEE1588, it is about distributing the time reference 
time to the other nodes using the packet so it’s the 
distribution of precise time over the packet-based system [3]. 
we can synchronize our frequency time or phase using 
IEEE1588 and it’s providing high accuracy time over your 
network typically a sub microseconds range and it’s based on 
hierarchical structure so master clock provides a time to your 
slave. the slave can synchronize the time of the master clock.   

The objective of this paper is to develop a general system 
for IEEE1588 synchronization protocol in the GEM network, 
using Xilinx ZyncMP UltraScale Plus MPSoC as a platform 
for measuring synchronization performance parameters. For 
system synchronization, data synchronization and test data 
analysis, these parameters are essential. Based on the 

parameters, additional consideration is given to facts 
affecting synchronization and a optimized method is 
proposed and introduced the precise of sub-microsecond 
synchronization in test. 

II. OUTLINE OF THE IEEE1588 

The IEEE1588 system clocks are equipped in a master-

slave hierarchy. Firstly, the master clock is identified and 

after that, it's established two-way timing exchange. 

PTP message sequence with timestamp 

In this figure 1, how PTP protocol message sequence 

actual works. 

 
Figure 1. PTP message sequence 

 

 We put another line here that application and then this is 

the actual time stamping put it on a slave side as well master 

side. It is the hardware timestamping that reads the actual 

time. Master PTP application sends the packet out before we 

send the packet to the wire you don't know the time, so the 

sync that's the first message is called SYNC with no 

unknown time that's 0 here, but as soon as the packet is on 

the wire, your chipset says it's okay this packet sends t1 

time. Using this t1 time put it in the next packet Follow_Up 

message sending. we sent previous packet at 101 second so 

at this point on a slave knows when it is sent the actual 

master says it sent and when it arrived here hardware says I 

receive this packet t2. The next sequence slave software 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1963



 

   
 

says send a packet as soon as Delay_Req packet is on the 

wire we know the t3 time sent it to master and then master 

received a packet. Then it received it knowns actual accurate 

timestamp t4 put it on to the next Delay_Resp packet. 

Which is the till they respond by the way this is still a 

request from the slave and then we send a delay response 

saying that after received your delay request packet. at this 

time so once sleep get all this packet collected then sleep 

can calculate that offset of between master and slave and 

then delay between two networks. 

III. IEEE 1588 IMPLEMENTATION FOR XILINX ZYNQMP 

ULTRASCALE PLUS SOC 

      The zcu102 Evaluation Kit (for Xilinx ZynqMP 

UltraScale plus SoC) is used as the hardware platform for 

the hardware timestamp based IEEE1588v2 Precision Time 

Protocol. The solution uses the Xilinx SDK, which includes 

the GEM driver, the PHY driver, the ported FreeRTOS 

kernel, and the ported lwIP TCP/IP stack for the zcu102 

board. The IEEE1588v2 Precision Time Protocol is 

implemented by the PTP daemon application. It’s shown in 

fig.2. 

 

 
 

Fig. 2. PTP solution for Zynq US + MPSoC 

 

i. Hardware components 

 Zynq UltraScale+ MPSoC is the Xilinx second-age Zynq 

platform, the combination of a processing system (PS) and 

user-programmable logic (PL) into the same board [8]. 

The PS includes the Arm® flagship Cortex®-A53 64-bit 

dual-core or quad-core processor and Cortex-R5 dual-core 

real-time processor. Apart from the earlier cost and 

integration benefits previously provided by the Xilinx Zynq-

7000 devices, Xilinx Zynq UltraScale+ MPSoC and RFSoC 

boards also provide new benefits and features. 

 

ii. Software components 

    The software of the IEEE 1588 usage incorporates the 

Xilinx SDK for the for Xilinx ZynqMP UltraScale plus SoC 

device hardware platform and the PTP daemon. The Xilinx 

SDK is a software structure for creating applications on the 

Xilinx MCUs, including GEM drivers, middleware, and 

FreeRTOS real time operating system. 

a)  lwIP TCP/IP stack  

The lwIP implements a TCP / IP networking stack that is 

lightweight for embedded systems. lwIP is an open source 

available in C source code format providing under the 

Berkeley Software Distribution (BSD) style license. This 

stack is used to reduce the use of RAM through a full-scale 

TCP for use in embedded systems. The Xilinx SDK 

provides lwIP stack customized to run on different Xilinx 

installed frameworks [10]. It can be run on ARM-based 

Xilinx Zynq UltraScale+ MPSoC related all programmable 

SoC. The main stack is an IP implementation, on top of 

which you can choose to include the UDP, DHCP, IGMP, 

TCP and many other protocols according to your required 

and the memory size is available in the designed system. 

 

b) FreeRTOS real-time operation system  

    FreeRTOS is an open source RTOS. It is real time 

operating system kernel or real time scheduler targeting 

embedded devices. It utilizes embedded application to fulfill 

its requirements in hard-real-time. The FreeRTOS features 

provided by the kernel are multithreading by tasks, queues, 

software timer, semaphore, mutexes and event groups. 

FreeRTOS kernel port is available for Xilinx Zynq 

UltraScale+ MPSoC, ZynqMP SoC and other Xilinx devices 

use FreeRTOS kernel 10.0 version. 

 

c) GEM hardware support for PTP 

The controller detects the transmission and receipt of PTP 

event packet Sync, Delay_Req, PDelay_Req, and 

PDelay_Resp. Master-slave clock synchronization is a two-

stage method. 

• The master will correct the offset between the 

master and the slave clocks by sending the slave a 

sync frame with a follow-up frame with the exact 

time the sync frame was sent. On the master hand, 

the GEM controller assists modules and the slave 

detects precisely when the master sent the sync 

frame and the slave got it. Then the slave adjusts 

his clock to suit the master clock. 

 

• Correct the delay in transmission amongst the 

master and the slave. The slave sends the master a 

delay request frame that sends a response frame for 

delay reaction. On the master hand, the GEM 

controller assists modules and the slave detects 

precisely when the slave sent the delay request 

frame and the master got it. Then the slave has 

sufficient data to adjust his clock to account for the 

delay. 

 

IV. TIMESTAMPING 

A. Software Timestamping 

Using a conventional Ethernet module, the PTP protocol 

can be fully implemented in the software shown in fig. 3. 

The delay variance implemented by the software stack 

operating on the master and slave systems implies that only 

a constrained accuracy can be obtained since the time stamp 

data is implemented at the application layer. As the Master 

has no hardware clock, both its own internal oscillator drift 

and the master's oscillator drift must be compensated for the 
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slave-running PTP daemon, degrading time synchronization 

precision. 

 

 

 
Fig. 3. Software Timestamping 

 

B. Hardware Timestamping 

Take timestamps nearer the physical interface, namely to 

the MAC or PHY layers to reduce the effect of the stack 

protocol delay shown in fig. 4. Master and Slaves with a 

Hardware time stamp then PTPd are providing time 

synchronizing accuracy less than 1 microsecond with 

independent of their operating system and network load. 

 

 
Fig. 4. Hardware Timestamping 

 

In this proposed method, use hardware timestamping for 

reduce the stack protocol delay and make with FreeRTOS 

environment for board. It allows synchronization with 

significantly improved accuracy. 

 

V. THE WHOLE PTPD DESIGN 

The whole scheme is divided into three layers i.e. 
application, driver and hardware layer. The application layer 
understands the BMC algorithm, the packet processing and 
the PTP message transfer method based on the IEEE1588 
protocol. We used PTPd is a open source software. It’s 
achieved the software state machine. The original PTPd is 
established in the application layers by stacking the TCP / IP 
network protocol. This is a software timestamp which 
controls only with synchronization in milliseconds levels. 
We are need to solve the low precision of the software 
timestamp and to create an accurate hardware event trigger 
and improved the PTPd application. 

 

Fig. 5. The whole design of IEEE1588v2 

 The entire system after enhancement is shown in the Fig. 
5. Here adding a scheduling process of IEEE1588 IP core for 
optimized the clock synchronization accuracy. 

 The core of the IEEE 1588 IP comprises primarily of 
three components: register module, timestamp module, real 
time clock module. The register module functions as an 
interface layer between the FPGA-based software and the 
IEEE1588 IP core. 

A. Timestamp Module 

The PTPd package format designed with ethernet based 

on IEEE 1588 standards, the specific standards of timestamp 

module are following:  

a) 110bit timestamp (78bit time message, 32bit PTP packet 

recognition). 

b) Support PTP packet format for two layers (Ethernet+PTP) 

and PTP packet format for four layers 

(Ethernet+IPv4/IPV6+UDP+PTP). 

 

 

Fig. 6. IEEE1588 package format  
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The Timestamp module displays the data input stream 

consistently. PTP package format is shown in Fig. 6. Here 

two successive 1 at the end of the Ethernet packet SFD (start 

frame delimiter), this time characterize as timestamp point 

[6]. Currently, real-time clock time is being saved. Then we 

check the messages if the message is a PTP event message 

then the timestamp is store otherwise discard the timestamp. 

B. PTP Packet Format 

       All PTP packets need a header, body, and suffix. This is 

a common header for all PTP messages [7]. IEEE1588v2 

header format shown in Table 1. Here are two main points 

to define these messages. 

 
Table 1. IEEE1588v2 header format  

a) messageType 

      MessageType's value shall show the PTP message type 

as described in Table 1. Message type fields (1-4) for PTP 

event packets are accessible in the PTP 

header.

 
Table 1. messageType 

b)  sequenceId 

       The sequenceId field value is allocated for Sync, Pdelay 

Req, and Announce packets by the originator of the packet. 

This field needs to be recorded to match packets.Real-time 

clocks modules 

C. Real-time module 

In the IEEE1588 protocol, this module supports the 

format and function are as follow: 

i) 48-Bit seconds, 32-Bit nanoseconds and 32-Bit sub 

nanoseconds domain. 

ii) In the real time clock can be used external clock 

oscillator for better stabilization.  

iii) We designed clock setting and offset setting 

interfaces for the PM (phase modulation) 

function to adjust the clock value, the modify 

resolution is 2-8ns. 

iv) We have built FM and temporary FM interfaces for 

FM (frequency modulation), the period 

modulation resolution is 2-32ns. 32bit counters 

are given to count temporary FM's efficient 

time.  

v) For accurate measurement can be used hardware 

PPS output support. 

 

D. Software And Driver Design 

The specific access to the register address through the 
AXI bus completes the development. The IEEE1588 IP core 
is consistently configured by writing the control register. At 
this stage we read the status of the data registers for the real-
time clock and timestamp values. 

The IEEE1588 IP core requirement for multiple registers 
is being implemented. For the FreeRTOS software platform, 
the more information about driver supports implementation. 
The default PTPd source code exists for the Linux, NetBSD, 
FreeBSD, Mac OS X operating systems. So PTPd porting on 
FreeRTOS with lwIP and Xilinx SDK drivers for the Xilinx 
ZynqMP UltraScale plus SoC devices. The operation 
network related code, system related code, Hardware 
timestamp related code must be added or ported in the 
drivers. In the PTPd, the changes or ported work on the 
system time routines, software timer, system services, 
interact with network socket and some modification of the 
PTP protocol. These ported work covers under the 
FreeRTOS. The configuration FreeRTOS tasks with Xilinx 
ZynqMP UltraScale plus SoC board. 

We are created three task threads using FreeRTOS in the 
PTPd application: 

▪ main_thread task: It is created in the main function. 
This task initializes the lwIP TCP/IP stack, static IP 
address setting, netmask and gateway address 
configuration. It’s also initializes MAC address 
configuration; Ethernet hardware initializes and 
starts the PTPd application task. After initializing 
the lwIP and PTPd tasks it’s deleted itself by calling 
vTaskDelete function. 

▪ network_thread task: In the TCP/IP initialization, 
it’s created by main_thread task. This task run in the 
main lwIP task to access the lwIP core function. 

▪ ptpd_thread task: this task runs the PTPd 
application and created this task denotes either the 
master or the slave clock.      

In the lwIP driver, there are initializing the IEEE1588 
timer, enabling the IEEE1588 timer, Setting the time 
function, getting the time function, adjust the IEEE1588 
timer frequency, and getting the hardware timestamp for 
transmit/receive frames. These are the initialization function 
used in the IP core to initialize all the resisters. 

Based on the above process, the improved PTPd 

mechanisms to achieve the scheduling of PTPd hardware 

resources. 
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VI. TEST AND RESULT 

A. Hardware Setup 

      For the test hardware setup, used two ZCU102 board 

(Xilinx ZynqMP UltraScale plus SoC) and connected each 

other. The setup has a point to point configuration where 

using the Ethernet cable for connected two ZCU102 board. 

To prevent asymmetric transmission delay interference, 

master and slave ports are linked with the same switch. At 

this stage, a significant factor influencing synchronization 

efficiency is the difference between slave and master 

oscillator frequencies.  A hardware setup shown in fig. 7. 

Specific jumper setting is not used in the test. 

 
Fig. 7. Hardware Setup 

B. Result 

     Under the FreeRTOS environment, this paper program 

implements the PTPd application's main function. The 

program runs on the psu cortexa53_0 hardware platform and 

used board support package (BSP) of Xilinx ZynqMP 

UltraScale plus SoC devices. 

 

ptp4l Master clock output- Grandmaster: 

We're going to start out listening to see if there's anybody 

else out there that's doing PTP. Since this is the only 

endpoint on the node right now, there's nobody else out 

there. So eventually, timeouts will start happening. You'll 

start realizing that, well, apparently there's nobody out there, 

so maybe I need to become the master. Since you're the only 

one out there, you'll probably get selected as the best master. 

And you'll become the master, and ultimately, you'll become 

the grandmaster it’s shown in fig. 8.  

 
Fig. 8. Master clock output 

Ptp4l slave clock output: 

we become slave, we're going to start locking to that master. 

The strings s0, s1, s2 show the different state of the clock 

servo: s0 is unlocked, s1 is the phase of the clock and s2 is 

locked. The clock will not be jumped (only slowly adjusted) 

once the servo is in the locked condition. INITIALIZING, 

LISTENING, UNCALIBRATED and SLAVE are some 

possible port systems that modify in the events 

INITIALIZE, RS SLAVE, MASTER CLOCK SELECTED. 

The master offset value is the master's measured 

nanoseconds offset. This reduced from 1262284679078 to 

970 showing successful synchronization with master change 

from UNCALIBRATED to SLAVE to port state. It’s shown 

in fig. 9. 

 
Fig. 9. Slave clock output 

 

Over that hour, after we locked, we stayed within +/- 100 

nanoseconds of the master offset. It’s shown in figure. PTP 

application is precise clock synchronization in nanoseconds 

is successfully used hardware timestamping. It’s shown in 

fig. 10. 

Fig. 10. Clock Synchronization test 

VII. CONCLUSION  

      In this paper, we achieve under the FreeRTOS 

environment the hardware solution of GEM Ethernet in 

PTPd application based on IEEE1588v2 on the Xilinx 

ZynqMP UltraScale plus SoC platform, the program has high 

clock synchronized with high accuracy, excellent portability 

and scalability. 
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Abstract—Implantable antennas for biomedical applications 

are on leading edge of research for medical diagnosis such as 

glucose monitoring, tracking, pacemaker etc. Biomedical 

applications require antennas that are very small in size but can 

meet designated requirements. In this paper a 24mm x 34 mm 

cupcake shape fractal patch antenna is designed and simulated 
using CST software. The designed antenna operates in 2.45 GHz 

frequency band called industrial, scientific and medical band 

(ISM band). Designed antenna’s reflection coefficient, VSWR, 

surface current, gain and far-field plot are simulated and 

observed. The designed antenna provides 670 MHz (27%) 
bandwidth in the band of 2.20 - 2.87 GHz. This antenna is 

miniaturized and compacted to be utilized as an implantable 

antenna for biomedical applications.  

Keywords—antenna; DGS; fractal;ISM band;patch;biomedical 

applications. 

I.  INTRODUCTION  

There is a growing need of antenna design for efficient 

medical diagnosis and treatment. Implantable antennas are 
being used for glucose monitoring, endoscopy, pace maker etc 

[1]. For these applications there is need of small size, light 
weight and compact antennas. Antenna size can be 

miniaturized using fractal concept. The basic idea behind  
fractal design is that the same shape is repeated again and 

again but at different scales. Fractal patch antenna design 

results in smaller sizes and multiband frequencies. Octagonal 
and decagonal shaped fractal patch antennas are designed for 

S, C and X band applications [2]. Similar to octagon and 
decagon, a circular and elliptical shaped fractal patch antenna 

is fabricated and tested for multiple applications [3]. A 30mm 

x 40mm
 
UWB antenna on Rogers’s  substrate is designed for 

lung cancer detection [4]. A wearable micro strip patch 

antenna of square shape spiral cut is simulated at 2.45 GHz 
frequency for body centric wireless communication. Three 

layer model using skin, fat and tissue is designed. PTFE 
(polytetrafluoroethylene) is used as a substrate [5]. A 

miniaturized dual-wideband circular patch antenna of radius 

7mm is designed. The antenna radiates on 403.5 MHz MICS 
band, 433.9 MHz ISM band and 2.45 GHz ISM band. Single 

layer model is designed and simulated of volume 100 x 100 x 
22 mm

3
. A 600MHZ impedance bandwidth and maximum 

gain of -33.06 dB is achieved [6].  A review on implantable 
patch antennas for biomedical telemetry is given and 

challenges and solutions are discussed [7]. A hexagonal shape 

micro strip patch antenna is simulated for biomedical 
applications at 2.45 GHz [8].  Small size implantable micro 

strip antenna for MICS band is designed for body centric 
communication [9].  

Defected ground structure (DGS) is simple design used for 
enhancement of antenna parameters. A double U shaped 

defected ground structure proposed on simple trapezoid 

monopole for bandwidth enhancement. Wider bandwidth is 
achieved from 790 MHz to 2060 MHz [10]. Many papers on 

DGS is reported in literature [11-13].  

II. ANTENNA DESIGN  

Antenna is designed on Fr-4 substrate with dielectric 
constant of 4.4 and thickness of 1.6mm. Fr-4 is considered 

because it has low dielectric losses and easy availability. The 
substrate size is 24mm x 34mm. Fr-4 substrate has PEC 

ground on bottom layer and PEC patch on top layer. Patch 
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design is cupcake shape [4]. The antenna design in this paper 

is of a fractal patch antenna in cupcake shape, inspired by [4]. 
The antenna design is shown in figure 1.  

First of all, a circle of radius 9mm is selected, then a 
hexagon (circle radius=7.8mm) is drawn. To achieve half 

hexagon, a rectangle is subtracted and inserted into hexagon. 
Now half hexagon and circle is added and cupcake shape is 

obtained. To make this cupcake patch fractal, again same 

cupcake shape of smaller size is designed and then boolean 
subtracted from initial design. Initially antenna ground of size 

24 x 8.6mm
2 

is considered.  Fractal cupcake upto iteration-3 is 
shown in figure 1. Cupcake shape is used because it has no 

sharp edges and can be used in implantable devices in 
biomedical applications.  

 

 

(a) Iteration-0           (b) Iteration-1             (c) Iteration-2 

   

 
( d) Iteration-3 

 

(e) Ground with DGS  

Fig1. Cupcake fractal patch iterations and ground  

For better resonance and bandwidth enhancement E shape 
slot (DGS) is inserted into ground as shown in fig 1 (e). The 

size of antenna ground is 8.6mm x 24mm. The designed 

antenna is simulated using CST software. Antenna is designed 
till itetaion-3. Optimized dimensions of proposed antenna is 

given in Table I.   

TABLE I.  FINAL ANTENNA  DIMENSIONS  

Dimension 

name  

Size (mm) Dimension 

name  

Size (mm) 

Lsubs 34 Lground 8.6 

Wsubs 24 Wground 24 

R1 9 a 9 

R2 7.5 b 5.5 

R3 6 t 1 

R4 4.5 Lfeed 12 

 

 

Fig 2. Compared S11 of different iterations without DGS 

 

Fig 3. Iteration -3 reflection coefficient  with and without   DGS  
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Fig 4. VSWR of iteration-3 with DGS 

The compared reflection coefficients of all iterations are 
shown in fig 2. In iteration-0 antenna resonance frequency is  

2.59 GHz (2.3-3.1 GHz), but this resonating frequency is not 
useful for medical applications.  In next step, fractal concept is 

applied and iteration 1, 2 and 3 are designed. In iteration -3, 
resonating frequency of 2.45 GHz (2.20-2.87 GHz) is 

obtained. Reflection coefficient at ISM band centre frequency 

2.45 GHz is -25.70 dB. Voltage standing wave ratio (VSWR) 
of iteration-3 is shown in fig 3. As a general rule the VSWR of 

under 2 is considered very good antenna design. It can be seen 
from fig 3 that for frequency range 2.20-2.87 GHz, VSWR is 

in between 1 and 2.  

Iteration-3 results are summarized in table II. Here acceptable 

bandwidth and positive gain are achieved. The frequency band 

of 2.4GHz to 2.5GHz is reserved for industrial, scientific and 

medical (ISM) applications.  

TABLE II.   BANDWIDTH AND  GAIN OF  ITERATION-3 

Iteration Fr(GHz) Fl(GHz) Fh(GHz) BW 

(MHz) 

Gain 

(dB) 

Itr-3 2.45 2.20 2.87 670 1.69 

 

The centre of ISM band is 2.45 GHz. Current distribution 
in both patch and ground is shown in fig 4. Fig 5 shows gain at 

frequency 2.45 GHz, which is 1.69dB.  

 

Fig 5. Surface current distribution at 2.45 GHz 

 

 

Fig 6. Gain at 2.45 GHz 

 

 

Fig 7. Far-field radiation pattern at 2.45 GHz 

 

 

Fig 8.  Smith chart of antenna  

Simulated Far-field radiation pattern of antenna is shown 
in fig 7.  The pattern is nearly omnidirectional as antenna size 
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is small. Figure 8 shows smith chart of antenna which gives 

50.11ohm impedance, which clearly shows that there is good 
impedance matching.  

Future applications of this antenna can be in the field of  
ambient computing. Further improvement will be designing of 

rectenna(rectifier antenna) for ambient energy harvesting. A 
hexagonal shaped fractal patch antenna for ambient computing 

is presented in [14]. The proposed antenna provides better 

impedance bandwidth and gain as compared to [6].   

III. CONCLUSION  

In this paper, a cupcake shaped fractal patch antenna with 
simple configuration, light weight and compact size is 
presented. This antenna is designed for implantable medical 
applications. Defected ground structure (DGS) are introduced 
in ground to achieve better impedance matching and 
bandwidth enhancement. The operating range frequency of 
this is 2.20-2.87 GHz. The ISM band of 2.4-2.5GHz falls 
within the operating range of this antenna.  
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Abstract - Searching of literaure is the prime processes in any research to gain insights on the progress carried out on specific 

probles. Literature search in biological science and bioinforamtics  is more complex as the researchers has to find the relre vant 

articles specifi to the biological  components like DNA, RNA, Gene, PROTEIN.  Pubmed is a literature database which cosists of 

millions of articles submitted by researcher based on the experimerntal studies. Analysing Gene for the study is important fo r 

studies and experiments related to  diseases.  In this paper a bi -directional methdology is propsoed to extract literarure from 
pubmed abstracts using web scrapper and web crawler by providing gene names  and map gene with Gene card Database. In the 

second approach a methdology is provided to analyse Gene expression profiles from GEO database using EDA and Map the 

significant gene reterived to the Pubmed and Gene Card database. The differentially  expressed genes are grouped after 

performing PCA and clustered using k-means.  Lung cancer is major cancer reported in WHO and hence in this study the Lung 

cancer  is used as the usecase to test the methdology proposed. The experiemnts are implemented using Python. From the 
experimental results it is found that the propsoed approach reduce the time for searching the literature.  

 

Keywords - Clustering , K-means, PCA, Pubmed, GeneCards, EDA, Web Scrapper 

I. INTRO DUCTIO N 

Lung cancer can be classified into “Non-small cell lung 

cancer (NSCLC) and Small-cell lung cancer (SMLC). 

Among lung cancer cases 85% of the reported cases are 

found to be NSCLC which spreads quickly [10]. The 

subtypes of Non-small lung cancer are Aqueous cell 

carcinoma, Adenocarcinoma, and Large cell. 5% of lung 

cancers are lung carcinoid tumors which are sometimes 

mentioned as neuroendocrine tumors. In this work lung 

cancer dataset is used for implementing the methodology.  

 

 Technological developments in the domain of genomic and 

proteomics helped to identify the causes of genetic 

variations at gene level which are reported in bioinformatics 

databases. Huge volumes of data are deposited at various 

repositories of NCBI, EMBL AND DDBJ. There are exists 

various classified databases which accumulate results 

reported by researchers in their experimental studies.  

Pubmed is a literature databases which accumulated 

millions of research findings submitted around the globe. 

Pubmed literature is used as an important research tool 

among various researchers to gain insight on different 

experiments and the association of biological entities. 

Cancer related to experimental analysis also requires 

integration and association of related entities such as 

mapping genomic sequences with structures, diseases gene, 

pathway and functionalities. Gene expression profiles are 

mainly used to analyze the variations of gene in various 

experimental conditions in diseases, diagnosis to understand 

their functionalities and pathways.  

Researchers will search biomedical literature databases to 

study on the different experiments reported in articles with 

respect to disease and their genomic and proteomic entities. 

Manual searching of the database is time consuming and 

complex. The objective of this project is to download 

pubmed abstracts related to any specific diseases, gene 

name and other attribute for Literature search and extract the  

genes related to lung cancer to analyze the gene expressions 

using web scrappers. 

In this paper a methodology is proposed to extract gene 

names from the pubmed abstract using web scrapper and 

map with diseases genes to group gene using clustering 

Remaining paper is organized as follows. Section 2 provides 

a brief view on computing techniques, followed by objective 

and methodology in section 3. The experimental results are 

discussed in section 4 followed by conclusion in section 5. 

II.  CO MPUTING TECHNO LO GY 

Web scraping software technique used for extracting 

information from websites.  Web software access the World 

Wide Web directly using the hypertext transfer protocol, or 

through a web browser. Web scraping is scraping a web 

page fetching for information and extracting based on 

keywords and URIs. Web crawlers are also used to extract 

the data from websites [9].  Web scraping is used to scrape 

the web sites. It is not possible to scrape the specific data 

from websites or web pages, with web crawlers contents can 

be extracted from
[3]

 multiple pages and also form specific 

parts using  selectors like “css or Xpath”, in a structure way. 

The components built in scrappers contain spiders, search 

engine, downloader, item pipeline, items and scheduler.  

The components of scrappy are shown in Fig.1 

 
Fig. 1. Web Scrapper: Components 
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Web scrappers are used to extract pubmed abstracts related 

to small lung cancer genes. The detailed methodology is 

discussed in the methodology given below. 

 

Principal Component Analysis  

Principal component analysis is a statistical 

procedure used to reduce for dimensionality reduction based 

on orthogonal  transformation where  possible set of 

correlated observations  are set into  values of linearly 

uncorrelated  variables called principal components. The 

main idea of the principal component analysis is reducing 

the dimensionality of the attributes by maintaining the 

variations by transforming the variables into a new set of 

variables as principal components. The principal 

components are represented using the mathematical 

representation as eigenvectors of a covariance matrix, and 

which are orthogonal. In this work dimensionality reduction 

is used as the Gene expression profile has high dimensions 

and there will be larger variance among same set of genes. 

PCA is used to identify the principal components in genes 

which help to improve the performance of the process. 

 

K-Means Clustering 

K-means clustering [2] algorithm is an 

unsupervised algorithm which is used to group items 

naturally based on the similarity patterns of the data. The 

similarity measures decide the grouping of items and 

various distance based similarity measures are used to group 

objects in the dataset.  

 

 
The steps of k-means

[2]
 algorithm is given below as 

follows: 

 

Input: - k i.e, the number of clusters and the set of points 

(x1, x2…, xn). 

1. Choose the ‘k’ value i.e, k- determines
 [4]

 the number 

of groups the items in the dataset belong. 

2. Initially randomly ‘k’ data points as chosen as 

centroids (c1, c2,…,ck)from the vector space. 

3. Repeat until convergence : 

          i) For each data point is  : 

   a) Find the nearest centroid cj using similarity  

                 metrics  (i.e) Euclidian distance 

            b) Assign xi to that nearest cluster j 

       ii) For each cluster find the new centroid which is the 

mean of all the xi points assigned to that cluster j. 

 

4. Terminate when none of the cluster assignment 

change. 

       The iteration can be terminated on specific criteria k-

means clustering is used in this work to group similar genes 

related to lung cancer extracted from pubmed abstracts. 

 

 

III. OBJECTIVE AND METHO DO LO GY 

The objective and Methodology of this work is to 

extract abstract from  the Pubmed database related to Lung 

Cancer using Web crawler and map genes related to Lung 

cancer using gene expression profiles  of small lung cancer 

in Phase I. Perform EDA to analyze the term associations of 

biological entities like Gene names, and analyze the 

variation of gene expression profiles of lung cancer types 

and group genes using clustering in Phase II to provide an 

insight on the most frequent genes used for analyzing lung 

cancer in literatures. The objective is implemented in two 

phases. The methodology for extracting and mapping gene’s 

is given in Fig.  2 for Phase I and in Fig.  3 for Phase II. 

 

 
Fig. 2. Framework: Gene Expression Analysis 

 

Phase I: Data Extraction Steps 

  

1. As the first step the web crawler scrappy from python   

      library is used to crawls the pubmed abstracts related  

      to lung cancer.  

2. The Gene names from the extracted abstracts are  

      retrieved using regular expressions. 

3. The Genes related to small lung cancer is  extracted   

      from the Gene card database with expression profiles  

      to map the gene causing lung cancer presented in  

      pubmed abstracts. 

The gene expression profiles are analyzed in Phase II using 

extensive descriptive analytics. 

 

 
Fig. 3. Framework for EDA and Statistical  Tests 

 

Exploratory Data Analytics (EDA) 

            Exploratory data analysis
[5]

 (EDA) is an approach to 

analyzing data set to summarize their main characteristics, 

with visual methods.EDA provides a clear insights for 

checking assumptions model fitting and hypothesis testing, 
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and handling missing values and make transformations.   

The EDA Visualization for Gene Expression Profile is given 

in Table 1. 

 
Table 1: EDA

[7]
 Visualization Vs. Gene Expression Profile  

 

Visualization Vs. Gene Expression Profile  
Type of Visualization Gene Expression Profile 

Histogram is used to understand 
the deviation in the data set which 
provides a summary on discrete or 
continuous data.  

Histogram is used to analyze the 
spread of the values. It is also used to 
identify the fold changes also to find 
the distribution of the data and 

plotted for p-values 

Box plot is used to analyze the 
data distribution based on IQR, 
minimum and maximum. 

Boxplot helps us to analyze the 
difference of variations of gene 
expressions 

Scatter plot display relationship 

between two sets of attributes. It  
pairs up values of two quantitative 
variables in a dataset and displays 
them as geometric points. 

Scatter plot is used to analyze the 

relationship between the different 
and similar genes. 

Volcano plot is used to identify 

the variations in the large data 
sets. 

Volcano plot helps us to analyze the 

significant changes with respect to 
fold values. 

 

 

Gene Expression Analysis using EDA 

The expression profiles are analyzed as given below  

1. Normalize the data into logarathmic10 

2. Perform the histogram, box plot, scatter plot, volcano 

plot analysis for gene expression profile. 

3. Perform T-test and Wilcoxon
[5]

 test to analyze 

significance of the gene  and plot  analyze histogram, 

boxplot, scatter plot, volcano plot with the p-value to 

find the fold change. 

4. Group, identify and extract genes which are similarly 

expressed and differentially expressed 

 

IV. RESULTS AND DISCUSSIO N 

 

Phase I: Document Count 

The web scrapper is implemented using Python library is 

used to search Pubmed database for abstracts groups related 

to lung cancer.  The keywords such as Small Cell and Non 

small cell lung cancer are given as input to the scrappy. 

Around 4000 documents are downloaded from the pubmed 

database. 

The pubmed abstracts  downloaded are searched for gene 

causing lung cancer which is extracted from Gene Card 

Database.  Around 30,000 gene were searched in the 

abstracts to find the frequency of occurrence which is given 

in Table 2 

 
Table 2: Phase I: Document count 

Document count 
S. 

No 

Pubmed Frequency of genes 

1 Downloaded 4000 abstracts 300000 in Gene Card for Lung 
Cancer 

2 Mapping of Gene card 
database genes for Abstracts 

14000 [ at least one time] 
928 [ more than 50 times ]928 
gene are at least one time 

 

To analyze the functionalities of gene, expression profiles 

are downloaded from GEO database related to Lung cancer. 

The data adenocarcinoma and squamous cell carcinoma 

GDS3627 is downloaded for homospaiens which contains 

58 samples and 54675 instances. 

 

Phase II : Gene Expression Analysis  

 

The limma and Bioconductor packages are used for 

analysing differential gene expression analysis using R and 

Python. Differentially gene expression were analysed  using  

a double filtering approach based on fold change  t-test and  

Wilcoxon test. The EDA is presented in the sections below. 

 

A. Histogram 

 

 
Fig. 4.  Histogram for GDS3627 

 

The histogram is shown in Fig. 4. is without normalization 

found to be right skewed and more genes have higher 

expression values greater than mean. Hence Histogram 

analysis after normalization is done which is show in Fig. 5. 

 

 
Fig. 5. Expression profile : Normalized – Log10 

 

The distribution is found to be bi-modal distribution with 

two different groups. The first distribution belongs to 

adenocarcinomas and the other to squamous cell carcinoma. 

The data distribution can be further slice to review the 

expression values. After scaling the data the genes  falls 

between 0 to 4 on x-axis. 60% genes are lies between 1 and 

2.  All the remaining genes fall between 2 to 4 on the x-axis. 
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Based on the inference the t-test is performed to compare 

the expression profile between two different groups in the 

same experiment for which the histogram fold difference is 

show in Fig. 8.  

 

Parametric Test T-Test 

 

 
Fig. 6. Difference between the two means fold change  

 

Fold change
 [5]

 is a biological significance difference 

between the means of the conditions. The histogram given 

in Fig. 6. refers to the fold values [the difference between 

the two mean’s]. The fold value is between -2 and +2 with a 

fold value as 2.4 to measure the quantity of the attributes. 

 

B. Scatter Plot 

 

Scatter plot is a Bivariate plot used to find the relationship 

between two variables X and Y. It is normally used for 

analyzing the correlations among the variables . The scatter 

plot is drawn between the average mean of a type and the 

average mean of type b. 

 
Fig. 7 Scatter plot: Adenocarcinomas vs  Squamous cell  carcinoma 

 

In Fig. 7. Scatter plot line is drawn between to the cancer 

types Adenocarcinomas vs Squamous cell carcinoma. The 

relationship between these two groups are found to have a 

strongly correlation.  The correlation value of the attributes 

is 0.98. That means of the attributes are positively correlated 

and the red line is connecting the mostly correlated attribute 

variables of the two groups. 

 

 

 

 

 

C. Volcano plot  

      

Volcano plot
[7]

 given in Fig. 8 is used to plot the expression 

profiles for Fold_cutoff value (2) and p-value cutoff (0.05). 

The result is shown below. 

 

 
Fig. 8. Volcano Plot 

 

The Volcano plot is shown in Fig.10. represent for the fold 

cutoff value 2 and the p-value is 0.05. The points found 

inside the boundaries are found to have similar expression 

profiles where the data points that are out of the boundaries 

red, blue and green show the genes expression profiles with 

are largely varying and differently expressed. Some outliers 

with are single, are also available which are out of 

boundaries. The x-axis has fold value (2) and the y-axis is 

logarithmic p-value. The word cloud for similarly expressed 

gene and differentially expressed gene is shown in Fig. 9. 

and Fig. 10  

 

 
Fig. 9. Word cloud for similarly expressed Genes 

 

Inference: 

     The Fig. 9. provides a word
[12]

 cloud view of the  

similarly expressed genes. The 54389 genes are similarly 

expressed and the size of the gene names based on the 

frequency of the gene. Gene names as1, as2, is the highest 

frequency related to small lung cancer. The genes gsn, dst, 

ash2l are found to the have lowest occurrence. 
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Fig. 10.  Word cloud for differentially expressed Genes  

 

Inference 

          The Fig.10 represents word-cloud of differentially 

expressed genes. 218b genes were found to be differentially 

expressed genes. The genes that have high frequency are 

XIST, BCI11a, serpinb13 and genes that are less frequency 

bnc1, nav1, muc1.., etc. 

 

 

D. Mapping of Significant Gene: Pubmed and Gene 

Card 

Based on the EDA expression profiles the gene which are 

within the fold and which satisfied the p-value condition 

>0.05 are filtered which is shown in Fig.  11. 

 

 
 

Fig. 11. Count of Filtered Genes > pvalue 0.05 

 

115 genes satisfied the condition and verified for references 

in 4000 Pubmed abstracts downloaded. Out of 115 genes 29 

genes are mentioned in pubmed abstracts atleast one time 

and 8 genes were found to be mentioned more than 100 

times. The gene P13 is found to be mentioned 106 times 

Pl3. This methodology will help the researchers to extract 

the relevant abstracts specific to gene for further analysis. 

The gene expression profile gene are also mapped with 

GeneCared genes and also verified for their occurrence in 

Pubmed abstracts which is shown in Fig.12.  

                 

     
Fig. 12. Count of occurrences 

 

The gene EGFR has occurred in 998 pubmed abstracts  and 

the 90% genes has not even mentioned in the abstract 

downloaded. 1200 genes are referred atleast in one abstract 

out of 30000 genes.  The word cloud of Gene card genes 

extracted from Pudmed abstract is given in Fig.  13 

 

 
Fig. 13. Word cloud for Gene card Genes  

 

E. Clustering Of Differentially Expressed Genes  

Based on the T-test statistics 115 genes were found to be 

similar and the remaining  genes had wide variation in their 

expression .the genes with wider variation’s   are clustered 

using k-means clustering algorithm. As the sizes of the gene 

samples are more Principal Component Analysis [PCA] is 

performed to reduce the dimensionality. 

 

a) PCA 

 

 
 

Fig. 14. PCA Results  
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The Fig.14. represents the principal components and 

subgroups of genes which are found to be overlapped based 

on their probe values. There are 14 different types of probe 

available for analyzing the gene expression. Among 14 

types maximum number of genes are overlapped and can 

observe that 3% of genes that are not overlapped from the 

sub types of at, x_at, s_at sub types of genes.  

 

b) Clustering:     The genes are clustered
 [4]

 using the 

principal components . The differentially expressed 

genes are grouped in four clusters is shown in Fig.  15. 

 

   
Fig. 15. Differentially Expressed Gene Clusters  

 

 Cluster 1 represents the data 8827 genes are 

grouped in cluster 1.  

 Cluster 2 represents the 32213 numbers of genes 

grouped.  

 Cluster three represents 13063 numbers of human 

genes.  

Out of three clusters the second cluster i.e green labeled 

cluster having the number of genes is  very high compared 

two remaining two genes. 

 

V. CO NCLUSIO N 

A methodology is proposed to extract abstracts 

from Pubmed databases using web crawler based on 

Keywords using regular expressions. The abstract are used 

to retrieve gene names and map with gene card to find the 

disease gene for lung cancer in Phase I. In second Phase a 

methodology is proposed to analyze Gene expression 

profiles with EDA and cluster differentially expressed genes 

after performing PCA. The Proposed methodology will help 

researchers to search literatures in an efficient way and Map 

gene to disease database with reduced time. Comparison of 

gene expression profiles are not done due to limitation of 

processing capability. In future the expression profile will 

be analyzed by applying MapReduce model using Machine 

Learning Algorithms.  
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Abstract— With exponential growth of IoT-based systems and        

the world being heavily dependent upon it, ensuring security in          
such systems becomes an issue of prime interest. With the          
advancement of technology, several security mechanism have       
been proposed, but securing the unknown threats is still not          
widely adopted. IoT visibility vulnerabilities propose a potential        
threat to the secured and highly sensitive data within the          
network. In this proposed work, deep neural networks have been          
trained to predict and secure some of the vulnerabilities which          
are still unknown to the authorized users. Our proposed ,mode          
achieves an accuracy of 95% over the predominant security         
measures with a precision of 87%. 

Keywords—IoT visibility, vulnerability, deep neural networks,      
security and privacy 

I.  INTRODUCTION 

The last decade experienced a huge development in the         
automation and Smart architecture design. The quality of        
modernization received a boom with the advancement in the         
integration of the physical world with Wireless       
communication and sensor networks through applications      
(apps) and remote devices for quality infrastructure       
management design and environmental monitoring system.      
Smart Building Automation, Smart Housing, Smart City       
Management, Sustainable Energy management systems, etc      
are built on the top of IoT, hence it is one of the fastest              
emerging fields in the history of computing and is expected to           
grow to 10 billion by 2020 and 22 billion by 2025[52]. The            
data statistics of IoT devices is estimated up to 5 quintillion           
bytes of data per day[53]. The IoT technology is also being           
leveraged for highly secure applications like healthcare       
management, confidential information retrieval, etc. These      
high-end applications of IoT devices often experience       

malicious attacks, so these devices must be secured from all          
possible vulnerabilities.  

IoT architectures are inherently complex and are designed        
with specific integrated features. Hence, the vulnerability may        
exist in a minimal-scale but a high consequential attack on the           
IoT system is still challenging. The potential solution is to          
identify the traits in the architecture and must contain specific          
considerations to meet the security demand. However, most of         
the vulnerabilities are not specifically visible and the        
malicious environment remains unattended. Hence, the      
adversary can exploit this environment to achieve physically        
access to sensitive data. The IoT network along with the          
private information in the communication channel remains       
exposed to the attacker. The IoT architecture cannot support         
complex security structures because of their limited       
computation power. Complex security structures of the IoT are         
due to not only limited computation, communication, and        
power resources but also trustworthy interaction with a        
physical domain, particularly the behavior of a physical        
environment in unanticipated and unpredictable modes,      
because the IoT system is also part of a cyber-physical system;           
autonomously, IoT systems must constantly adapt and survive        
in a precise and predictable manner with safety as a key           
priority, particularly in settings where threatening conditions,       
such as in health systems, might occur. Moreover, new attack          
surfaces are introduced by the IoT environment. Such attack         
surfaces are caused by the interdependent and interconnected        
environments of the IoT. Consequently, the security is at         
higher risk in IoT systems than in other computing systems,          
and the traditional solution may be ineffective for such         
systems. 
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II. RELATED WORKS 

Considerable amount of research has been done on (i)         
protocols and enabling technologies, (ii) application domains,       
(iii) context awareness, (iv) legal frameworks, (v) attacks        
against IoT, (vi) access models, (vii) security protocols, and         
(viii) intrusion detection techniques. Practical surveys on IoT        
security have not taken into account the ML/DL approaches         
for IoT security. Firstly, Surveys [1-7] demonstrated the        
challenges in network security, cryptographic encryption,      
authentication, access control and application security in IoT        
systems. Granjal, Monteiro and Silva [8] focussed on the IoT          
communication security. A survey was conducted on intrusion        
detection for IoT systems by Zarpelão et al. [9]. Weber [10]           
dealt with legal issues and regulatory approaches for        
determination of whether IoT frameworks satisfy the privacy        
and security requirements. Roman, Zhou and Lopez [11]        
analyzed security and privacy in the distributed IoT context.         
Survey [12] was particularly concerned of ransomware       
attacks. Xiao et al. [13] researched on various machine         
learning methods for protecting data privacy and security in         
the IoT context. Other survey papers [14, 15] shows how the           
uses of data mining and machine learning methods for         
cybersecurity can support intrusion detection. Surveys have       
also reviewed misuse and anomaly detections in cyberspace        
research [14, 15]. 

III. INTRODUCTION TO IOT SECURITY ARCHITECTURE AND 
VISIBILITY ISSUES 

Weber and Studer in [16] discussed available legal        
frameworks whereas, Zhang et al. [17] approached IoT        
security by analyzing results and reports in relation to IoT          
incidents. Data mining techniques were analyzed to design a         
capability which crawled Internet publications, including      
academic research, news, blogs, and cyber reports and through         

correlation of real IoT incidents with the available security         
solutions, the authors were able to unveil five seriously weak          
areas in the context of IoT security viz LAN and          
environmental mistrust, over-privileged applications,    
insufficient authentication and implementation flaws. With a       
plethora of research works discovery of botnet architectures        
and detection mechanisms in the context of traditional        
computing [18-21], Anagnostopoulos at al. [22] focussed on        
the mobile environment. Indeed, they also proposed two new         
commands and control (C&C) architectures which can be        
exploited by an attacker to test well-hidden botnet attacks with          
the minimal C&C cost. The IoT Visibility Vulnerability        
architecture is shown in Figure 1. 

Burhan et al. [23] proposed a layered IoT architecture.         
These architectures typically have three-five layers and       
different functionality. Insecurities were identified and the       
authors went on to propose a six-layer architecture to patch          
these security challenges and took into context big data. 

As an alternative work, Alaba et al. [24] analyzed IoT          
security by proposing various IoT deployment solutions,       
particularly distinguished between four classes, including,      
application, architecture, communication, and data. A major       
discussion came forward that heterogeneity of IoT devices        
along with resource limitations propose a serious issue, which         
prevents the development and scalability of standard security        
solutions. Gendreau and Moorman [25] reviewed intrusion       
detection techniques proposed for IoT and proposed that        
prevention of unauthorized access is a challenging goal due to          
the limited computation power of the IoT devices. Zarpelao et          
al. [9] also put in intrusion detection research efforts for IoT           
and differentiated them based on detection method, placement        
strategy, security threat, and validation strategy. 

 

 
Figure 1: Architecture Diagram of IoT (Internet of Things) Visibility Vulnerabilities 
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IV. IOT VISIBILITY VULNERABILITIES 

An exhaustive analysis of the research works related to the          
field of IoT security yielded nine classes of IoT         
vulnerabilities. It has been observed that the majority of IoT          
devices operate autonomously in unsolicited environments      
[26]. Often with an easy attempt, an adversary is able to obtain            
unauthorized physical access to these nodes and get control         
over them. Consequently, an attacker causes physical damage        
to the devices, unveiling deployed cryptographic schemes,       
duplicating their firmware using malicious node, or corrupting        
the control mechanism or the stored data. Representative        
research contributions in this context include [27-32]. An        
attacker might be able to drain the stored energy by creating a            
flood of legitimate or corrupted messages, rendering the        
devices unavailable for genuine processes or users. [33-36]        
have well covered this area of research. Alternatively, an         
attacker might exploit ineffective authentication approaches to       
add spoofed malicious nodes or violate the data integrity, thus          
intruding on IoT devices and network communications. Such        
cases can result in lost, destroyed, or corrupted public and          
private keys as shown in[37-42]. Data protection is of         
paramount importance in IoT realms, especially those       
operating in critical CPS (i.e., power utilities, manufacturing        
plants, building automation, etc). Although encryption gives       
considerable amount of confidence in securing, an attacker        
might be able to circumvent the deployed encryption        
techniques as shown in [43-48]. Open port vulnerabilities pose         
a plethora of vulnerabilities as shown in [49]. 

V. ANALYSIS OF NETWORK TRAFFIC DATA 

IoT Visibility specifies the knowledge of all of the activities          
being recorded on the network, all the modules running on the           
nodes, and data is being incrementally stored in the cloud          
databases. Naive methodologies of network visibility for       
example, tap or span port, might not be sufficiently useful for           
ensuring IoT security. To effectively manage the vulnerability        
present in the architecture, the proposed methodology       
implements knowledge-based identification of the visibility      
traits. Some of the vital points regarding this technique are          
elucidated below: 
A. Public Policy Management 
Policy Management is one of the background security measure         
of IoT systems. Data produced by IoT devices include         
sensitive and confidential data, such as medical, private and         
military data must be protected against unauthorised access        
[50] and must have stoing policy-based authorization. The        
solution to poor implementation of policy management       
involves finer-level access controls with layers of role-based  
authorization. 

B. Intrusion Problem 
In active threats, the attacker is not only skilful in          
eavesdropping on communication channels, but also in       
modifying IoT systems to change configurations, control       

communication, deny services and so on. Attacks may include         
a sequence of interventions, disruptions and modifications. For        
example, potential attacks on an IoT system may involve the          
following active attacks: impersonation[11], malicious inputs,      
data tampering and DoS.  

 
Figure 2: t-SNE Representation of the Malicious Attacks on 

the IoT systems 

C. Security Awareness Issues 
A potential passive threat is experienced due to lack of enough           
security over the communication channels of the network. Any         
attacker can get access to protected information from sensors,         
actuators, security and surveillance cameras. Health data,       
being private and sensitive is at central risk. Due to the lack of             
security awareness coupled with vulnerabilities present in the        
communication channels causes violation of privacy.  

D. Vulnerability Assessment 
An adversary can easily penetrate through networks layer as         
well as physical layer to discover finer vulnerabilities in the          
IoT system. This results in authentication breach of the         
centralized database and a shadow database is in performance         
which goes unnoticed. 

E. Access and Authentication Issues 
It is essential to identify the requirements of the authentication          
process as well as the security architecture of various IoT          
systems. The trade-off between security and safety in IoT         
medical devices is of utmost importance considering the        
privacy and sensitivity of information. Also, the trade-off can         
arise between an effective authentication system and       
battery-based devices or between security and privacy. 

VI. IOT VISIBILITY TESTING USING DEEP NEURAL NETWORKS 
(DNN) 

In the present context, the applications of Deep Learning (DL)          
to IoT systems has been an impactful research domain [51].          
The main advantage of DL over statistical Machine Learning         
algorithms, is its high performance while dealing with large         
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and non-parametric datasets. The proposed IoT system, as        
shown in Figure 3, produces a massive amount of both          
structured and unstructured data; thereby making DNNs most        
suitable for this system. 

 
Figure 3: Deep Neural Network Architecture for visibility 

vulnerability prediction 

VII. EXPERIMENTAL ANALYSIS OF IOT VISIBILITY 
VULNERABILITIES 

This research experiment initially involved the study of        
various cases of breach of security in IoT devices, mostly in           
high performance systems, confidential organizations. We      
took into account various adversarial attacks, major as well as          
minor and came up with various techniques, both distributed         
as well as concentrated. We are able to demonstrate how deep           
neural networks have helped improve the accuracy upto 95%         
and 87% precision. 
The Receiver Operating Characteristics curve (ROC curve) is        
plotted to visualize the ability of the proposed architecture and          
the simultaneous diagnostic analysis of the vulnerability       
prediction is made. Precision Recall curve is made to         
summarize the relationship between TPR (True Positive Rate)        
and the positive predictive value of the proposed model. 
 
 

IoT visibility 
vulnerabilities 

Prediction values 

Existing Accuracy Usability 

Identity-based 
attacks 

30% 98% Academic 
Accounts 

Malwares 50% 95% LAN 

Privacy 
breach 

20% 99% Research 
accounts 

Data 
Duplication 

40% 96% Public IoT 
data 

 

Figure 4: ROC Curve

 
Figure 5: Precision-Recall Curve 

VIII. FUTURE WORKS 

The future prospects of the research is to implement cognitive          
technologies for efficient understanding and to provide a        
potential solution eradicating the flaws in contextual deep        
learning methods. Further, quantum efficiency can also be        
studied to reach out the maximum level of proper         
identification of vulnerabilities. 

IX. ACKNOWLEDGEMENTS 

This work was supported by Department of Computer Science         
and Engineering, SRM Institute of Science and Technology,        
Kattankulathur. We would also like to thank the collaborative         
efforts of Next Tech Lab. 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1982



REFERENCES 

 
[1] [1] A. R. Sfar, E. Natalizio, Y. Challal, and Z. Chtourou, "A roadmap for              

security challenges in the Internet of Things," Digital Communications         
and Networks, 2017.  

[2] [2] S. Sicari, A. Rizzardi, L. A. Grieco, and A. Coen-Porisini, "Security,            
privacy and trust in Internet of Things: The road ahead," Computer           
networks, vol. 76, pp. 146-164, 2015. [3] F. A. Alaba, M. Othman, I. A.              
T. Hashem, and F. Alotaibi, "Internet of Things security: A survey,"           
Journal of Network and Computer Applications, vol. 88, pp. 10-28,          
2017.  

[3] [4] K. Zhao and L. Ge, "A survey on the internet of things security," in               
Computational Intelligence and Security (CIS), 2013 9th International        
Conference on, 2013, pp. 663-667: IEEE.  

[4] [5] J. S. Kumar and D. R. Patel, "A survey on internet of things: Security               
and privacy issues," International Journal of Computer Applications, vol.         
90, no. 11, 2014.  

[5] [6] H. Suo, J. Wan, C. Zou, and J. Liu, "Security in the internet of               
things: a review," in Computer Science and Electronics Engineering         
(ICCSEE), 2012 international conference on, 2012, vol. 3, pp. 648-651:          
IEEE.  

[6] [7] D. E. Kouicem, A. Bouabdallah, and H. Lakhlef, "Internet of Things            
Security: a top-down survey," Computer Networks, 2018. 

[7] [8] J. Granjal, E. Monteiro, and J. S. Silva, "Security for the internet of              
things: a survey of existing protocols and open research issues," IEEE           
Communications Surveys & Tutorials, vol. 17, no. 3, pp. 1294-1312,          
2015. 

[8] [9] B. B. Zarpelão, R. S. Miani, C. T. Kawakani, and S. C. de Alvarenga,               
"A survey of intrusion detection in Internet of Things," Journal of           
Network and Computer Applications, vol. 84, pp. 25-37, 2017. 

[9] [10] R. H. Weber, "Internet of Things–New security and privacy          
challenges," Computer law & security review, vol. 26, no. 1, pp. 23-30,            
2010.  

[10] [11] R. Roman, J. Zhou, and J. Lopez, "On the features and challenges             
of security and privacy in distributed internet of things," Computer          
Networks, vol. 57, no. 10, pp. 2266-2279, 2013.  

[11] [12] I. Yaqoob et al., "The rise of ransomware and emerging security            
challenges in the Internet of Things," Computer Networks, vol. 129, pp.           
444-458, 2017.  

[12] [13] L. Xiao, X. Wan, X. Lu, Y. Zhang, and D. Wu, "IoT Security              
Techniques Based on Machine Learning," arXiv preprint       
arXiv:1801.06275, 2018.  

[13] [14] A. L. Buczak and E. Guven, "A survey of data mining and machine              
learning methods for cyber security intrusion detection," IEEE        
Communications Surveys & Tutorials, vol. 18, no. 2, pp. 1153-1176,          
2016.  

[14] [15] P. Mishra, V. Varadharajan, U. Tupakula, and E. S. Pilli, "A            
Detailed Investigation and Analysis of using Machine Learning        
Techniques for Intrusion Detection," IEEE Communications Surveys &        
Tutorials, 2018. 

[15] [16] R. H. Weber and E. Studer, “Cybersecurity in the internet of things:             
Legal aspects,” Computer Law & Security Review, vol. 32, no. 5, pp.            
715–728, 2016 

[16] [17] N. Zhang, S. Demetriou, X. Mi, W. Diao, K. Yuan, P. Zong, F.              
Qian, X. Wang, K. Chen, Y. Tian et al., “Understanding iot security            
through the data crystal ball: Where we are now and where we are going              
to be,” arXiv preprint arXiv:1703.09809, 2017 

[17] [18] E. Bou-Harb, M. Debbabi, and C. Assi, “A novel cyber security            
capability: Inferring internet-scale infections by correlating malware and        
probing activities,” Computer Networks, vol. 94, pp. 327–343, 2016.  

[18] [19] E. Bou-Harb, C. Fachkha, M. Debbabi, and C. Assi, “Inferring            
internetscale infections by correlating malware and probing activities,”        

in 2014 IEEE International Conference on Communications (ICC).        
IEEE, 2014, pp. 640–646. 

[19] [20] ——, “Big data behavioral analytics meet graph theory: on          
effective botnet takedowns,” IEEE Network, vol. 31, no. 1, pp. 18–26,           
2017. 

[20] [21] ——, “Behavioral analytics for inferring large-scale orchestrated        
probing events,” in 2014 IEEE Conference on Computer        
Communications Workshops (INFOCOM WKSHPS). IEEE, 2014, pp.       
506–511. 

[21] [22] M. Anagnostopoulos, G. Kambourakis, and S. Gritzalis, “New         
facets of mobile botnet: architecture and evaluation,” International        
Journal of Information Security, vol. 15, no. 5, pp. 455–473, 2016. 

[22] [23] M. Burhan, R. Rehman, B. Khan, and B.-S. Kim, “IoT elements,            
layered architectures and security issues: A comprehensive survey,”        
Sensors, vol. 18, no. 9, p. 2796, 2018. 

[23] [24] F. A. Alaba, M. Othman, I. A. T. Hashem, and F. Alotaibi, “Internet              
of things security: A survey,” Journal of Network and Computer          
Applications, 2017. 

[24] [25] A. A. Gendreau and M. Moorman, “Survey of intrusion detection           
systems towards an end to end secure internet of things,” in Future            
Internet of Things and Cloud (FiCloud), 2016 IEEE 4th International          
Conference on. IEEE, 2016, pp. 84–90. 

[25] [26] R. Mahmoud, T. Yousuf, F. Aloul, and I. Zualkernan, “Internet of            
things (iot) security: Current status, challenges and prospective        
measures,” in 2015 10th International Conference for Internet        
Technology and Secured Transactions (ICITST). IEEE, 2015, pp.        
336–341. 

[26] [27] J. Wurm, K. Hoang, O. Arias, A.-R. Sadeghi, and Y. Jin, “Security             
analysis on consumer and industrial iot devices,” in Design Automation          
Conference (ASP-DAC), 2016 21st Asia and South Pacific. IEEE, 2016,          
pp. 519–524. 

[27] [28] M. Smache, N. El Mrabet, J.-J. Gilquijano, A. Tria, E. Riou, and C.              
Gregory, “Modeling a node capture attack in a secure wireless sensor           
networks,” in Internet of Things (WF-IoT), 2016 IEEE 3rd World Forum           
on. IEEE, 2016, pp. 188–193.  

[28] [29] B. Ur, J. Jung, and S. Schechter, “The current state of access              
control for smart devices in homes,” in Workshop on Home Usable           
Privacy and Security (HUPS). HUPS 2014, 2013. 

[29] [30] M. Qabulio, Y. A. Malkani, and A. Keerio, “A framework for            
securing mobile wireless sensor networks against physical attacks,” in         
Emerging Technologies (ICET), 2016 International Conference on.       
IEEE, 2016, pp. 1–6.  

[30] [31] J. Zhao, “On resilience and connectivity of secure wireless sensor           
networks under node capture attacks,” IEEE Transactions on        
Information Forensics and Security, vol. 12, no. 3, pp. 557–571, 2017. 

[31] [32] C. Schuett, J. Butts, and S. Dunlap, “An evaluation of modification             
attacks on programmable logic controllers,” International Journal of        
Critical Infrastructure Protection, vol. 7, no. 1, pp. 61–68, 2014.  

[32] [33] W. Trappe, R. Howard, and R. S. Moore, “Low-energy security:           
Limits and opportunities in the internet of things,” IEEE Security &           
Privacy, vol. 13, no. 1, pp. 14–21, 2015. 

[33] [34] E. Y. Vasserman and N. Hopper, “Vampire attacks: draining life           
from wireless ad hoc sensor networks,” IEEE transactions on mobile          
computing, vol. 12, no. 2, pp. 318–332, 2013. 

[34] [35] A. A. Patel and S. J. Soni, “A novel proposal for defending against               
vampire attack in wsn,” in Communication Systems and Network         
Technologies (CSNT), 2015 Fifth International Conference on. IEEE,        
2015, pp. 624–627.  

[35] [36] D. G. Costa, I. Silva, L. A. Guedes, F. Vasques, and P. Portugal,               
“Availability issues in wireless visual sensor networks,” Sensors, vol.         
14, no. 2, pp. 2795–2821, 2014. 

[36] [37] N. Vidgren, K. Haataja, J. L. Patino-Andres, J. J. Ramirez-Sanchis,           
and P. Toivanen, “Security threats in zigbee-enabled systems:        
vulnerability evaluation, practical experiments, countermeasures, and      

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1983



lessons learned,” in System Sciences (HICSS), 2013 46th Hawaii         
International Conference on. IEEE, 2013, pp. 5132–5138. 

[37] [38] P. Morgner, S. Mattejat, and Z. Benenson, “All your bulbs are             
belong to us: Investigating the current state of security in connected           
lighting systems,” arXiv preprint arXiv:1608.03732, 2016. 

[38] [39] T. Kothmayr, C. Schmitt, W. Hu, M. Brunig, and G. Carle, “Dtls             
based ¨ security and two-way authentication for the internet of things,”           
Ad Hoc Networks, vol. 11, no. 8, pp. 2710–2723, 2013.  

[39] [40] I. Hafeez, A. Y. Ding, L. Suomalainen, A. Kirichenko, and S.            
Tarkoma, “Securebox: Toward safer and smarter iot networks,” in         
Proceedings of the 2016 ACM Workshop on Cloud-Assisted        
Networking. ACM, 2016, pp. 55–60.  

[40] [41] P. Porambage, C. Schmitt, P. Kumar, A. Gurtov, and M. Ylianttila,            
“Pauthkey: A pervasive authentication protocol and key establishment        
scheme for wireless sensor networks in distributed iot applications,”         
International Journal of Distributed Sensor Networks, 2014.  

[41] [42] A. Furfaro, L. Argento, A. Parise, and A. Piccolo, “Using virtual            
environments for the assessment of cybersecurity issues in iot         
scenarios,” Simulation Modelling Practice and Theory, vol. 73, pp.         
43–54, 2017 

[42] [43] E. Ronen and A. Shamir, “Extended functionality attacks on iot           
devices: The case of smart lights,” in Security and Privacy (EuroS&P),           
2016 IEEE European Symposium on. IEEE, 2016, pp. 3–12. 

[43] [44] V. Sachidananda, S. Siboni, A. Shabtai, J. Toh, S. Bhairav, and Y.              
Elovici, “Let the cat out of the bag: A holistic approach towards security             
analysis of the internet of things,” in Proceedings of the 3rd ACM            
International Workshop on IoT Privacy, Trust, and Security. ACM,         
2017, pp. 3–10. 

[44] [45] H. Shafagh, A. Hithnawi, A. Droscher, S. Duquennoy, and W. Hu,             
¨ “Talos: Encrypted query processing for the internet of things,” in           

Proceedings of the 13th ACM Conference on Embedded Networked         
Sensor Systems. ACM, 2015, pp. 197–210. 

[45] [46] B. Wei, G. Liao, W. Li, and Z. Gong, “A practical one-time file               
encryption protocol for iot devices,” in Computational Science and         
Engineering (CSE) and Embedded and Ubiquitous Computing (EUC),        
2017 IEEE International Conference on, vol. 2. IEEE, 2017, pp.          
114–119.  

[46] [47] A. Biryukov, D. Dinu, and Y. Le Corre, “Side-channel attacks meet            
secure network protocols,” in International Conference on Applied        
Cryptography and Network Security. Springer, 2017, pp. 435–454. 

[47] [48] S. Siboni, A. Shabtai, N. O. Tippenhauer, J. Lee, and Y. Elovici,              
“Advanced security testbed framework for wearable iot devices,” ACM         
Transactions on Internet Technology (TOIT), vol. 16, no. 4, p. 26, 2016 

[48] [49] K. Angrishi, “Turning internet of things (iot) into internet of           
vulnerabilities (iov): Iot botnets,” arXiv preprint arXiv:1702.03681,       
2017 

[49] [50] M. Abomhara, "Cyber security and the internet of things:          
vulnerabilities, threats, intruders and attacks," Journal of Cyber Security         
and Mobility, vol. 4, no. 1, pp. 65-88, 2015. 

[50] [51] H. Li, K. Ota, and M. Dong, "Learning IoT in Edge: Deep Learning              
for the Internet of Things with Edge Computing," IEEE Network, vol.           
32, no. 1, pp. 96-101, 2018 

[51] [52] 
https://iot-analytics.com/state-of-the-iot-update-q1-q2-2018-number-of-i
ot-devices-now-7b/ 

[52] [53] 
https://blogs.cisco.com/datacenter/internet-of-things-iot-data-continues-t
o-explode-exponentially-who-is-using-that-data-and-how 

 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 1984



Autocorrelation based Chordiogram Image 

Descriptor for Image Retrieval  

A.Saravanan 

Division of Computer and Information Science 

Annamalai University 

Annamalai Nagar, India 

sarancseau@gmail.com 

S.Sathiamoorthy* 

Tamil Virtual Academy 

Chennai,  

India 

ks_sathia@yahoo.com

 

 

Abstract—This paper proposes an autocorrelation based 

chordiogram image descriptor (ACID) for image searching 

and retrieval. The standard 4D chordiogram image 

descriptor is a ordered collection of local edgel 

chordiogram (LEC) of all the patches of image and it 

encodes length of the line segment among the pair of 

edgels, orientation of each edgel and degree of angle 

among the line segment and horizontal plane for every 

pair of predominant edgels in a patch whereas proposed 

approach uses autocorrelation for computing the LEC and 

it exploits the spatial correlation and above mentioned 

features of standard LEC among the identical pair of 

edgels at distance d. The novelty of proposed CID is, it 

captures localized texture, spatial details besides to the 

geometric details offered by the standard CID except  

length of the line segment which is 1 in the proposed 

approach. The proposed ACID leads to better retrieval 

with resilient to illumination, scaling, translation, noise 

and small rotation. In our proposed approach, geometric 

details also more localized one. The experiments have been 

done for demonstrating the worth of proposed ACID on 

four different types datasets: (i). Gardens Point Walking, 

(ii) St. Lucia, (iii) UA Campus, (iv) Self photographed 

image. The results confirm the supremacy of proposed 

ACID approach by means of average retrieval precision  

and average retrieval rate over the state-of-the-art 

approaches.  
 

Keywords— Chordiogram image descriptor, Local edgel 

histogram,.Autocorrelation, Illumination, Orientation, Edgels.  

I.  INTRODUCTION  

Shape information plays an imperative role in the 

computer vision and pattern recognition. Quality of image is 

stoutly coupled with the quality of shape. An outstanding 

shape descriptor must exhibit resilient to illumination, scaling, 

translation, rotation, appearance and noise [1]. Recently, 

various shape descriptors based on statistical, geometrical and 

topological approaches are reported. From the perspective of 

shape, there are 2 classes of shape descriptors: region and 

contour based approaches [2].  First one exploited the 

information of pixels within the shape. On the contrary, 

second one exploited the details from the edge pixels or 

contour. Since contour based approaches are very simple to 

process and can be viewed as long and regular structures 

instead of discontinuities [3] and is a significant component in 

object identification and image segmentation, lots of contour 

based approaches have been reported including distance 

among the random pair of pixels on contour [4], angle and 

length ratios among centroid and edge pixels [5]. The 

similarity among two shapes is computed using the shape 

context descriptor which is attachedd to each pixel and it 

exploits the histogram of residual pixels relative to it and 

results in global discriminative characterization then the 

similarity among two shapes is calculated using the 

differences in the sum of shape context among the 

corresponding pixels in two shapes [6]. 

The Border/interior pixel classification descriptor 

(BIC) considers both contour and region details and is 

reported by Stehling et al., [7]. In BIC, two different 

histograms are utilized for characterization and it counts the 

location and intensity of border/interior pixels. Color edge co-

occurrence histogram is reported Jiebo et al., [8] and it 

computes distribution of separation between pairs of color 

edges. Histogram based on edge distribution at local level is 

suggested in [9] for retrieval using Sobel operator. But, due to 

its unsatisfactory retrieval results, [10] suggested an approach 

using the absolute location of edge and its global composition 

to improve the retrieval rate. Shim and Choi [11] proposed a 

method based on the color distribution of directional and non-

directional edges and is combined with color histogram for 

image matching. A histogram of directions of keypoints is 

used in SIFT [12] andd SURF [13], and are resilient to 

uniform scaling and illumination and partially resilient to 

affine distortion. Similar to SIFT, SURF and edge orientation 

histogram, the histograms (distribution) of directions 

(orientations) of gradients is reported in [14] and named as 

histogram of orientation gradients (HOG). Inspired by the 

discrimination power of HOG, HOG is represented in the form 

of pyramid in [15] for efficient computation and co-

occurrence of HOG is presented in [16]. 

Based on the facts of series of edgels in the image 

and the dependencies among the edgels exhibit autocorrelation 

that characterizes texture in an image [17, 18], our 

contributions is autocorrelation based shape descriptor, is used 

for characterizing the repeating patterns in edgels over 
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consecutive non-overlapping regions of an image based on the 

correlation among identical edgels. In computer vision and 

pattern recognition, autocorrelation have been incorporated for 

more than a decade, but, only few works have been reported 

for contour based shape descriptors including edge orientation 

co-occurennce matrix [19 ] that exploits the spatial correlation 

for texture orientation which is extracted from the directional 

variation in the intensity; the correlation between neighboring 

edgels in accordance with the orientations is reported in [20] 

and coined a term Edge orientation autocorrelogram (EOAC) 

and it dig out rich shape, textures and spatial details in an 

image and the author proved that EOAC is appreciably better 

than edge histogram descriptor (EHD) [9, 21], and resilient to 

illumination, viewing position, translation and minute rotation. 

Along the way, Seetharaman and Sathiamoorthy advances 

EHD and EOAC [17, 18, 21] for both gray-scale and color 

images using Full Range Autoregressive (FRAR) model with 

Bayesian Approach which extracts incredibly minute and fine 

edgels and is confirmed that their edge based approaches 

significantly excellent than the conventional EHD [9] and 

EOAC [20] and the proposed approaches are also resilient to 

noise to some degree. In general, all edge detectors reported in 

the literature including Canny, Sobel, Roert, Laplacian and 

Prewitt are producing the output in gray-scale. Even for color 

images also, edge detectors change the image into gray-scale 

for identifying the edges [18, 21]. Thus, according to [17, 18, 

21, 22], conventional edge detectors not succeed in identifying 

incredibly minute and fine edgels in color images owing to the 

variation in spectral and chromatic details. Moreover, [22] 

described that computing the edgels from H or S or V space 

alone also not succeed in computing incredibly minute and 

fine edgels owing to the variation in spectral and chromatic 

details and such a loss influences the accuracy of retrieval 

[22].  

Though color edges are providing supplement details 

to content based image retrieval (CBIR), in this work, we are 

paying attention towards retrieval system for place recognition 

with illumination invariant based on edgels. In connection to 

this, several new approaches have been recommended in the 

past including chordiogram image descriptor (CID) based on 

the boundary pixels computed from the segmentation process 

[23], MROGH [24], LBP [25], BRIEF [26, 27] and 

CENTRIST [28], using deep descriptors in convolutional 

neural networks [29, 30]. Recently, CID [31] is presented by 

Wang et al., which is an accumulation of distribution of chord 

information of sub-images. That is the authors [31] divide the 

image into numbers of non-overlapping patches to decrease 

the influence of lightning. Since CID is robust to edge detector 

[31], the authors used one of the aforementioned edge 

detectors [31] to identify the edgels. Later on, for every pair of 

predominant edgels in each patch image, the distance among 

the edgels, orientations of each edgel and degree of angle 

between a line segment among pair edgels and horizontal axis 

is computed for every patch and the collection of aforesaid 

geometric details are called as local edgel chordiogram (LEC) 

[31]. The ordered collection of LECs of all patch images is 

called as CID. Though CID is well against illumination, 

translaton, in-plane rotation and scaling, it is significantly 

affected by the noise. Thus, the patches with noise are 

eliminated during the matching operation in [31] by avoiding 

the larger similarity results between the corresponding patches 

of query and target images.   

The authors reported that the CID exploits the spatial 

structure from the image, independent of intensity and color 

details [32], well defined by local geometric elements, and 

thus it is an apt approach for place recognition with resilient to 

illumination. Accordingly, we are paying attention only in 

increasing the efficiency of shape descriptor called 

chordiogram image descriptor (CID) which is reported for 

appearance-based place recognition robust to illumination 

variant [31]. Since the autocorrelation assess the texture 

present in an image [17, 18] as aforementioned, the proposed 

chordiogram image descriptor is computed using  

autocorrelation function and it exploits the following  

1. Spaial correlation among the edgels and find out the 

change of its correlation with distance d. 

2. Orientation of edgels  

3. Degree among line segment between a pair of edgels 

and  horizontal axis 

The experiments on standard dataset using the  proposed four 

dimensional CID has better discrimination power then the 

state-of-art schemes based on edges.  

The organization of paper is as follows. Section 2 

discuss about chordiogram image descriptor. Sections 3 

describe the CID based on autocorrelation function. Section 4 

and Section 5 deal with experimental results and conclusion 

respectively. 

II. CHORDIOGRAM IMAGE DESCRIPTOR  

Given image is divided into number of non-

overlapping rectangular patches, numbered from 1, 2, 3, . . . , 

N. Each patch is characterized using LEC. To compute LEC, 

salient edgels are identified for each patch then local 

geometric features are computed from the salient edgels. 

Later, the LECs of all patches are collected in an order to 

construct a CID. The chord details of an image patch are 

computed from each pair of salient edgels coordinated at p and 

q and is described as in [31] as follows 

),,,( qppqpqipq
C              (1) 

Where ppqpq  ,,  and q designates the distance among 

edgels p and q, angle between line and horizontal plane, 

degree of orientations of edgels p and q about normal 

directions respectively, and the values of  pq  ranges from 0 

to diameter of an image patch and ppq  , and q falls in  

range 0 and 2Π. The values of pq  is discretized in 

logarithmic space and are divided into d  bins where d is the 

distance and is fix to 4 [31]. ppq  , and q are quantized into 

8 bins of 50 degrees each [31]. Thus, CID is a 4D histogram 

and is normalized as in [31], and it encompasses chord details 

for every pair of salient edges in an image patch.  
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Since CID is not sensitive to edge detector, in the 

experiment, Sobel operator is incorporated to calculate the 

edges in each patch. After computing the edgels, response of 

each edgels are computed and are sorted. Then, proportion p 

of edgels having higher responses are chosen as in [31] to 

compute the LEC i.e. the salient edgels are chosen from the 

image patch with the intention of reducing the computation 

cost by means of considering the less numbers of salient 

edgels and the selected salient edgels must exploits the shape 

details of patch and it must provide robustness against 

illumination and small rotation. Thus, the set of chosen salient 

edgels has two information: one is response of edgels and 

another is proportion p which decide the dimension of set of 

salient edgels and is decided experimentally as in [31] using 

n=pm where m and n denotes number of edgels and chosen 

salient edgels respectively in image patch and p is constant for 

all patches. Finally, the computed LECs of all patches are 

collected in an order to form CID and is described as [31] 

),...,,( 21 NCCCF               (2) 

Where NCCC ,...,, 21  are the LEC of patches 1, 2, ..., N 

respectively. 

III. AUTOCORRELATION BASED CID 

This paper presented a novel characterization approach 

for an image using autocorrelation based CID, is just a step 

forward approach of [31]. The main objective is computing 

spatial correlation among the identified identical edgels and 

exploring the variation of its correlation with distance d then 

for each pair of the edgels at the centre of the sub-image  and 

its identical edgels at distance d, we also compute the 

orientation of each edgel and degree of angle among line 

segment and horizontal plane for every pair of edgels in a sub- 

image of size 3x3 in a patch. The proposed approach 

recommends that the ACID has convinced discrimination 

power.  

The identified edgels are depicted in a table and is 

indexed by value of edgel and distance. The entry in a table 

designate the probabilities of finding an edgel with value i at a 

correlation distance d from an edgel with value i. That is the 

proposed ACID considers spatial correlation among the 

identical edgels only and it fixes the correlation distance to 1 

owing to least correlation distance offers the in depth local 

properties of an image. Table 1 depicts the proposed spatial 

correlation among identical edgels at distance 1 where the first 

and second columns depicts the edgel with value i and 

probability of finding an edgel with value i at correlation 

distance 1 from an edgel with value i. The autocorrelation 

among identical edgels are described as in [33] for as follows  

Let I be an n x n image, an edgels in I are meee ,...,, 21 . For 

an edgel IyxE  ),( , let )(EI represent its edge value. Let 

}.)({ eEIEIe 


Hence, the notation eIE is synonymous 

with eEIIE  )(, . For convenience, [33] use the                  

L norm to assess the distance among edgels                        

that is for edgels ),(),,( 222111 yxEyxE  , [33] define 

}.,max{ 212121 yyxxEE 


 [33] denote the set 

},...,2,1{ n by n . 

Definitions. The histogram h of I is expressed for mi by 

IE

ee ii
IEnIh




 Pr)( 2              (3) 

For any edgel in the image, 
2

)(

n

I
h

ie  gives the 

probability that value of edgel is ie . 

Let a distance nd  be fixed a priori. Then, correlation of 

I is expressed for dkmji  ,, as 

][Pr 212
,

)(
,

21

kEEIE
j

ie
ji

e
IEIE

k
ee





           (4) 

Given any edgel of value ie  in the image, )(
)(
,

I
k

ee ji
 gives 

the probability that an edgel at distance k away from the given 

edgel is of value je . The autocorrelation of I exploits spatial 

correlation among identical edgels only, and defined as in [33] 

by 

)(
)(

,
)(

I
k
ee

k
c 


             (5) 

In our work, the image is divided into numbers of patches and 

in each patch, to estimate the proposed ACID, we moved the 

3x3 non-overlapping mask over an image from left to right 

afterwards from the topmost left corner of image for each 

identified edgel values. For instance, in Fig.1, when we move 

the 3x3 mask over an image for computing the autocorreltion 

value of an edgel with value 255, we found an identical edgel 

at the center of the first 3x3 sub-image and it has two identical 

edgels at distance 1. Thus, we estimate the probability as 

mentioned above in eq.(5) and we estimate the orientation of 

each edgel [17] in each pair of edgels and say 1  and 2  and 

the degree of angle of line segment between the each pair of 

edgel and horizontal axis is computed and say and is 

depicted in Fig.1(b). Now the 3x3 mask is moved in left 

direction and there is no edgel with the value 255 at the centre 

of the mask. Thus, the mask is moved further, in the 3rd 3x3 

sub-image also there is no centre edgel with the value 255 but 

in the 4th one there is an edgel in the centre of sub-image with 

the value 255 and it has one identical edgel at distance 1. 

Therefore, for the 4th sub image we estimate the 

autocorrelation among the identical edgels as mentioned above 

in eq.(5) and the 1 , 2 and  are computed. This process 

continues for each identified edgel values in the patch. Finally, 

we obtained an autocorrelation of edgels as mentioned in 

Table. 1. and a set of 1 , 2 and  values and these values are 

represented using separate histograms and called as LEC. 

Similarly, the LEC for all the patches in an image is computed 

and the LEC of all the patches are collected in an order to 
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form a ACID. Thus, the proposed ACID approach is a 4D 

histogram.    

TABLE. 1. The representation of proposed autocorrelation of edgels at d=1 

Distance (d) 

 

Edgel Value 

d=1 

255 0.019 

254 0.075 

253 0.102 

. . 

. . 

. . 

. . 
 

 

228 218 0 0 0 0 

0 255 196 189 0 0 

0 255 255 198 202 0 

0 0 225 190 168 255 

0 225 184 0 255 206 

0 244 0 162 192 188 

Fig.1(a) Sample image of size 6 x 6 

 

 

2  

 

                  

               Horizontal axis 

Fig.1(b). Computation of orientation of edgels p, q and angle 

between the horizontal axis and line segment of edgels p and q 

As a result, we trust that proposed ACID is significantly 

superior in retrieval rate and considerably equivalent in 

computational cost to the CID approach [31] owing to the 

texture and spatial details exploited by autocorrelation 

function in addition to more localized geometric features 

among  identical edgels. In the ACID approach, the 4D 

histogram is normalized to attain lighting variations to some 

more extent [31]. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Datasets 

In the experimental study, Gardens Point Walking 

[34], UA Campus [31], St. Lucia [31] databases and some self 

photographed images are incorporated. Few example images 

from the benchmark databases is shown in Fig.3. The Gardens 

Point Walking database contains of 3 classes of images 

namely day-left, day_right and night_right and each class 

consists of 200 images and are captured twice in day i.e., in a 

day and night and the dimension of the images are roughly 

960 X 540. St. Lucia database contains images captured at five 

different times among early morning and late afternoon of a 

day and a day after two weeks and totally it has ten 

classes. We also utilized some self photographed images 

shooted at different time of a day in the experiments and it has  

1140 images totally and size of images are roughly 1280 x 720 

and 1040 x780. All the databases contains images captured at 

various times with sever and mild illumination changes. 

B. Similarity Measuremnt 

The dissimilarity among query and target image 

descriptors are evaluated by the dissimilarity measure derived 

from Pearson’s correlation coefficient and is illustrated in [35] 

as  

POID 1),(                                                                 (6) 

where  
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where iI  designates query image descriptor vector, iO  is a 

target image descriptor vector and n designates the dimension 

of the descriptor  vector. Higher |P| value represent query and 

target images are highly correlated. 

In the proposed methodology, according to [31], 

dissimilarity measure between all corresponding patches in an 

image are computed and are ordered in descending manner 

and from the ordered distance values, higher distance values 

are removed with the assumption that either of  those patches 

or both are affected by noise and it provides false matching 

[31]. Therefore, the sums of n least similarities are summed 

finally to find the best matching among query and target 

images.   

C. Evaluation measures 

 The evaluation of proposed ACID is calculated in terms 

of precision, average rretrieval precision (ARP), rrecall and 

average retrieval rrate (ARR) [36]. For query image qI , the 

precision ( )( qIP ) and recall ( )( qIR ) are described as follows: 

ɸ 
1  

P 

q 
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retrieved imagesrelevant  ofNumber 
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Where DB denotes total number off images in each class. 

 

     

    
 

     

Fig.2.Few example images of experimental databases 

 

        

(a) (b) 

       

(c) (d) 

Fig.3.Precision Vs. Recall for the proposed ACID and the existing CID approaches for (a) Gardens Point Walking (b) UA 

Campus (c) St. Lucia (d) Self photographed image Datasets 
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 D. Results and Discussion 

The efficiency of suggested ACID is analyzed for image 

retrieval that robust to place recognition and illumination 

invariant by carrying out experiments on four databases. The 

results attained by the proposed ACID are examined as 

follows. 

Each image in the benchmark database is selected as query 

image in all experiments. The proposed approach collects n 

target images ),...,,( 21 nTTTT   from the database for each 

query utilizing the fusion of ACID and Pearson’s correlation 

coefficient measure. 

Table. 2 summarizes the time cost of ACID and CID 

approaches. Experiments are done on the images collected 

from the Gardens Point Walking database. The efficiency of 

the suggested ACID approach is estimated in terms of ARP 

and ARR is depicted in Fig.3 and Table 3. Fig.3 depicts the 

retrieval performance for top 100 matches of proposed ACID 

and CID by passing different query images from the Gardens 

Point Walking database. Table 3 summarize the performance 

proposed ACID in terms ARR. From Table 3 it is observed 

that ACID attains better performance over the CID approach.  

Fig.3b and Table.3 illustrates the efficiency of suggested 

ACID approach and CID in terms of ARP and ARR on UA 

campus database. From Table.3 and Fig.3b, it is observed that 

proposed ACID showing better performance than the CID on 

UA campus database. Fig.3c shows the graphs depicting the 

efficiency of suggested ACID and CID in terms of ARP and 

APR on St.Lucia database. From Table.3 and Fig.3c, it is 

evident that proposed ACID outperforms the CID on St.Lucia 

database for image retrieval. 

Finally, self photographed images are taken for evaluation 

of performance. The results of proposed ACID and CID in 

terms of ARP and ARR are depicted in Fig.3d and Table 3. 

Although the time cost of proposed ACID is slightly higher 

than CID owing to the computation of autocorrelation, it 

attains better retrieval performance due to the inclusion of 

textural and spatial details along with the geometric details 

and also more robust to place recognition, illumination, 

scaling, translation and small rotation. 

The visual results of ACID descriptor for query 

image with top 5 matches in ascending order of distance 

among query and target images is illustrated in Fig 4 and 

Fig.5. From Fig.4 and Fig.5, it is visibly obvious that proposed 

ACID is illumination to invariant and for query image of day 

right class, the proposed ACID also retrieve images from the 

day left and night right. The experiments are done on core2 

Quad computer with 2.66 GHz, 4GB of memory.  

Table 2. Computational complexity of ACID and CID 

Methods Time in 

seconds  

ACID 56 

CID 45 

 

 

Table 3. Precision. and Recall for proposed ACID and CID 

.Datasets Performance CID ACID 

Gardens Point Walking Precision (%) 57.78 60.21 

Recall (%) 8.25 7.41 

UA Campus  Precision (%) 58.41 61.23 

Recall (%) 8.00 7.34 

St. Lucia Precision (%) 56.91 59.46 

Recall (%) 8.42 7.99 

Self Photographed Images Precision (%) 59.11 62.90 

Recall (%) 7.68 6.90 

  

      

(a) (b) (c) (d) (e) (f) 

Fig.4 (a). An example query image (b)-(f). Top 5 retrieval results for using proposed ACID  

      

(a) (b) (c) (d) (e) (f) 

Fig.5. (a). An example query image (b)-(f). Top 5 retrieval results for using proposed ACID  
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V. CONCLUSION 

In this paper, a new descriptor named autocorrelation 

based chordiogram descriptor (ACID) is suggested for place 

recognition and illumination invariant images. The ACID 

calculates the spatial and textural details along with geometric 

details based on the autocorrelation function. The 

effectiveness and robustness of proposed ACID is tested by 

considering the results on 4 benchmark databases. The 

detailed examination of the results demonstrated a significant 

increase of proposed ACID in terms of ARP and ARR as 

compared to CID.  In future experiments, the proposed ACID 

can be improved in terms of time cost. 
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Abstract— Information or data is a very crucial resource. Hence 

securing the information becomes a critical task. Transfer and 

Communication mediums via which we send this information do 

not provide data security natively. Therefore, methods for data 

security have to be devised to protect the information from third 

party and unauthorized users.  Information hiding strategies like 

steganography provide techniques for data encryption so that the 

unauthorized users cannot read it. This work is aimed at creating 

a novel method of Augmented Reality Steganography (ARSteg). 

ARSteg uses cloud for image and key storage that does not alter 

any attributes of an image such as size and colour scheme. 

Unlike, traditional algorithms such as Least Significant Bit (LSB) 

which changes the attributes of images, our approach uses well 

established encryption algorithm such as Advanced Encryption 

Standard (AES) for encryption and decryption. This system is 

further secured by many alternative means such as honey 

potting, tracking and heuristic intrusion detection that ensure 

that the transmitted messages are completely secure and no 

intrusions are allowed. The intrusions are prevented by detecting 

them immediately and neutralizing them. 

Keywords— Security; Multimodal; Framework; Steganography  

I. INTRODUCTION 

Steganography represents the mechanism of concealing 

secret and confidential data inside an image and the user can 

only decrypt it using a special password or application. Fig. 1 

depicts the classical steganography model. 
 

 

Fig.1. Classical Steganography Model 

The problem statement calls for the creation of a 

steganography model where there is no modification of the 

target image and an additional authentication layer that is 

necessary before the secret message is retrieved. Additionally, 

it must be possible for any sort of data of any arbitrary size to 

be sent over the channel, including executable, documents and 

media like images and videos. The data must be actively 

protected end to end even when it is being transferred over the 

cloud. We are primarily driven by the lack of solutions to send 

steganography data attached to some object/image that would 

require the receiver to have both an image or physical copy of 

the steganographed image as well as a second point of 

authentication (the ARSteg app) which would let the user 

unmask image or document information hidden within the 

target image. Current solutions to this involve using 

algorithms like LSB alteration that requires modification of 

the source image and brings into the picture very miniscule 

file size limits and issues like loss of data and noise due to in-

transit compression of the sent target image. We intend to 

solve the above issues using Augmented Reality 

Steganography, which would discard limitations such as file 

size limit and significantly improve the security 

implementation. A cloud security module ensures sandboxing 

of any received executable data, preventing it from causing 

any harm to the end user device. 

The objectives of this works are as follows: 

 To transfer encrypted data (text, images, videos, 

audios,3D Model) mapped to an image marker 

 Implementing security mechanism such as pseudo 

authentication and fingerprint to secure the 

application from intruders and a backdoor system to 

self-destruct when app integrity is compromised 

 To analyze the received message in a cloud sandbox 

environment and quarantine the malicious message 

 Create a service based on cloud for Vulnerability 

Assessment and Penetration Testing using active 

Machine Learning 

The devised framework considers a novel idea of 

steganography, using augmented reality. Unlike classical 

algorithms of steganography like LSB, ARsteg does not 
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modify the image size or colour which makes it difficult for 

the intruder to differentiate it from a normal image.  

II. RELATED WORK 

This section describes the related works done regarding 

detectability of steganography methods and augmented reality. 

We’ve done a survey on the most popular steganography 

methods including LSB and found that there was significant 

literature that exposed its weaknesses, published in several 

reputed scientific journals. 

In [1], the authors have developed a steganalytic method 

which is based on how pixel differences are distributed 

statistically. The technique detects the existence of 

steganography based on LSB matching embedded in natural 

images of high resolution. Chandramouli et al. [2] have 

performed detectability of steganography methods applied to 

text, images, audio/video information in a cover file. 

We have also gone over improvements of existing methods 

by various techniques such as randomization and probability 

embedding. Karim et al. [3] have devised an innovative 

method for image steganography centred on LSB. The 

location of the hidden information is randomized to create the 

secret key.  

Hence, the hidden information can be extracted by 

possessing knowledge about the retrieval methods. To 

overcome this challenge, our work stores the hidden 

information in diverse positions of the image LSB depending 

on the secret key. Therefore, the extraction of hidden 

information through the knowledge about the retrieval 

methods becomes difficult. 

The probability of pixel change was reduced to one-third 

when one-third LSB embedding was performed by [4] without 

foregoing the embedded capacity, when compared to earlier 

methods of steganography based on LSB. This embedding 

resulted in a robust technique when compared with well-

known LSB detectors. 

III. DESIGN OF THE MULTIMODAL SYSTEM 

This section discusses the design of the multimodal system 

for transmission of the encrypted data.  Fig.2 shows the 

transmission of the encrypted data. 

 
Fig.2. Transmission of encrypted data 

The transmission of the Encrypted Data happens over a 

secure HTTPS channel to the server where the authenticity of 

the Message is checked using the Secure Hashing Algorithm 

(SHA256) to check if it valid or not. 

Secure transmissions prevent the attacks such as loss of 

data and ARP spoofing. The information leak detection and 

prevention (ILP), Information Leak Prevention (ILP), Content 

Monitoring and Filtering (CMF) or Extrusion Prevention 

systems represents the hardware and software 

implementations that identifies and stops the unauthorized 

data transfer from an organizations computer to outside. These 

implementations ensure the secure data transmission. 

Secure communications for internet related tasks like 

internet faxing, web browsing, instant messaging, e-mail, and 

additional data transfers are provided by the Transport Layer 

Security (TLS) and Secure Sockets Layer (SSL).  

Fig.3 depicts the data transmission between sender and 

receiver.   

Fig.3. Data transmission between sender and receiver 

 

In Fig.3, initially, the client transmits a Client Hello 

message to the server. The Client Hello includes the following 

information. 

 Client version: The client transmits the different 

protocol versions of TLS/SSL where the preferred 

version which is usually the latest version is placed 

1
st
 on the list. For instance, TLS 1.2 possesses the 

client version 3.3 since TLS 1.0 is considered as a 

miner revision of SSL. Hence TLS 1.0 is 3.1; TLS 

1.1 is 3.2 and so on. 

 Client Random: It represents a random number of 

size 32 bytes. The key generation for the purpose of 

encryption is done by the client random and the 

server random.  

 Session ID: It denotes the session id that will be 

utilized for the connection. If session_id is not empty, 

the server searches for earlier sessions that was 

cached and continues until that session match is 

found. 

 Compression methods: These are utilized to 

compress the SSL packets. By utilizing compression 
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techniques we can attain lower bandwidth usage and 

hence achieve faster transfer speeds.  

 Cipher Suites: These denote combinations of 

algorithms related to cryptography. Characteristically, 

the cipher suite is composed of one cryptographic 

algorithm related to each of the tasks like key 

exchange, encryption of bulk data, and authentication 

of messages. The cipher suites list is transmitted by 

the client in the order of preference. The connection 

is established by the client utilizing the first cipher 

suite sent. 

o Cipher suites are identified by strings. A 

sample cipher suite string is: 

TLS_ECDHE_ECDSA_WITH_AES_128_

GCM_SHA256. This string contains the 

following information: 

o TLS is the protocol being used 

o ECDHE is the key exchange algorithm 

(Elliptic curve Diffie–Hellman) 

o ECDSA is the authentication algorithm 

(Elliptic Curve Digital Signature Algorithm) 

o AES_128_GCM is the data encryption 

algorithm (Advanced Encryption Standard 

128 bit Galois/Counter Mode) 

o SHA256 is the Message Authentication 

Code (MAC) algorithm (Secure Hash 

Algorithm 256 bit) 

 

Fig.4 illustrates the mechanism of data transfer between the 

TLS client and the TLS server. 
 

 
 

Fig.4. Data transmission between TLS Client and TLS Server 

A secure SSL/TLS connection is established through 

various steps. The grouping of asymmetric and symmetric 

encryption is utilized by the SSL/TLS security protocols. The 

server and client negotiate the used algorithms and exchange 

the information related to key. 

 The TLS 1.2 connection is utilized with the objective 

of explaining this complex process. Handshake forms the 

most significant task of establishing a secure connection.  

Significant information is exchanged by the server and client 

during the TLS handshake.  

A. Security Framework 

With respect to computer security, the term ―sandbox‖ 

represents a security mechanism for dividing programs which 

are running to reduce the spread of system failures or 

vulnerabilities in software. The sandbox is frequently utilized 

to implement programs which are not tested or trusted. These 

programs may come from third parties / suppliers / websites / 

users who are not verified and trusted. This mechanism 

ensures that the host machine or the operating system is not 

harmed. The utilities like scratch space on memory and disk is 

provided by the sandbox in order to ensure that the resources 

are tightly controlled. The sandbox restricts the network 

access which allows the inspection of host system or reading 

from the input devices. 

The sandboxes can be perceived as a particular example of 

virtualization in which it provides an environment which is 

highly controlled. The sandboxes avoid the harm to host 

devices by testing unverified programs on virtual 

environments. Fig.5 depicts the app scenario with and without 

sandboxing technique. 

 

 
 

Fig.5. App scenario without sandboxing 

 

The application would function normally without 

Sandboxing and the message received will be directly sent to 

Scanning and Identification. This would lead to a major 

Vulnerability in our system as the message received can be 

potentially dangerous and can harm the system. 

IV. RESULTS 

The ARSteg framework consists of two components, the 

user app and the UMS Dashboard. The User App is our novel 

implementation of steganography using Augmented Reality 

scanning. The encryption used is Public-Private Key 

encryption. The application operates in following modes: 

1) Add AR-User first enters the type of data (text, 

image, video, audio and 3D model) that needs to be 

sent, following which, user can choose a particular 

image from gallery or capture it with camera. On 

click of encrypt button, the image and the 
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corresponding overlaid information is uploaded on 

Cloud. The data is stored on the cloud with the 

sender’s information and encrypted with our own 

algorithm.  

2) Scan AR - On the other side, any other authorized 

user can scan the image using our application and 

view the hidden message overlaid on it.  

3) It has various levels of authentication including 

generic username and password, finger print, face 

recognition, and OTP making it difficult to hack into 

data.  

4) It has also a Honey Pot feature known as ―Pseudo 

Authentication‖. Our database has some common 

username and password stored that hackers generally 

test on the login portal. Whenever a hacker uses them 

he gets into a pseudo application with wrong 

information. The hacker is fooled into thinking that 

he is using genuine information and does not think of 

other ways to hack into the application. Hence, our 

application becomes more secure. 

5) We also have a User Management System that keeps 

track of the application activity on all the devices 

which works as an intrusion detection system. If the 

application gets installed to some unauthorized 

location (determination using fcm token), it will 

notify the UMS Admin and he can take control of the 

device. UMS admin can perform camera capture, 

location access and storage access, uninstall the 

application from the particular device and use self-

app destruct option. 

6) To safeguard the applications from hackers and de-

compilation process we use Pseudo Authentication. 

a. Commonly used usernames and passwords 

will be added in the database and as soon as 

they match with the user input, the user will 

be redirected to a fake page with fake details. 

b. This is to engage the hacker from trying out 

other ways and making him believe he is 

having the correct data. 

c. Addition Security 

d. We would also have biometric 

authentication system such as Fingerprint, 

Face Recognition etc. 

e. Decompilation tested against apktool. 

Fig.6 shows the User Login interface where the person who 

wants to log in can enter his User ID and Password. 
 

 
Fig.6. Login screen 

On entering an incorrect password, a flag is raised on the 

backend and the malicious actor is unaware that he is now 

pseudo-authenticated, making sure that brute force attacks are 

ineffective. Password attempts are limited by a time out. Our 

database has some common username and password stored 

that hackers generally test on the login portal. 

Fig.7 illustrates the demo mode select screen where the 

user can either choose to create a new ARSteg message or 

scan for steganographed images using his phone camera. 
 

 
 

Fig.7. AR interaction screen 

 

Here, the user has the option to add a new AR image or 

scan an existing AR image. In ADD AR option, the user first 

enters the type of data (text, image, video, audio and 3D 

model) that needs to be sent, following which, user can choose 

a particular image from gallery or capture it with camera. On 

click of encrypt button, the image and the corresponding 

overlaid information is uploaded on Cloud. The data is stored 

on the cloud with the sender’s information and encrypted with 

our own algorithm. On the other side, in the scan AR option 

any other authorized user can scan the image using our 

application and view the hidden message overlaid on it. 

Fig.8 illustrates the process of sending a message.  

 

 
Fig.8. Sending a message 

 

Fig.8 demonstrates the workflow for creating an ARSteg 

message, by selecting the name of the target, a secret message 

(metadata), the image/media that has to be embedded into the 
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steganographed image and finally the actual object/image that 

the steganography is to be performed on. The secure 

transmissions are done to stop attacks such as ARP spoofing 

and general data loss. The TLS and SSL cryptographic 

protocols are utilized to deliver secure communication over 

the internet. 

Fig.9 shows the steganographed image viewfinder. 
 

 
Fig.9. Steganographed Image Viewfinder 

 

Fig.9 illustrates the screen used to capture the 

image/object that the steganography will be performed on. 

This is a viewfinder for the user’s device camera. 

Fig.10 demonstrates the metadata view for non-

image data. 

 
 

Fig.10 Metadata view for non-image data 

Fig.10 illustrates a steganographed image / object being 

decoded and the metadata in addition to the associated 

encoded media being demonstrated on the user’s viewfinder. 

Here, we send a JSON Object which has the following 

structure: 

 ―content-type‖: “Image”/”text”/” video”/”3d”/” 

executable”, 

 ―data‖: ―Encrypted Data‖, 

 ―signature‖: ―Signed Data Signature‖ 

 ―hash‖: ―Hash of the data‖ 

 ―sender‖: ―Public Key of the sender‖  

The outcomes of the work are summarized below: 

 We have managed to create a full stack solution 

backed by Vuforia [5] and Unity [7] to perform AR-

Steganography 

 App was bundled with remote self-destruct and 

tracking functionality.  

 ML powered heuristics detection was used to find 

malicious activity and flag it.  

 Pseudo Authentication used to deter potential 

malicious actors by honeypotting them into a false 

user account 

 Backend with UMS (User Management System) 

allowing us to monitor and trigger events on the user 

apps as mentioned above 

 Inbox functionality for temporarily storing received 

steganographed images 

 Data received analyzed in a sandbox environment 

and checked for malicious intent 

 All the network systems will be scanned for 

vulnerabilities based upon Open Ports, OS 

Information, Update patches etc. 

 The entire service will be running on a Cloud 

Architecture [8]. 

 The network data can also be sent to the cloud server 

for detection for anomaly in the real time. 

 This would highly reduce the false positive occurred 

during the scan. 

We have contrasted and compared existing Augmented 

Reality platforms to determine a suitable framework for 

building our application. Our work was compared with the 

existing works by Santos et al. [5] and Zhang et al. [6]. These 

works have modified the source image and are constrained by 

file size limits. In our work, these drawbacks were 

successfully overcome by using the Augmented Reality 

Steganography. Furthermore, the harm to the end user device 

is avoided in our work by the usage of cloud security module 

with sandboxing technique. 

V. CONCLUSION AND FUTURE WORK 

In this work, we have created a full stack solution backed 

by Vuforia and Unity to perform AR-Steganography. The App 

was bundled with remote self-destruct and tracking 

functionality. The ML powered heuristics detection was used 

to find malicious activity and flag it. Pseudo Authentication 

was used to deter potential malicious actors by honey-potting 

them into a false user account. The Backend with UMS (User 

Management System) allowed us to monitor and trigger 

events on the user apps as mentioned above. Inbox 

functionality for temporarily storing received steganographed 

images. The received data was analyzed in a sandbox 

environment and checked for malicious intent. All the 

network systems were scanned for vulnerabilities based upon 

Open Ports, OS Information, Update patches etc. The entire 

service was run on a Cloud Architecture. The network data 

can also be sent to the cloud server for detection for anomaly 

in the real time. This would highly reduce the false positive 

occurred during the scan. 
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We have hence created a robust system for securely 

transferring text, images, audio/video, executable data over a 

steganography image with support for a layer of 

authentication.  A robust cloud sandbox and heuristic 

detection mechanism coupled with a UMS was developed to 

counter any intrusions into the system.  

Future Prospects include the development of an active 

machine learning algorithm to detect and deal with threats 

posed by executable files sent over this system & Self-training 

of this model by automatically executing threat vectors on this 

system. 
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Abstract— Industry uses different types of materials as
microstrip substrates. This paper introduces steel, and thus
explores its scope as a microstrip substrate. Its metallic
nature creates a barrier, from using it as substrate. A low
cost rectangular microstrip patch antenna using a multilayer
substrate is proposed here. Martensitic steel of grade 440C
and thermocol forms a layered substrate. The magnetic
properties of steel and dielectric properties of thermocol
helps for achieving good antenna parameters. Designed patch
antenna has noticeable return loss of -24dB in 400MHz. Also
directional radiation pattern with gain of 0.3dB has been
obtained. It shows a narrow bandwidth of 3MHz which is
due to the conductivity of steel. VSWR obtained is 1.13 which
shows a tremendous matching with transmission line connected
to it. The results shows that, newly introduced multilayer
material can be used as microstrip substrate for low frequency
structures. It can produce almost the same results, which a
local substrate can. It can be used for wireless charging using
low frequency and thus an application of RF energy harvesting.

Keywords—Microstrip substrates, Martensitic steel, Thermo-
col, Patch antenna, wireless charging, RF energy harvesting

I. INTRODUCTION

Rate of use of electronic devices like mobile phones,
Wi-Fi modems, laptops etc are increasing year by year.
By that, chances of harvesting radio frequency energies
are becoming dominant. The harvested energy can be best
used for wireless charging, and it provides a new dimension
to mobile device manufacturing. Wireless charging method
can be helpful in different situations. An electromagnetic
harvester is implemented in South Korea, which can be
used as a power requirement for ice removing device. These
type of devices are used to remove ice and snow from
power transmission lines[1]. Antennas are the main part of
any Radio Frequency(RF) harvesting systems. The proper
designing of antennas helps to build an efficient harvesting
systems. Microstrip antennas are most common in RF cir-
cuits industry because of its countless advantages including
low-profile, low-weight, and conformablity[2]. Microstrip
antennas having a good bandwidth, better matching, and
minimum reflection loss, acceptable radiation intensity, along
with compact size can serve a good role in communication
systems.

Materials used as substrates are predominantly dielectrics.
Substrate properties heavily influence antenna parameters.

Research on developing novel materials for substrates are
going on. The applications is inherent to development of low
profile communication systems for next generation technolo-
gies. Metamaterials are certain type, in which both εr and µr
values are negative. They are used to build antenna arrays
that helps for hyperthermia treatments[3]. Patch antennas
with substrate as paper, coir, rubber are the outcomes of
such experiments. These environmental friendly antennas can
produce better results compared to GaAs antennas. This is
one of the material which is available locally, and studies
shows that it creates some environmental issues. Low cost
patch antenna using cement as substrate can be used for
indoor applications including WLAN, wireless sensors for
IoT applications[4]. The introduction of non conducting
magnetic substrates into the field adds the miniaturization
capability to the existing structures[5]. They have εr, rela-
tive permeability µrvalue, in between 10-15 range. Nickel-
ferrites are such materials, which has both dielectric and
magnetic properties. The mechanical, dielectric and magnetic
properties for Nickel-ferrite composite materials are analyzed
in[6]. Another flexible magnetic composite material having Z
phase Co hexaferrite particles is used as substrate for making
a quarter wavelength antenna in [7], the miniaturization
capability was 2.4x with increased performance.

The existing wireless charging systems uses high fre-
quency. 2.45GHz is the most, commonly available frequency
used for any RF circuits or wireless charging circuits. It
has some difficulties including heating effect, high volt-
age etc. Introduction of low frequency wireless charging
can overcome these disadvantages. Conformable antennas
at lower frequency helps to implement low cost wireless
charging systems. Like other conventional substrate, here
explores the possibility of development of antennas on a
conducting material. A rectangular patch antenna at 400MHz
is investigated employing steel as substrate. The return loss
degradation due to steel conductivity is compensated by em-
ploying a multilayer substrate including commonly available
thermocol. The radiation pattern for multilayer structure is
analyzed.

Section II describes the properties of steel. Methodology
and HFSS(High Frequency Structure Simulator) simulation
results are included in section III and Section IV respectively.
Section V gives the conclusion.
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II. MATERIAL PROPERTIES

A. Steel

Iron and carbon are the main components of steel. El-
ements such as Nickel, Manganese, Phosphorous, Sulphur
etc were introduced in it to form different grades having
different properties. Carbon steel, Alloy steel, Stainless steel
and Tool steel are the major types of steel. Stainless steels are
commonly available in market. It has 10-20% chromium con-
tent, highly corrosion resistant. Austenitic steel, Martensitic
steel, Ferritic steels are three types of stainless steel. In this,
austenitic steels are nonmagnetic. Ferritic and martensitic
steels are magnetic in nature. The model implemented here
needs a magnetic steel. The available steel in market with
comparatively low cost, and having appropriate properties is
440C grade steel. It is used for making knives, cutting tools,
dental and surgical equipment. A study presents comparison
of ten types of magnetic steels in terms of their magnetic
properties[8]. The properties listed in Table I is taken from
the same. Since steel can be considered as a metal the relative
permittivity is taken as 1. The below mentioned values are
used for steel in material development section of HFSS.

Parameters Values
Relative permittivity 1
Relative permeability 160
Electric conductivity 1.6X106

Density 7611Kg/m3

Dielectric loss tangent 6.366X10−3

Magnetic loss tangent 3.978X10−5

TABLE I
ELECTRICAL AND MAGNETIC PROPERTIES OF GRADE 440C STEEL

III. METHODOLOGY

As a first step, a rectangular patch antenna has been
designed in HFSS, over the steel substrate. Since it is a
magnetic material the length of patch has been computed by
using[9][10]. The obtained value was too large. As a result,
the length of patch has reduced by( 1/128) times. Width of
patch is calculated using equation (1)[11].

W =
c

2fr

(√
2

µr + 1

)
(1)

Where W is width of patch, c is velocity of light in vacuum
3*108m/s, f r is resonant frequency which is 400MHz, µr
is relative permeability of steel which is 160. Obtained
value was 4cm, that has increased by 3 times, for getting
the required resonating frequency for a good return loss.
Finally steel material having dimension 25cm x 25cm x
1.6cm has been fixed. Antenna has been designed at 400MHz
frequency. Transmission line feed is opted in the design.

A. Feed Line Design

Fig. 1 shows the plot between width to height ratio vs
characteristic impedance of transmission line for 1.6cm steel
thickness. w is the width of transmission line and it is taken
as 5mm from graph which corresponds to 38Ω.

Fig. 1. (w/h) ratio Vs characteristic impedance of feed line

B. Patch Antenna Design on Steel Substrate

The mostly preferred is rectangular shape, because of its
simpleness. The final dimension of antenna is listed in Table
III. It is having rectangular shape with length of patch greater
than width of patch. Fig. 2 shows the s11 Vs frequency

Parameters Values(in cm)
Length 21.3
Width 13
Feed line length 3
Feed line width 0.5

TABLE II
DIMENSIONS OF PATCH

plot of antenna. The s11 value is -0.27dB for 500-600MHz
frequencies. It indicates a very high return loss.

Fig. 2. Return loss of patch antenna on steel substrate

C. Antenna Design on Layered Substrate

Antennas having multilayer substrate posses advantages
including antenna miniaturization. Periodically arranged
magneto-dielectrics substartes are analysed for design of
electromagnetic structures in VHF-UHF bands in[12]. A per-
fect dielectric on top of steel can compensate the conductivity
of the same. A locally available material thermcol has been
chosen for that. Thermocol is also called polystyrene, its a
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hydrocarbon, derived from monomer styrene. Its εr is taken
as 2.5. A thin layer having 4 mm thickness is used here. Fig.
3 shows the return loss Vs frequency graph of multilayer
substrate antenna.

Fig. 3. Return loss of patch antenna

It shows that dielectric properties of thermocol layer
helped to improve the return loss. Fig. 4 and Fig. 5 shows the
E-plane and H-plane radiation pattern obtained after simula-
tion. Fig. 6 shows Voltage Standing Wave Ratio(VSWR) Vs
frequency plot. Antenna has a markable VSWR value 1.13.

Fig. 4. E-plane radiation pattern

IV. RESULTS

Patch antenna on steel substrate is analysed first. Fig. 2
shows s11 Vs frequency plot for the same. The exponentially
decaying graph shows that, antenna on steel substrate is
less efficient to transmit or radiate electromagnetic waves.
The reflection coefficient obtained is -0.27dB, which is very
high, indicating that most of the power is reflecting back to
feeding port. Then considering combined effect of magnetic
and dielectric materials, commonly available thermocol layer
is added to the design. Resulting return loss plot is shown in
Fig. 3. Antenna achieves a noticeable return loss of -24dB

Fig. 5. H-plane radiation pattern

Fig. 6. VSWR Vs frequency plot

for 400MHz. -3dB bandwidth can be calculated from Fig. 3,
and it is 3MHz. E-plane and H-plane radiation patterns in
Fig. 4 and 5 shows that it can attain a directional pattern.
The less gain of 0.3dB is attributed to conductivity of steel.
VSWR is an important antenna parameter. It is a measure that
numerically describes how well the antenna is impedance
matched to the transmission line it is connected to. The value
of VSWR obtained is 1.13, which indicates a good match.

As an analysis, microstrip antennas on other frequencies
can be designed using the same substrate combination. For
that design purpose, the following points can be best used.
The increase in steel thickness further by 1mm, results a
decrease in resonating frequency by 1MHz. When thermocol
thickness is reduced by 1mm, frequency of operation reduces
by 14MHz. When there is a slight air gap is introduced,
return loss can be improved. It is found that increase in patch
width by 10mm, improves the return loss by -5dB. 10mm
increase in length of patch reduces resonating frequency by
35MHz. So keeping these points patch antenna on multilayer
substrate can be designed for any frequency, respective to the
applications. Also, further increase in relative permeability

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2000



can brought back many features including miniaturization.

V. CONCLUSIONS

A low cost microstrip patch antenna on multilayer sub-
strate, formed by steel and thermocol has been designed in
HFSS. The antenna is designed for low frequency 400MHz,
which is in UHF spectrum. The antenna has a directional
radiation pattern with 0.3dB gain. It can be used for charging
applications in low frequency, and thus for RF energy
harvesting systems. The simulated results shows that the
combination of a conducting magnetic material and perfect
dielectric can produce good results, which a microstrip
antenna on a locally available substrate can.
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Abstract— Cyclic Redundancy Check (CRC) is one of 

the most important method to detect the errors occurred 

during the transmission of any data. Errors are detected 

in communication due to internal and external factors. 

This paper presents an implementation and analysis of 

encoder and checker of CRC8 which takes 16-bits of 

input data to create 24-bits code-word and can detect 

errors up to 8-bits. The proposed design is functionally 

synthesized with VHDL and verified using Xilinx ISE 

14.7 Software. The hardware implementation of this 

design is done on Xilinx Artix-7 FPGA board. 

Simulation based results are reported in this paper. 

 

Keywords— CRC, Error detection, Communication,           

code-word, Encoder. 

I. INTRODUCTION  

In a digital transmission system, error occurs when bits 

are changed in between the transmission and reception of 

data in a channel. Error takes place when binary 1 is 

transferred and binary 0 is there at the receiver or when 

binary 0 is transferred and binary 1 is there at the receiver. 

There are two types of errors: one is single bit error and the 

other one is burst error [1]. A single bit error is a sequenced 

error that modifies single bit and does not changes other 

bits. A burst error is an error in continuous sequence of bits 

which may have error in any number of bits [2]. A single-bit 

error occurs when white noise is present, because of slight 

arbitrary worsening of the signal-to-noise ratio, which is 

adequate to complicate the receiver’s conclusion on a single 

bit. Burst error may occur due to impulse noise or waning in 

a mobile wireless environment. It occurs more as compared 

to single-bit error [3].  

 

  In optical links, the error is due to the presence of 

physical components like optical driver, connectors, optical 

fiber and optical receivers, etc. Errors may also occur 

because of optical dispersion and optical attenuation [4]. 

There are three types of Error detection techniques. First is 

Single parity check, second is Cyclic Redundancy Check, 

and the third one is Checksum technique. Cyclic 

Redundancy Code (CRC) is basically an error detecting 

code that is used to detect error in digital transmission 

system and storage devices [5]. The redundant word used in 

CRC is because it expands the input message without 

adding useful information to it. The detected error then can 

be corrected by using error correction codes which can 

identify and remove the errors present in transmission 

network [6]. CRC operates using binary 0 and 1. It’s 

operation is based on modulo-2 addition (logical XOR) and 

multiplication (logical AND). Systematic codes is used for 

coding the scheme [7]. Let m(x) be polynomial of input 

message, g(x) be the generator polynomial and c(x) be the 

polynomial of code-word. We have c(x) = m(x)g(x) which 

can be represented as systematic form as c(x)= m(x)xn-k + 

r(x), where r(x) is the remainder occurring when m(x)xn-k is 

divided by g(x). The transmitted message c(x) contains k-

information bits followed by ‘n-k’ CRC bits [8]. 

 
Figure 1: Basic structure of CRC 

 

       In figure 1, a simple structure of CRC is shown. It 

consist of two modules. One is Sender in which input 

message is given and another is Receiver in which the coded 

message is received. CRC is a process of encoding a data at 

sender and decoding it at receiver [9]. 

II. PRINCIPLE OF CRC 

Cyclic Redundancy Check (CRC) is an error detecting 

method in which a transferred message is appended with a 

few redundant bits from the sender and then the code-word 

is plaid at the receiver using modulo-2 arithmetic for 

checking errors. The message is then communicated from 

the encoder and is received at the receiver where a CRC 

check is conceded out. This procedure supports to regulate 

any error in communication system over the channel. The 

total number of errors which a CRC may detect, depends on 

the generator polynomial. The degree of generator 

polynomial will decide the number of detected error. For 

example, CRC8 can detect errors up to 8-bit [10].  
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      The most important step in the implementation of CRC 

algorithm is selecting a generator polynomial. The 

polynomial should be selected such that it maximizes the 

error-detecting capabilities and minimizes overall collision 

probabilities [11]. CRC can be divided into following types: 

 

Table 1: Standard CRC and their polynomials 

S. No. CRC Polynomial Application 

1. CRC4 x4 + x3 + 1 Telephone 

2. CRC8 

CCITT 

x8 + x7 + x2 + x + 1 

 

1 wire bus 

3. CRC10 x10 + x9 + x5 + x4 + x +1 ATM AAL 

4. CRC16 x16 + x15 + x2  + 1 HDLC/USB 

5. CRC16 

CCITT 

x16 + x15 + x5 + 1 X.25/Modem 

6. CRC32 x32 + x26 + x23 + x22 + x16 

+ x12 + x11 + x10 + x8 + x7 

+ x5 + x4 + x2 + 1 

Ethernet 

 

     Table 1 shows different types of CRC based on generator 

polynomial and their application in communication system. 

The selection of generator polynomial should be done be-

fore the user computes the redundancy check of a 

communicated message. The generator polynomial must 

have a non-zero coefficient in the LSB and MSB positions 

and its degree should be greater than zero [12].  

 

 
 

Figure 2: Division in CRC 

 

Figure 2 shows the binary division in CRC. This is the 

basic operation in the implementation of CRC. In this, a 10-

bit input is divided with 5-bit generator bits. As a result, 

CRC remainder is obtained [13]. 

III. PROPOSED DESIGN & SOLUTION 

In this paper, Encoder and Checker are designed for 

CRC8 which uses x8 + x7 + x6 + x4 + x2 + 1 as generator 

polynomial that is used in DVS-S2 (Digital Video 

Broadcasting – Satellite Second Generation). The input 

message given to Encoder is of 16-bits. This 16-bit message 

is binary divided with the given generator polynomial by 

which 8-bit CRC remainder is obtained.  This remainder is 

then appended with the original input message which 

becomes the 24-bit input data for the checker. At checker, 

this 24-bit input data is again binary divided with the 

generator polynomial. The result of CRC Checker will show 

that how many bits are corrupted. The proposed design is 

synthesized using VHDL (VHSIC HDL) i.e. Very High 

Speed Integrated Circuit Hardware Description Language 

which describes the method for modelling and designing of 

Digital Circuits and Digital logic systems. It is verified 

using Xilinx ISE 14.7 software and for hardware 

implementation, Xilinx Artix-7 FPGA (Field Programmable 

Gate Array) board is used. 

 

            Figure 3: Designing of proposed CRC8 

 

Division operation of CRC is based on modulo-2 

operation. The divider circuit of CRC consist of shift 

registers and mod-2 adders. Figure 3 shows the hardware 

implementation of CRC8 by using x8 + x7 + x6 + x4 + x2 + 1 

as generator polynomial which consist of eight stages of 

shift registers and five EX-OR gates. Using this polynomial, 

we can detect error up to 8-bits. 

 

Implementation of Encoder Algorithm 

a. Read the message vector.  

b. Take the generator polynomial order ‘k’.  

c. Shift the message vector ‘k’ times and store it order as 

‘n’. Compute (n-k).  

d. Shift generator polynomial (n-k) times and store the 

result ‘h’.  

e. XOR the generator polynomial and message vector and 

store the result in ‘x’.  

f. Determine the highest polynomial index position of ‘x’ 

where 1 is occurred and take it as ‘n’.  

g. If n >=k go to step 4.  

h. Concatenate the check bits with the message bits.  

 

Implementation of Checker Algorithm 

a. Read the received data and take its order as ‘n’ and 

store it in ‘h’.  

b. Take the order of generator polynomial as ‘k’. Compute 

(n-k).  

c. Shift the generator polynomial left (n-k) times and store 

the result in ‘e’.  

d. XOR the generator polynomial and received vector and 

store the results in ‘x’.  

e. Determine the highest index of ‘x’ where 1 is occurred 

and take it as a ‘n’.  

f. If n >= k go to step 3.  

g. Store ‘x’ in rem.  

h. If rem =0 then the received data is error free else data 

contains error.  
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IV. SIMULATION RESULTS & DISCUSSION 

 

Authors have implemented the coding of proposed 

design and simulated using Xilinx ISE 14.7. Simulation 

based results are reported in this paper as shown in the 

figure 4 to figure 13. 

 

 
Figure 4: 1st level RTL of CRC Encoder 

 

Figure 4 shows the symbol of CRC Encoder. This is the first 

level RTL of Encoder. It shows 16-bit input dIN and 8-bit 

output CRC. 

 
Figure 5: 2nd level RTL of CRC Encoder 

        

             

  
Figure 6: 3rd level RTL of CRC Encoder 

     Figure 5 and 6 shows the 2nd and 3rd level RTL Design of 

proposed CRC Encoder. In this, dIN is the 16- bit input 

dataword and CRC is the 8-bit encoder output. This encoded 

output is appended with the input dataword which is being 

transmitted to the receiver. 

 

 
Figure 7: Output Waveform of CRC Encoder 

 

        Figure 7 shows the output waveform of CRC Encoder. 

In this, the given input is dIN = 1111000011110000 for 

which the output obtained is CRC = 10010101. Now this 

value of CRC will be appended with the input data dIN 

which will be the input of the CRC checker. Therefore, the 

input of CRC checker will be 24 bit code-word which is 

111100001111000010010101.  

   
 

Figure 8: 1st level RTL of CRC Checker 

 

Figure 8 shows the symbol of CRC Checker. This is the first 

level RTL design of Checker. It shows 24-bit input dIN and 

two outputs. One is 8-bit CRC_err and other is check. 

 

 
Figure 9: 2nd level RTL of CRC Checker           
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Figure 10: 3rd level RTL of CRC Checker 

 

       Figure 9 and 10 shows the 2nd and 3rd level RTL design 

of proposed CRC Checker. The input of CRC Checker is a 

24-bit input dIN [0, 24] and the output is 8-bit CRC_err and 

Check. The check=1 when the input is corrupted in between 

the encoder and checker i.e., when the input given to 

checker is other than the correct input. 

 

 

 
Figure 11: 1st Output waveform of CRC Checker 

 

       Figure 11 shows the output waveform of CRC Checker 

for input dIN = 111100001111000010010101. For this input, 

output CRC_err = 00000000 that means no error since the 

input is same as the coded input i.e., 24 bit code-word. Here 

Check = 0 because no error is detected. 

 

 
Figure 12: 2nd Output waveform of CRC Checker 

 

     Figure 12 shows the output waveform of CRC Checker 

for input dIN = 111100001111000010010100 and dIN = 

111100001111000010010010. For the first input, output 

CRC_err = 00000001 that means 1-bit error is detected 

since the input differs from actual code-word by 1-bit. For 

the second input, output CRC_err = 00000111 i.e., 3-bit 

error is detected because this input varies from code-word 

upto 3-bits. Check=1 in both the cases since error is detected 

in each case. 

 

 
Figure 13: 3rd Output waveform of CRC Checker 

 

      Figure 13 shows the output waveform of CRC Checker 

for input dIN = 111100001111000001101010. For this input, 

output CRC_err = 11111111 means all bits are corrupted. It 

represents 8-bit CRC error with check = 1. In this, the 

redundant bits which were appended with the input are all 

inverted with respect to the actual redundant bits. 

 

These were the output waveforms of proposed CRC 

Checker/Decoder with different inputs and different CRC 

errors. 

 

 
Figure 14: FPGA implementation for CRC Encoder  
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       Figure 14 shows the FPGA implementation of CRC 

Encoder. The FPGA board used is Artix-7 with package 

CSG324. The input given to this encoder is d IN = 

1111000011110000 and the output obtained is CRC= 

10010101. The input dIN is given to the board through 

the switches shown in figure and the output CRC_err is 

shown from LED. For the LED blow, 1 is considered and 

0 otherwise. Table 2 shows the details of Artix 7 FPGA 

board used for implementing CRC Encoder. 

 

Table 2: Xilinx Tools used in proposed CRC 

Family Artix 7 

Device XC7A100T 

Package CSG324 

Synthesis Tool XST(Verilog/VHDL) 

Simulator ISim(Verilog/VHDL) 

Language used VHDL 

 

Table 3 compares the results of proposed design with the 

previous design for CRC Decoder/Checker. 

 

Table 3: Comparison of Proposed CRC 

Slice Logic Utilization 
Previous 

Design [8] 

Proposed 

Design 

Number of Slice LUTs 36 20 

Number of bonded IOBs  41 33 

Power (W) 1.064 0.042 

 

     Table 4 describes the logic utilization summary. Few 

parameters like LUT's, Power, Memory and Delay are 

obtained during the implementation of 16-bit Message 

polynomial and 8-bit CRC. 

 

Table 4: Results of Proposed CRC 

Slice Logic Utilization Encoder Checker 

Number of Slice LUTs 13 20 

Number of occupied Slices 5 8 

Number of LUT Flip Flop pairs 

used 
13 20 

Number of bonded IOBs  24 33 

Average Fanout of Non-Clock 

Nets 
2.58 2.2 

Delay (nsec)         1.481 2.737 

Total memory usage (KB) 317684 316916 

Power (W) 0.042 0.042 

  

V. CONCLUSIONS 

In this paper, the method of calculating the remainder for 

CRC and creating code-word for a given message is 

described. Figure 12 shows the output waveform of CRC 

checker and error received in code-word up to 8-bits. Table 

4 shows the overall parameters obtained for CRC Encoder 

and Checker. The delay in the output for encoder is 

comparative lower than checker circuit. The overall result 

shows that low hardware usage which is required for 

implementation of any system. 
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Abstract— The internet of things is the decentralized type of 

network in which various type of active and passive attacks are 

possible. The active attacks affect network performance in terms 

of certain parameters. The version number is the active type of 

attack it leads to denial of service in the network. The various 

methodologies are proposed by the authors for the isolation of 

version number attack in the network. In this work, the various 

methodologies for the detection of version number attack are 

reviewed in terms of various parameters. The novel approach can 

be designed for the isolation of version number attack which 

should be less complex and detect malicious nodes in least 

amount of time. In this paper, two scenarios are compared which 

are DODAG protocol scenario and version number attack 

scenario. It is analyzed that version number attack has low 

throughput and has high packet loss as compared to DODAG 

scenario. 

Keywords— Version number attack, IoT, Malicious nodes 

I.  INTRODUCTION  

A technology in which several sensors, smart nodes, and 

objects are connected to each other in order to perform 

communication without using any human efforts is known as 

the Internet of Things (IoT). Depending upon the link amongst 

objects, the objects function autonomously. Analysis of 

collected data to make decisions, providing lightweight data 

and extracting the data by accessing and authorizing the cloud-

based resources are some of the actions performed by IoT 

nodes. The users, services, sensors as well as objects are 

linked to each other very closely through IoT. The 

applications ranging from smart grid healthcare applications to 

intelligent transport systems deploy IoTs within them. The 

number of smart devices and intelligent services provided 

through IoT networks has been outgrowing due to the huge 

business opportunities provided in the IoT scenarios [1]. The 

cloud-based IoT networks have been developed due to the 

relativity of IoT devices on the cloud infrastructure such that 

the data can be transmitted across applications. There are 

mainly IP based web and IoT applications which provide 

transmission using TCP and UDP. However, among most of 

the IoT applications, there are few commonly used message 

distribution functions. Various applications implement these 

functions in interoperable standard ways [2]. Very similar to 

the client/server protocol, a publish/subscribe protocol 

architecture is designed which is called MQTT (Message 

Queue Telemetry Transport). Due to its simple structure and 

ability to avoid high CPU and memory utilization, MQTT 

protocol is known to be of huge important. Another protocol 

that is designed from the financial industry is the Advanced 

Message Queuing Protocol (AMQP). The TLS/SSL protocols 

are used here to manage the security. To ensure that less 

power and memory embedded devices are being used, CoAP 

is applied for communication. Various network layer protocols 

also have been designed. The most commonly known IoT 

standard for MAC is the IEEE 802.15.4 [3]. A frame format is 

defined in this protocol in which the source and destination 

addresses are defined in headers along with the manner in 

which nodes can communicate. Low power multi-hop 

networking is applied lately in IoT because it is not suitable to 

use frame formats applied previously in traditional networks 

since they cause overhead in these systems [4]. For ensuring 

high reliability, less cost and meeting the communication 

requirements of IoT, channel hoping and time synchronization 

are used. Another lighter version of original IEEE 802.11 

wireless medium, access standard is the IEEE 802.11ah. The 

IoT requirements are met here by reducing the overhead. The 

most commonly used wireless standards are the IEEE 802.11 

standards. For all the digital devices, these protocols have 

been used on large scale [5]. A category of Directed Acyclic 

Graph that is rooted at the sink and uses RPL routing protocol 

for organizing the routers is called Destination Oriented 

Directed Acyclic Graph (DODAG). The DODAG Information 

Object (DIO) messages are originated periodically by the 

DODAG root for initiating the formation of DODAG. The 

link-local multicast is used to advertise this generated 

DODAG. Information related to the root identity of DODAG, 

the used routing metrics, and the depth/ rank of originating 

router are included within the DIO messages. Depending on 

the information advertised by its neighbors within their DIOs, 

the router that joins the DODAG defines its own rank. A 

simple example of building process of DODAG is shown in 

figure 1. Node 3 is beyond the radio range of root node among 

all the three client nodes shown in the figure. The DIO control 

message is broadcasted with its rank and id is broadcasted to 

the client nodes when the root node initiates the generation of 

a network topology [5]. Here, DAO messages are sent in 
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response from the client node 1 and node 2 to the root for 

joining DODAG as they are in the radio range of the root. The 

Client node 3 waits for a period of time to hear from the root 

node but does not receive any response. Thus, the neighbor 

nodes start sending DIS message proactively to the solicit 

DIO. The DIO message that is received earlier to the client 

node 3 is forwarded if in any case this DIS message is 

received by client node 2. A DAO message is sent back to the 

client node 2 by the client node 3 when it receives the DIO 

message. This message will then be forwarded to the root node 

from client node 2. Thus, the construction process is 

completed when the client node 3 joins the DODAG at the 

end.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: DODAG construction process [10] 

 

For ensuring that the global repair process of RPL is 

under control and all the nodes available in DODAG are 

updated as per the routing state, the root node uses version 

number [6]. The lifetime of IoT system is reduced due to the 

presence of version number attacks in it. Attacker can perform 

this attack with very less expense and the network can be 

overloaded by exploiting the global repair mechanism that is 

included as an immune system of protocol.  With the presence 

of several inconsistencies in the network, a global repair is 

initiated by the root. The version number of DODAG is 

incremented for rebuilding the complete DODAG. DODAG 

Information Object (DIO) is the control message in which this 

version number is carried. Comparisons are made among the 

existing version number and the one received from its parent 

by every receiving node. In case of higher received version, 

the current rank information is ignored, the trickle timers are 

reset and a new procedure for joining the DODAG is initiated 

[7].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Illustration of a version number attack 

 

A loop free topology is guaranteed in this global repair 

although its cost is very high. It can be known that the node 

did not migrate to the new DODAG version if the previous 

value of version is being advertised in DIO messages. The 

other nodes must not select such a node as preferred parent. At 

the time of global repair, two versions of DODAG can exist at 

similar time. However, data packets that exist in old version 

can transit in new version for avoiding loops. The previous 

version is not considered as DODAG and there is no guarantee 

of availability of loop free topologies as the network is still 

beyond convergence state. Across DODAG, the version 

number must be propagated unchanged so that any possible 

inconsistencies of the network are avoided. For ensuring the 

integrity of version number available in received DIO 

messages, no technique has been provided in RPL [8]. The 

network can be harmed here when a malicious node might 

modify this value in its own DIO messages. The trickle timer 

is reset, the version is updated and the new version is 

advertised to the neighbors using DIO messages once a 

malicious DIO is received with a new version number.  

This research work is based on the version number attack 

in the internet of things. In the introduction section, the 

introduction about the DODAG protocol is described in detail. 

The description about the version number attack is also given 

in the introduction section. In the second section is related 

work is described in detail. The problem formulation section 

illustrated the problems in the previous research work. The 

research methodology section describes the novel approach for 

the detection of malicious nodes in the network. In the last 

section, result and discussion is described in which two 

scenarios are compared which are DODAG protocol and 

version number attack in IoT.    
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II. REVIEW OF LITERATURE 

Ahmet Arıs, et.al [9] proposed two simple alleviation 

approaches for the elimination of RPL version number attacks. 

The updates of the version number from the way of leaf nodes 

were eliminated by the first mitigation approach. The first 

approach gave information about the toughness of the 

locations for virtual numbers. The efficiency of the proposed 

approach was verified by using a number of topologies. In 

future, more experiments can be performed in the area of 

various virtual number invasions situation. The examination of 

the hybrid mitigation approach can also be performed in the 

near future. 

Anthea Mayzaud, et.al [10] presented a novel 

classification approach for the categorization of the attacks 

found besides the RPL. For this approach, mainly three classes 

of attacks were considered. The lifespan of the network was 

reduced by the invasions against resources. The intruder node 

capture and the examined a wide part of the network in case of 

attacks. The researchers have proposed a lot of approaches for 

the prevention of these types of attacks based on different 

properties. The implementation and the management of the 

security modes were not mentioned by the RPL specification 

technique. Thus it was concluded that the transaction among 

different security levels was a major challenge for the 

accepted structure of RPL networks. 

Amit Dvir, et.al [11] suggested the use of a new routing 

protocol for the elimination of the issues presented in the Low 

power and Lossy networks. This protocol was named as IPv6 

routing protocol. The main objective of this routing protocol 

was to grant the functionality in the Low power and Lossy 

Networks. An updated version named DODAG was used for 

reconstructing the routing topology. It was also suggested that 

for the prevention of initial intruder, same approach should be 

used, for publishing the decreasing value of rank. In this 

method, a wider part of the DODAG was combined with the 

DODAG through the intruder for forwarding a long part of the 

network traffic. Thus with the use of this new security 

component, the illegal increase in the version number could be 

avoided. 

Anthea Mayzaud, et.al [12] presented a novel 

classification approach for the categorization of the attacks 

found besides the RPL. For this approach, mainly three classes 

of attacks were considered. The lifespan of the network was 

reduced by the invasions against resources. The intruder node 

capture and the examined a wide part of the network in case of 

attacks. The researchers have proposed a lot of approaches for 

the prevention of these types of attacks based on different 

properties. The implementation and the management of the 

security modes were not mentioned by the RPL specification 

technique. Thus it was concluded that the transaction among 

different security levels was a major challenge for the 

accepted structure of RPL networks. 

Zeeshan Ali Khan, et.al [13] proposes some new 

approaches for IDS which were very suitable for the tiny 

devices. For managing the status information about the 

neighbors, the proposed approach used the faith management 

technique. The proposed approach proved very successful for 

singling out nastily behaving units. After the recognition of 

attacker node, it was eliminated from the network. The 

presented approach was most suitable against the three types 

of RPL protocol attacks. The presented approach could also be 

used for other type of inclusions. For the validation of 

MATLAB simulations, a test bed involving Z1coponents will 

be developed in near future.  

H. Abdo, et.al [14] proposed a novel approach for 

ensuring the security and safety in case of industrial threat 

investigation. For this purpose, a conventionally used safety 

investigating system named bowtie analysis was combined 

with the newly developed version of security analysis. A 

comprehensive demonstration of the risk scenario was 

presented by the combination of attack tree and bowtie 

analysis approach in terms of safety and security. For the 

evaluation of risk range relied on two term similar parts, a new 

mechanism was presented. The one part was for security while 

the other part was for safety. The tested results showed that 

the proposed approach performed well. In future, a more 

reliable and tough likelihood estimation technique will be 

developed by the researchers. 

Ahmet Aris, et.al [15] presented a deep study of RPL 

version number attacks. The investigation of the attacks was 

also performed which was based on different scenarios. The 

investigation was performed on a practical network topology 

containing both mobile and stationary nodes. A probabilistic 

approach was used for calculating the attacks probabilities. 

The performance results were demonstrated according to the 

different valves of p. The outcomes of the simulation depicted 

that the mobile attackers and the distantly placed nodes had 

almost same effects on the network performance. In future, a 

study about the coming behavior of DIO information for the 

recognition of possible position of virtual number attack will 

be performed. 

Hezam Akram Abdul-Ghani, et.al [16] proposed a new 

internet of things suggestion approach relied upon 

constructing blocks policy. This was basically a four layered 

reference model. An inclusive IOT invasion model was 

developed including four main phases. Firstly an IOT asset 

relied invasion plane comprising of four mechanism was 

presented. In the second phase, a pattern of IOT security aim 

was defined. The IOT invasion classification for every 

component was identified in the third phase. In the final phase, 

violation of security aims and the association among every 

attack was identified. A set of solution was also for protecting 

each asset was also identified in the last phase also. For the 

very first time, an IOT invasion model relied on building 

block reference model was developed. The tested results 

clearly depicted the effectiveness of the proposed model. 

Anthea Mayzaud, et.al [17] proposed a recognition 

strategy for addressing the version number attack issues in 

RPL network. A solution based on distributed monitoring 

design was implemented for the conversation of node 

resources. After obtaining the recognition information from all 

monitoring nodes the intruder localization procedure was 

performed by the attacker. A lot of tests were conducted for 

the evaluation of the above approach. With the help of 
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strategic monitoring nodes placement, the false positive rate 

could be reduced. In future, many more complementary 

experiments based on real infrastructure with some other 

classes of components will be performed. 

Seungyong yoon, et.al [18] proposed a novel well-

implemented structural design of distant security handling 

server. This approach was proposed for ensuring the safety of 

IOT devices in an IOT handling scenario. A number of 

security constraints were managed and provided in an 

integrated and systematic manner by the remote security 

management server. The presented approach helped in the 

prevention of various unpleasant incidents in the IOT scenario 

in advance. With the identification of these attracts, the 

damage caused by these attacks could be minimized. In case 

of the occurrence of the attack, the prevented measures could 

be adopted. The various tested results indicated that the 

presented approach performed well on certain parameters like 

safety and security. 

TABLE I.  TABLE OF COMPARISON  

 

Reference No. & 

Author’s Name 

Technique Advantages/ Features Disadvantages/ Improvements 

[9] Ahmet Arıs, 

et.al  

Two simple alleviation approaches 

for the elimination of RPL version 

number attacks are proposed. 

The efficiency of the 

proposed approach was 

verified by using a 

number of topologies. 

The analysis of the multiple VN 

attackers’ situation was not performed in 

this study.  

[10] Anthea 

Mayzaud, et.al 

A novel classification approach for 

the categorization of the attacks 

found besides the RPL in which 

mainly three classes of attacks were 

considered. 

The researchers have 

proposed a lot of 

approaches for the 

prevention of these 

types of attacks based 

on different properties.  

This proposed technique is only able to 

secure the networks that include one 

malicious node and thus, the future work 

can be extended for making 

improvements in this technique to ensure 

that systems with multiple malicious 

nodes can be secured.  

[11] Amit Dvir, 

et.al 

The main objective of this routing 

protocol was to grant the 

functionality in the Low power and 

Lossy Networks.  

In this method, a wider 

part of the DODAG 

was combined with the 

DODAG through the 

intruder for forwarding 

a long part of the 

network traffic. 

The proposed technique was only 

implemented in standard systems for 

evaluations and the future work can be 

extended by implementing this technique 

in RPL and real wireless sensor 

deployments.  

[12] Anthea 

Mayzaud, et.al 

A novel classification approach was 

proposed for the categorization of 

the attacks found besides the RPL. 

For this approach, mainly three 

classes of attacks were considered. 

It was concluded that 

the transaction among 

different security levels 

was a major challenge 

for the accepted 

structure of RPL 

networks. 

The proposed work was not evaluated in 

real infrastructures that included 

additional classes of devices that were 

implemented in RPL protocol.  

[13] Zeeshan Ali 

Khan, et.al 

For managing the status information 

about the neighbors, the proposed 

approach used the faith management 

technique. The proposed approach 

proved very successful for singling 

out nastily behaving units. 

For the validation of 

MATLAB simulations, 

a test bed involving 

Z1coponents will be 

developed in near 

future. 

The proposed technique is not enough 

computing intensive due to which several 

issues are being faced.  

[14] H. Abdo, 

et.al 

A novel approach was proposed for 

ensuring the security and safety in 

case of industrial threat 

investigation. For this purpose, a 

conventionally used safety 

investigating system named bowtie 

analysis was combined with the 

newly developed version of security 

analysis. 

The tested results 

showed that the 

proposed approach 

performed well. 

The issue of uncertainty still exists after 

implementing the proposed approach 

which can be resolved by making 

improvements in this approach in future.  
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[15] Ahmet Aris, 

et.al 

The investigation of the attacks was 

also performed which was based on 

different scenarios. The 

investigation was performed on a 

practical network topology 

containing both mobile and 

stationary nodes. 

The outcomes of the 

simulation depicted that 

the mobile attackers 

and the distantly placed 

nodes had almost same 

effects on the network 

performance. 

It is still easy to drain the resources and 

reduce the lifetime of networks if the 

malicious node is placed on mobile 

network identity.  

[16] Hezam 

Akram Abdul-

Ghani, et.al 

A new internet of things was 

proposed suggestion approach relied 

upon constructing blocks policy. 

For the very first time, 

an IOT invasion model 

relied on building block 

reference model was 

developed. The tested 

results clearly depicted 

the effectiveness of the 

proposed model. 

No standard method has still been defined 

for securing the IoT systems.  

[17] Anthea 

Mayzaud, et.al 

A solution based on distributed 

monitoring design was implemented 

for the conversation of node 

resources. For the identification of 

the attacker in the proposed 

approach, the collaboration of 

observed nodes was exploited. 

With the help of 

strategic monitoring 

nodes placement, the 

false positive rate could 

be reduced. 

Only one certain parameter is emphasized 

here by the proposed technique which 

makes it possible for the technique to lack 

in accuracy and privacy aspects. 

[18] Seungyong 

yoon, et.al 

This approach was proposed for 

ensuring the safety of IOT devices 

in an IOT handling scenario. A 

number of security constraints were 

managed and provided in an 

integrated and systematic manner by 

the remote security management 

server. 

The various tested 

results indicated that 

the presented approach 

performed well on 

certain parameters like 

safety and security. 

The proposed approach is only tested on 

limited scenarios, which does not define 

its vulnerability to attacks in all other 

scenarios.  

 

 

 

III. PROBLEM FORMULATION 

The IoT network is much vulnerable to various type of 

security attacks. The DODAG is the routing protocol of IoT 

which establish path from source to destination based on the 

version number. The version number attack is trigger by the 

attacker and attacker increment version number which leads to 

establishment of path which have loop. The two version 

number attack mitigation techniques are proposed [18] in IoT. 

In the first technique, the virtual number attackers are 

mitigated based on the direction of leaf nodes. The version 

number attackers which are remained in the network will be 

mitigated with the second technique. In the second technique, 

the node will not update its virtual number until it has majority 

vote. The proposed technique [18] does not detect the multiple 

version number attack from the network. The mitigation 

scheme can be tested over the sensor devices which have low 

battery power and resources     

IV. RESEARCH METHODOLOGY 

The proposed methodology is based on the detection and 

isolation of version number attack in IoT. The proposed 

methodology is based on the trust based technique for the 

isolation of version number attack. The proposed approach 

isolates version number attack in DODAG attack. The 

implementation strategy will be based on the following steps:-  

 Deployment of the Network: - The network will be 

deployed with the finite number of sensor devices 

and with the base station. The sensor devices are 

responsible to sense various types of conditions like 

temperature, pressure etc.  

 Trigger of version number attack:- The malicious 

nodes will be formed in the network which are 

responsible to trigger version number attack. The 

malicious nodes will update the version number in 

the DODAG protocol.  

 Trust Calculation:- The trust based scheme will be 

proposed in this research for the mitigation of version 

number attack. The trust based scheme will work, in 

the three phases which are pre-processing, trust 

calculation and trust updation.  

 Analyze network performance: - In the last phase, the 

network performance will be analyzed in terms of 

certain parameters to check effectiveness of the 

proposed technique. The network performance will 

be analyzed in terms of throughput, packetloss and 

energy consumption.   
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Fig. 3: Flowchart of Methodology 

V. RESULTS AND DISCUSSION  

This research work is related to isolation of version 

number attack in Internet of things. The version number attack 

is triggered in the DODAG protocol. In the result and 

discussion section, the two scenarios are compared which are 

DODAG protocol and impact of version number attack on 

performance of DODAG protocol in terms of throughput and 

packet loss.  

TABLE II.  SIMULATION PARAMETERS 

Parameter  Values  

Simulator  Ns2-2.35  

Number of nodes  32 

Area  800 * 800 meter 

Antenna type   Omi-directional  

Channel  Wireless channel  

Propagation Model Two ray  

 

 
Fig. 4: Throughput Analysis 

As shown in figure 4, the throughput of the DODAG 

protocol is compared with the attack scenario in which version 

number attack is triggered in the network. It is analyzed that 

when the attack is triggered in the network, throughput is 

reduced to certain extent as compared to attack scenario. 

 

 
Fig. 5: Packet loss Analysis 

As shown in figure 5, the packet loss of the DODAG and 

Attack scenarios are compared. It is analyzed that attack 

scenario has the greater packet loss as compared to DODAG 

scenario.  

VI. CONCLUSION  

In this paper, it is concluded that internet of things is 

much vulnerable towards various type of security attacks. The 

version number attack is the active type of attack which 

affects network performance. The various techniques which 

Deploy network with the finite number of sensor 

nodes and base station  

Trigger version number attack in the 

network  

Gather data for the trust calculation  

Calculate trust of each node based on 

number of packets forwarded in the 

network  

Update trust of each node in the network 

Node has 

least trust 

Normal routing with 

DODAG protocol  

Mark as malicious node 

from the network END 

No 

Yes 
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already proposed are reviewed in this work. It is analyzed that 

some techniques are too complex and take much time for the 

isolation of malicious nodes. In future novel technique will be 

proposed for the detection of malicious nodes. The proposed 

technique will detect malicious nodes in least amount of time. 

In this paper, the DODAG protocol is compared with the 

attack scenario in which version number attack is triggered in 

IoT. The implementation results shows that throughput of the 

network is reduced when the version number attack in the 

network. The packetloss of the attack scenario is increased 

when the version number attack is triggered in the DODAG 

protocol. In future, proposed methodology will be 

implemented for the detection of malicious nodes in the 

network.  
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Abstract – Water is most valuable in human beings but, now a day’s water level in water resources are decreases fastly. 

Because of less rain fall the need of water is increases. Huge growth of residential areas have increases water demand to 

accomplish their daily needs. People use water for different ways and everyone use different amount of water as their 

needs. In this project, to focusing on real time monitoring of water supply in IOT based and also controlling a valve w.r.t. 

distributed same amount of water in all consumers, maintain a water quality and also maintain a water level in a main water 

tank. Basically this system is applicable for buildings/society. 

Raspberry pi is used for collected all sensor data (Flow sensor, Ultrasonic sensor, Turbidity sensor) and store it to 

cloud server. Thingspeak server is used as cloud for store a data and Firebase cloud server is used to showing real-time 

data in android application. 

Keywords: Raspberry pi, Stepper motor, IOT,  Network Protocol – Wife Protocol, Application protocol- HTTP,  Android app, 

Flow measurement, Automated Supply. 

 

1. INTRODUCTION 

Water is basic need for all living beings. Now a days, 

Economic growth is increasing drastically and water demand 

of consumers are increasing. Therefore, in urban areas, we 

need to monitor a supply of water continuously and 

distributed equally. Here it focused to solve an issue of 

improper water supply and automatically maintaining water 

level of water in main water tank. Supply water in all 

consumers automatically. 

 In this research work, it is proposed to develop an IOT 

based remote water monitoring and controlling system by 

monitoring a flow rate at the consumer end and to control a 

water level in main supply tank is controlled using ultrasonic 

sensor and water  pump. It also maintains a water quality by 

adding chlorine content in water. This web based system 

compatible with mobile phones to know the status of control 

room from remote locations. These recorded data is showing 

in real-time in mobile android application. 

 In this paper, solving a main issue for distributed equal 

amount of water, water quality and equal flow rate in all 

consumers. For maintaining equal flow rate to using stepper 

motor fitted manual control valve to change a position of 

valve with the help of rotation of stepper motor. This system is 

design on-line billing system for end- users. Therefore end-

users are paying only for water used and thereby reducing the 

complaints.   

1.1  EXISTING SYSTEM 

 The existing method provides a controlling electrical 

supply of motor to changing its speed for maintaining equality 

of flow rates to all consumers. Or another method is used a 

solenoid control valve of 4 direction to maintain equal flow 

rates. It will operate in manually/automatically.   

1.2  PROPOSED SYSTEM 

Before explaining the proposed system let us know about 

why we need to maintain a usage of water. Cities usually used 

source water from rivers, lakes, and ground reservoirs. A level 

of water quantity in these resources are decreasing rapidly 

because of less rainfall and increasing a use of water in cities. 

For providing water to all need to be control wastage of water. 

Our system focus on, Internet of Things which is a new concept 

to make city as a smart city with different application. Main 

objective to implement this project is to design and develop a 

low cost reliable and efficient technique to make proper water 

distribution and controlling its quality and flow rate to all so 

that we can solve water related problems. Proposed consist of 

Raspberry pi used as a mini computer, different sensor such as 

ultrasonic sensor, water flow sensor and turbidity sensor are 

used. Arduino collects the dada from sensors and send it to 

raspberry pi then raspberry pi is controlling a flow of water 
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with the help of changing a position of stepper motor which is 

fitted in shaft of manually operated control valve. Continuous 

monitoring is possible in central server and android application.  

.  

2. LITERATURE REVIEW 

In [1] implemented an anti-theft control system for drinking 

water supply. Flow sensor is used for finding thieves. 

In [2] the author is implemented an IOT based water supply 

monitoring and controlling system. In this system, to calculate 

a flow of water passes through flow sensor and also check a 

soil content in water and operated solenoid valve 

automatically fully ON/OFF. 

In [3] the author is implemented an Automation in drinking 

water supply distributed system and testing of water. Author 

used a PLC and SCADA to check a water quality and added 

chlorine content in water. 

In [6] Microcontroller Based Water Level Indicator and 

Controller system is developed for automatically control a 

level of water in tank using AT89C52 microcontroller and 

level sensor is used. 

3. SYSTEM DESCRIPTION 

3.1 Block Diagram : 

Following figure 1 shows a block diagram of 

hardware used in system. 

 
Fig. 1 Block Diagram of a system 

System consists of Raspberry pi, Arduino UNO, 

Ultrasonic sensor, Flow sensor, Turbidity sensor, Water 

Pump, Stepper motor fitted Manual control valve. 

3.2 Design and Implementation : 

3.2.1 Flow Chart :  

For this project, Arduino UNO and Raspberry 

pi are used to monitor a level of water in main water 

tank and control a water pump. Water is distributed 

equally and monitoring a flow rate and controlling a 

manual valve using stepper motor for changing its 

direction continuously. And turbidity sensor measures a 

quality of water and by adding chlorine in water to 

maintain a water quality. 

 
Fig.2 Flow chart of a system 

 In the above figure 2 shows, a process of our 

system. After starting a system firstly checks a level of 

water in tank and w.r.t. to water level pump should be 

ON/OFF automatically. Then turbidity sensor checks a 

water quality of water in tank and added chlorine w.r.t. 

turbidity, then control valves are open and flow sensors 

are starts recording a data and these recorded data sends 

to cloud. Using these flow rates controlling a stepper 

motor fitted manual control valves position for 

maintaining a equal flows. After time ends control valves 

are turns fully OFF. 

3.2.2 Implementation : 

 
Fig. 3 Hardware of a system 

Above figure 3 shows a hardware of a system, all 

modules can be implemented Raspberry pi and Arduino 

UNO. Automatically monitoring and controlling of 
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water supply can be well executed by all sensors data to 

the raspberry Pi module. Flow sensors are used for 

measuring a flow of water easily which passes through 

the consumer’s pipeline. And turbidity sensors are check 

a quality of water. 

Following components are used in system: 

1. Ultrasonic Sensor:  

HC-SR04 sensor is a ultrasonic module for non-

contacting distance measurement. Ranges from 2cm to 

400cm. this sensor uses sonar to measure distance with 

high accuracy and stable readings. This module consists 

of transmitter, receiver and control circuit. An ultrasonic 

sensor is fitted on the top of the main water tank. 

Ultrasonic sensor works on the transmitting and 

receiving a ultrasonic pulse at the speed of sound from 

the liquid surface. This sensor works on a time 

difference between transmission and reception of 

ultrasonic waves are calculated using formula of speed 

of sound, Speed=Distance/Time. Using this formula, 

easily measure a distance between the source and target. 

Distance= Speed*Time/2. 

Installation of this sensor is easy on main water tank. 

2. Flow Sensor:  

This sensor is used for calculating a flow rate of 

water which passes in a pipeline of consumers. And also 

using this flow rate to calculate a total flow of water 

passes in a pipeline. For determining a liquid flow rate in 

such cases is Q= V * A. where Q is flow rate of water 

through pipe, V is average velocity of the flow and A is 

cross sectional area of the pipe. Equation –  

Liters = Pulses / (7.5 * 60). 

 Flow sensors are mounted on every consumer’s 

pipeline.   

3. Turbidity sensor : 

This sensor is used for checking a water quality in 

water tank. And using these recorded data to maintain a 

water quality by adding chlorine in water. 

4. Control valves :   

 A manual control valve is used having fitted a 

stepper motor’s shaft on the top of the control valve 

handle. This construction is used for maintaining an 

equal flow rate to all consumers. System checks all 

consumer’s flow rate and compare these flow rates and 

if these are not equal then stepper motor is trying to 

control a equal flow passes in a pipelines to changing a 

stepper motor’s shaft  angle/direction. This controlling 

action is done through a raspberry pi. When consumer 

consumes its water quantity which are to be specified 

valves are closed. And if consumer needs more water 

then they should pay more for extra water. 

5. Relay : 

Relay is a switching device which is operated in a 

5v/12v DC power supply. It is used for to switch ON 

/OFF a water pump. This relay is to be operated 

through a Raspberry Pi 3 controller. 

6. Internet of Things : 

The interconnection via the internet of computing 

devices embedded in everyday objects, enabling them to 

send and receive data. It has ability to transfer data over 

a network without requiring human to human or human 

to computer interaction. 

In this project, Thingspeak and Firebase cloud 

servers are used to store a data. 

Thigspeak server is a open IOT platform with 

MATLAB an analytics. It is used to store and retrieve 

data from things using a HTTP protocol over the 

internet. It provides apps that let you analyze and 

visualize your data. Firebase cloud server is used for 

store a real-time data continuously and showing a real-

time data continuously in android mobile application 

which have developed. 

Firebase is Google’s mobile platform that helps you 

quickly develop high-quality apps. 

In this project, all sensors data are recorded to 

Raspberry Pi through Arduino UNO and using 

Raspberry pi sent these data to both clouds Thingspeak 

and Firebase using IEEE 802.15-WiFi network protocol 

and used HTTP application protocol for sending and 

retrieving data to cloud. 

3.3   Software : 

The programming language is used in this project is 

PYTHON in Raspberry Pi and C in Arduino UNO. 

PYTHON 3.5 version is used for programming in 

Raspberry pi 3. 

4. RESULT 

After all connection are done, through putty login pi is 

start in laptop and run a command sudo python filename. Once 

a command executed project starts our execution in step wise 

which is mentions a flow of project in previous section. To 

store a recorded data used for Thingspeak and firebase. 

Thingspeak cloud server is displaying these data in a graph 

format. Following Figure 4 shows a Thingspeak web screen. 

Which is displaying a data of level of water in tank and both 

flow sensors recorded data in separate graphs. These graphs 

are used for monitoring and using these graphs further 

predication is easily done. 
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Fig.4 Thingspeak web monitor of a system 

 
(a)                                      (b) 

 
              (c) 

Fig.5  Android Application screens sequentially 

The above fig. 5 shows an android mobile application 

screens. After opening an application 1st window is displayed, 

this is home screen of application. When click on button 

“LIST VIEW” different locations are listed in 2nd window. 

Then following figure 5(b) is displaying a list of flat numbers 

after clicking on any one in a list, a data of flow rate,  level of 

main water tank and total water used in this flat consumer  are 

displaying continuously with current date which are displaying 

in a figure 5(c). And on-line bill is generated for end-user for 

consuming its water.   

5. CONCLUSION 

Our proposed system is truly based on IOT. 

Using this system secure and continuous monitoring is 

possible No need to go on field for monitoring so manual 

work has been reduced it makes system more efficient, 

reliable, low cost and accurate. Data monitoring is easy from 

anywhere controlling is done automatically w.r.t. changing a 

flow rate. Flow rate is maintaining equally to changing a 

control valves position. Maintain a water quality by adding 

chlorine automatically. And also automatically maintain a 

water level in main water tank. Using this system, to reduce a 

water wastage. Water distribution as per Geographical survey 

and population density. Develop a web based and automatic 

Meter reading system. Therefore, 24*7 safe drinking water is 

provided.   

In future this system is used for a specific area and city. 

Easily increase a number of connections and for using this 

system easily finding a theft of water and leakage of pipe.  
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Abstract - PV System is one of the most clean and preferable 

source of energy. In this article, the PV System is used in 

special type of inverter known as Hysteresis Current Control 

(HCC) Inverter. The proposed system incorporates boost 

converter which uses tracking algorithm known as maximum 

power point tracking (MPPT). Various tracking mechanisms 

are available for extraction of maximum power, Two MPPT 

techniques used here are Perturb and Observe (P&O) method 

and Incremental Conductance (IC) method. The MPPT 

methods help the system to function more effectively. The 

output of the converter is given to a two level inverter. The 

inverter works on current control technique in which line 

current is forced to follow a reference current within a specific 

band. At last, the current output harmonics of the proposed 

system is compared with MPPT and without MPPT technique 

by using   MATLAB simulation environment. Considering the 

THD values, it is found that MPPT optimized PV system gives 

better result. 

  

Keywords – Hysteresis Current Control (HCC), Incremental 

Conductance (IC), Perturb and Observe (P&O) 

 

I. INTRODUCTION 

For more than hundred years, we are dependent on the 

traditional source of energy like coal, oil, natural gas etc. 

But these fuels are increasingly depleting and there is  a 

strong need of alternate source of energy. Also the problem 

with the conventional source of energy is that it creates 

atmospheric pollution and other health related problems in 

human beings. So there is a need of clean and sustainable 

source of energy. Due to these above reasons , it makes 

renewable source of energy as area of interest in research in 

recent times [1, 10]. There are variety of renewable source 

of energy such as solar, wind, hydro, geothermal energy etc. 

In this paper, the solar photovoltaic with the use of MPPT is 

the main focus of study [12]. 

     Solar radiation is the virtually unlimited source of 

renewable energy. The solar PV converts light energy that is 

photon from the sun into electrical energy. A solar cell is the 

main building block of photovoltaic power generation. 

 

The PV panel output power varies  inversely with 

temperature and directly with amount of solar radiation 

(irradiance). 

 

     It is important for the researchers to get maximum power 

from the solar cell. MPPT technique is used in order to get 

utmost performance from the solar panels. Two MPPT 

methods have been used here. P&O is a MPPT method in 

which the output power of solar panel is given a 

perturbation, and with the change in power, change in 

voltage is occurred according to which the duty ratio of the 

boost converter is varied for obtaining maximum power. 

    In IC method, the terminal voltage of array is as per MPP 

voltage. It works on basis of relationship between 

incremental and instantaneous conductance of PV array. The 

MPPT techniques are implemented by controlling the duty 

cycle of DC to DC boost converter. In order to get AC, 

another converter is used that is the inverter. 

     The inverter works on technique which follows the 

current within a specific band. Here inverter line current 

tracks a reference signal for obtaining switching 

optimization which leads to excellent effective response and 

high efficiency in steady state condition. In this paper, 

single band HCC inverter is used with RL load. Finally, the 

THD of inverter output current is compared with MPPT and 

without MPPT method. 

 

II. PV ARRAY 

A Photovoltaic system is a collection of solar panels built to 

exploit solar radiation by using solar cells. PV systems can 

be classified on basis of their functions , operations, 

configurations and how they are interconnected with the 

loads and sources. The two well-known classifications are 

Grid connected and Standalone system [4]. The PV modules 

are connected in series and parallel to form an array. The PV 

panels are generally rated by the maximum output power 

under standard operating conditions such as operating 

temperature of 25
0
C / 298K, irradiance of 1000 watt per 

square meter and Air mass of 1.5 spectral distributions.  
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Fig. 1. Equivalent circuit of PV cell 

From the above figure equations can be framed as [1]: 
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Where I0 is the reverse saturation current, I is the current 

through shunt resistor Rshu.  

 

III. MAXIMUM POWER POINT TRACKING  

 

Maximum Power Point Tracking is a technique used in PV 

System for deriving maximum power from solar module 

under all circumstances [11, 12]. Broadly, there are two 

types of MPPT techniques such as mechanical MPPT and 

electronics MPPT. 

 

   Mechanical MPPT is based on the solar angle incidence 

and mechanical moving of solar panel according to it. 

Electronic MPPT is based on the use of algorithm in order 

to extract maximum power from solar cell. 

   As the temperature and irradiance varies the load 

characteristics changes. This load characteristic is called 

MPP. The process of searching for optimum point & 

maintaining load characteristics there is called MPPT. In 

this paper, two types of MPPT algorithm are used that is 

P&O method and IC method. 

 

 

 

1. PERTURB AND OBSERVE METHOD 

 

 P&O method is also denominated as hill climbing method. 

It is one of the most common forms of MPPT algorithm 

[11]. In this method, a small perturbation is given in the 

voltage of PV Module, like a small increment which results 

in change in power (ΔP). If ΔP increases or is positive, the 

operating point moves towards optimum point (Vmpp, Impp). 
Thus voltage is further changed in the same direction till it 

reaches optimum point (Vmpp, Impp). If ΔP decreases or is 

negative, the operating point moves away from optimum 

point (Vmpp, Impp). When stable condition arrives the 

algorithm oscillates around maximum power point. In this 

method if duty cycle taken is large value then there will be 

more oscillation around MPP and there will be power loss, 

to solve this problem we can reduce the value of duty cycle 

to a small value. But if the value of duty cycle is taken to be 

very low the time required to reach MPP will be more. 

 

2. INCREMENTAL CONDUCTANCE METHOD 

IC method works on adjustment of the PV Module terminal 

voltage. It is based on relationship between incremental and 

instantaneous conductance [10]. The system is assumed to 

reach the optimum point (Vmpp, Impp), when the change in 

the output conductance is equal to negative output 

instantaneous conductance. The mathematical formulation is 

given below. 

      P = V X I 

Differentiating both sides w.r.t V 

P V I
I V

V V V

P I
I V

V V

     
       

     

  
    

  

 

For obtaining the maximum power, ∂P/∂V must be 
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                                                                       Fig. 2.  P&O Algorithm Flowchart 

 

 

 
 

                                                                       Fig. 3.    IC Algorithm Flowchart 
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IV. BOOST CONVERTER 

It acts as interface system between PV the module and the 

inverter. It is a type of dc-dc converter in which the average 

output dc voltage V0 is greater than the input dc source 

voltage Vexc . When the converter is ON for a period of Ton, 

the inductor stores charge during this time. When the 

converter is OFF for a period of Toff, the current is forced to 

flow through the diode and the load. Due to which, the 

output load voltage is defined by out exc
di

V V L
dt

 
   

 
 

exceeds the source voltage Vs. The capacitor gives the stable 

voltage at the output. The equation governing the input and 

output voltage is given by [9]: 

 1

exc
out

V
V





 , where  is the duty cycle and can be 

represented as:       

on

on off

T

T

T T T

 

 

 

 

V. HYSTERESIS CURRENT CONTROL (HCC) 

INVERTER 

 

HCC inverter is based on current control technique in which 

line current of inverter is forced to follow a reference 

current within a specific band known as Hysteresis Band [2, 

6-8]. In HCC inverter switching pattern depend on feedback 

of inverter current which is different from PWM case where 

inverter current can be pre-detected.The tracking of inverter 

line current to reference current is done on an instantaneous 

basis. The difference of reference current and line current 

gives the error signal, which is then passed through a relay 

with a band or the Hysteresis band. The maximum and 

minimum value of this error signal is maxe  and mine  

respectively [3.5]. The output of the band is given as input 

as gated pulse to one pair of IGBT and the inverted signal to 

the other pair of IGBT using logical NOT gate. The 

produced output voltage is  bipolar in nature and it switches 

from plus DC voltage to minus DC voltage, and vice versa, 

to control the output current so that it remains in the 

hysteresis band.    The equations are given as: 

 

 

*

min max

inv inve t i i

e e t e

 

 
 

If   mine t e , then  invv t V and turn ON S1 and S4 

else if 

  maxe t e , then  invv t V  and turn ON S2 and S3 

 

 

VI. THE PROPOSED SYSTEM 

 

In the proposed system, the PV module is connected with a 

boost converter which boosts up the voltage and also gives 

stable voltage to the inverter. Here the simulation is done 

without MPPT in case 1. The simulation is done using P&O 

MPPT technique in case 2 and with IC MPPT technique 

method in case 3. 

  

1. Without any MPPT Method 

As the title suggest this part was done without the use of any 

MPPT technique. The PV array block is already present in 

MATLAB 2015a. 

 

2. With P&O MPPT Method 

All the specification remains same in all the blocks except 

pulse generator block which is replaced by P&O block. The 

P&O block takes the PV voltage and PV current as input 

and the output of the block is used to give pulse to the 

controlled switch of the boost converter.  

 

3. With IC MPPT Method 

All the specification remains same in all the blocks except 

pulse generator block which is replaced by IC block. The IC 

block takes the PV voltage and PV current as input and the 

output of the block is used to give pulse to the boost 

converter switch. It also has  another input as step block to 

on and off the switch in the algorithm. 

 

      The proposed model is presented in fig.4.The reference 

current is taken as to be a sinusoidal current. The output of 

the relay block is kept ‘0’, when off and ‘1’ when on. The 

specification of PV array is declared at the beginning. The 

Model No. of the PV Module is Soltech 1STH-215-P. The 

switch of the boost converter is actuated by using pulse 

generator block of Simulink. The specification of the pulse 

generator block is  given below: 

Amplitude = 1 

Time Period = 0.0001 sec 

Pulse Width (% of Time Period) = 50%  

Pulse Delay = 0 
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                                                              Fig. 4.   Simulink model with IC Algorithm 

 

 

VII. SIMULATION RESULTS 

 

1. Without MPPT 

 

 

Fig. 5.    Output current & voltage waveform 

 

 
 

Fig. 6.    THD Analysis 

 

 

   

  

2. With P&O MPPT Algorithm 

 

  

Fig. 7. Output current & voltage waveform 

 

 

 

Fig. 8.  THD Analysis 
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3. With IC MPPT Algorithm 

 

 

Fig. 9. Output current & voltage waveform 

 

 

 
 

Fig. 10. THD Analysis 

 

VIII. RESULT 

 

Reference current Amplitude = 15A  

Simulation time = 1 second 

Frequency = 50 Hz 

Start time = 0.5 second 

No. of cycles = 5 

 

Methods Without 

MPPT 

With P&O 

MPPT  

With IC 

MPPT  

THD 5.39% 2.83% 2.81% 

Current 

Amplitude 

14.97 14.96 15.01 

 

IX. CONCLUSION 

 

This paper presents about a Standalone solar PV integrated 

to the Hysteresis Current Control inverter. The solar PV is 

first connected to boost converter which is then connected to 

the inverter. At first the switching pulse of boost converter 

is controlled via pulse generator to generate appropriate duty 

cycle. The THD was calculated. The same process was 

repeated but this time the switching action of boost 

converter was controlled by P&O block which takes PV 

module voltage and current as input and in return controls 

the duty cycle of boost converter. The THD was found. The 

above process was again repeated by using IC block using  

voltage and current of PV array as input along with an 

on/off switch to control the pulses of boost converter.  

Considering the THD values, the method using MPPT 

techniques were better than the conventional method. The 

Implementation of IC MPPT technique was better than the 

P&O MPPT technique on the basis of harmonic analysis.  

The use of hysteresis current control inverter, which gives 

excellent effective response and high efficiency in steady 

state response, not only controls the current ripple within 

hysteresis band but also reduces overall harmonics. 
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Abstract— Now a day’s environmental pollution becomes 

important issues in metropolitan cities and industries. The 

sudden growth of industries, infrastructure and transport 

vehicles have been producing environmental issues like 

greenhouse effect and diseases caused by harmful gases present 

in the environment which directly effect on human’s health and 

thus needs a special monitoring system. To resolve have an effect 

on the environmental pollution issues, here we have a tendency to 

implement IoT based pollution monitoring and control system. 

Where it detects the deleterious gases present in the environment. 

The proposed IoT technology scrutinizes level of co gases 

released during industry process, temperature and humidity 

using sensor technology and Raspberry pi. Each process will 

have a separate data monitoring and controlling mechanism. The 

device are going to be put in through a BLYNK native server 

mobile application which is able to show the live updates of the 

environmental pollution level of the industries or remote space 

The thought of IOT helps to access knowledge from remote 

locations. The most plans behind the implementation work is to 

form a true time absolutely machine-controlled management 

mechanisms exploitation IoT. 

Keywords— DHT11 Sensor, Gas Sensor, Internet of 

Thing, Ethernet, LCD, Raspberry pi 3. 
 
 

I. INTRODUCTION 

 

In Traditional methods for monitoring environmental 

pollution predominantly require high investment costs for 

laboratory analytical device and instruments, large 

maintenance, training and highly specialized human resource. 

The utilize of electronic equipment is authentic for measuring 

the secular trend of environmental pollutants, which is 

interconnected to the reactivity and transport on regional and 

local scale, but it is very expensive for the evaluation of the 

long-term toxicological risk on human health[1]. In fact, 

continuous equipments require high costs of maintenance and, 

since they are often hugely experienced they can be only used 

in a minimum number of sites.  

 It does not allow a detailed mapping of exposure in 

biggest areas. Furthermore, pollution parameter collected by 

automatic analyzers is not satisfactory for a swift exposition 

and except used to compare the data with pre-defined restraint 

or pollution level standards, it’s not always practical [2].  

 

Therefore, there is increasing insistence for the industrial 

environmental pollution monitoring and control systems. 

Environmental pollution has become biggest problems for 

each country; particularly it's developed country or developing 

country. Environmental pollution issue are increasing speedily 

particularly in metropolitan areas of developing countries 

wherever industrial enterprise and increasing range of vehicles 

results in liberate ton of environmental pollutants [3].  

The projected IoT blynk server system senses the pollution 

level and transmits over thingSpeak webpage server 

mistreatment web. Once the gas, temperature and wetness 

level will increase higher than industries commonplace level, 

there's large quantity of harmful gases gift within the air like 

CO, smoke, LPG, alcohol, and NOx. The projected work can 

show the pollution level in PPM on the liquid show and 

thingSpeak website and blynk native server. It's obligatory to 

watch trade pollution and management for future and healthy 

living for all owing to flexibility and low value web of things 

(IoT) is obtaining utilized daily[4]. 

        IoT is vital play major role in communication technology. 

it is an integrated communication technology in which all 

devices and any objects connected any remote location and 

any time. The IoT uses smart digital and analog interface to 

connect and interact with embedded devices, sensors and 

social contexts. These objects are having identities, virtual 

personalities operative in good environment. The IoT 

development provides numerous applications on different 

domains, such as consumer, home, industrial, manufacturing, 

utilities, energy resources, transportation, environment, safety, 

security, retail, healthcare, bio sciences automation, smart grid 

and many others [5].  

         Air Pollution has surfaced globally as a result of relating 

to industrial development. Transportation by road is also one 

of the major causes for air pollution, which contribute to 

weather change that has hazardous domestic and global 

consequences. These are increasingly emerging to reach the 

human needs. An efficient monitoring system is required to 

monitor and assess the conditions in case of increasing the 

prescribed gas level of parameter. The extent to which 

environment gets affected is observed and send to the user 

through the android app. Sensor devices are placed at remote 

industries to gather the information to predict the behavior of a  

 Specific space of interest.
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Objectives 

Internet of things plays a major role in industries where 

large number of devices or objects interconnected through 

internet. These devices communicate with people and other 

things and provide the sensor data to webpage and blynk local 

server or cloud storage. The main challenge of the project is to 

detect and monitoring level of harmful gases released during 

industry process, temperature, humidity and other factors 

impact the environment. All data are monitored through 

thingspeak and blynk local server. 

 

II. RELATED WORK 

In existing work had introduced the wireless solution, 

based on GSM network for the monitoring and controlling of 

temperature and humidity in industrial environment [3]. 

 In the previous system, pollution monitoring system 

implemented by using LABVIEW software and zigbee 

technology [8]. This method is to form a system for 

monitoring pollution parameters and to notify pollution 

control system when anyone of the factors crosses the 

threshold value declared by industry.  

In the past, different methodologies and techniques which 

were used in some of the research works.WSN plays major 

role in intelligent environment monitoring in this work they 

are mainly focusing on making the city environment smart, by 

deploying WSN all across the city, public and private 

transportation systems [10]. By accessing all the dynamic 

global sensor networks, environmental behaviors are collected 

as a streaming data base to identify the environmental 

conditions.  

The architecture and prototype of the IoT system was 

developed. An algorithm for air pollution source estimation 

using Mobile Sensor Networks. In industrialization, especially 

the workers have been suffering from some endangering 

situations, so monitoring and controlling the parameters which 

causes pollution is necessary in industrial environment. 

 

III. PROPOSED WORK 

            The monitor and management of pollution parameter is 

risk challenges from deteriorates industries or remote space. 

The most intent of the research paper is to develop a value, 

accuracy and vigorous system to regulate the pollution 

parameters inflicting pollution and to diminish the impact of 

those parameters while not poignant the plant or natural 

atmosphere. 

          The implementation of current project is to design an 

IoT blynk server based mostly system to scan and monitor 

pollution parameters and send the information to pollution 

management authorized person. Once any of that parameter 

reaches on maximum of industries standards. A mechanism 

victimization Internet of things is introduced during this 

projected methodology, which is able to mechanically monitor 

once there's a disturbance moving the environments. The 

projected IoT technology scrutinizes level of co gases free 

throughout industries method, temperature and humidity 

victimization device technology and Raspberry pi. 

Each method can have a separate knowledge observation 

and dominant mechanism. Internet of things provides 

operation interface and manipulation of information from 

remote industries or location and it's appropriate for interactive  

 

surroundings for transferring the information. The most plans 

behind the implementation work are to form machine-

controlled management mechanisms exploitation IoT. 

IV. SYSTEM SPECIFICATION 

In proposed work use of Internet IoT to subscribe the 

industrial pollution presence of certain toxic gases pollutants.  

This system design represents the working flow based on IOT 

industrial pollution monitoring and controlling, which is 

shown in Fig. 1 

 

Fig.1 Block Diagram of Proposed Work 

A. Working Principle: 

This module proposes the use of a Raspberry pi board 

which collects the temperature and humidity parameter from 

the DHT-11Ssensor, ADC converter, CO2 concentration using 

MG-811 and the MQ-3 sensor senses smoke level in the 

atmosphere and amends output as a result in the form of an 

analog signal.   

The pollutant parameters are updated into on-line 

information. Before data are passed to the Raspberry pi, it 

should be converted in to the digital value. The ADC0808 

converts the detector analog values to corresponding digital 

values then raspberry pi will the additional process. this 

technique design represents the working flow supported IOT 

industrial pollution monitoring and dominant. 

Fig 2 shows the circuit diagram of IoT based pollution 

monitoring system. A system will detect the hazardous gases 

that are emitted by industries across the particular area. It 

simultaneously provides data to authority and organization. 

The main goal of the planned work is to display the pollution 

level in WebPages based mostly harmful gas detective work 

and alerting system. The toxic gases like ammonia, nitric 

oxide, CO2 and various gases relating to the corresponding 

industries were sensed and processed by raspberry pi3 .it 

displayed each and every second on liquid crystal display and 

the level of pollution monitored online through blynk local 

server and thingspeak WebPages using MQTT protocol. The 

DHT 11parameters send in the online and blynk mobile app 

for every minute. By enable the Show Data button in the app, 

the numerical values and graphical data will be displayed.  
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 Fig.2 Interfacing DHT11 Sensor with Raspberry Pi 

 

These mq3 and DHT 11sensors are popular for use in 

remote industrial pollution monitoring, soil monitors, and 

home automation systems. Only a single data line between an 

MCU like Raspberry Pi and the temperature Sensor is 

sufficient for exchange of information and it simultaneously 

provides data to authorized organization in turn leading swiftly 

diffusion of the unfavorable situation 

 

V. HARDWARE DESCRIPTION 

A. Co2 Sensor 

  Air pollutant sensor is a embedded sensor device used for 

detecting the pollutant in air. it is necessary to Measure the   

nitric oxide and  carbon dioxide is important in monitoring 

factory air quality mq135 for measuring a different kind of 

gases. it detect Ammonia, Nitric oxide, alcohol , smoke and 

Carbon dioxide. it can be used in industries and environmental 

parameter measuring  application. this sensor has  low prize 

and particularly suitable for Air quality pollution monitoring 

application 

 

 

                    Fig. 3 Interfacing Mq3 Sensor with Raspberry Pi 

 

B. DHT-11 Sensors  

It is very effective sensor to sense and measure the 

environment temperature and humidity. The features of 

DHT11 sensor humidity ranges is 20 to 90% RH and 

temperature range is of 0 to 50°C in degree Celsius and supply 

voltage is +5 V.It has three pins such as Vcc, ground and 

analog output pin. It is interfaced with a high-performance 

raspberry pi microprocessor. This technology gives the high 

precision and long-term reliability. These sensors contain a 

resistive element and a sensor for negative temperature 

coefficient temperature measuring devices. 

 

       
Fig. 4 DHT 11 Sensors 

 

C. Driver Circuit 

The relay driver circuit is interfaced with raspberry pi. If 

the pollution level is exceed maximum value, the Raspberry pi 

send signal to driver circuit. It automatically triggers Load or 

supply voltage. 

 
Fig 5 Interfacing relay with Raspberry pi 

 

D. Raspberry pi 

 

         The Raspberry Pi is also called as a single printed circuit 

board micro computer. Raspberry Pi3 is a 1.2 GHz 64-bit quad 

core processor, on-board 802.11n Wi-Fi, Bluetooth and USB 

boot capabilities. The Raspbian operating system is stored in 

memory card. The DHT 11 and gas sensor is interfaced with 

raspberry pi GPIO pins. It process the measuring parameter 

and it transmit the data to web server and android BLYNK 

application 

 
 

Fig. 6 Raspberry pi 3 board 
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V. RESULTS AND DISCUSSION 

The implementation of proposed work is done by using 

raspberry pi, sensor and WIFI and blynk android application. 

Ethernet Shield is implemented by giving the A.C power 

supply and monitors by using the mobile controlled android 

applications. Connect the DHT11 sensor in pin A0. Ethernet 

shield is mounted on the Raspberry pi. .the industries 

environment parameters are monitored through blynk local 

server mobile application using internet of things via WIFI or 

Ethernet cable. 

 

 A. Thingspeak Webpage Result: 

 

Fig.7 Shows Temperature and Humidity Using ThingSpeak Server 

 

 
 

Fig.8 Shows Gas Level Monitoring Using ThingSpeak Server 

 

        Fig 7 and 8 shows the graphical wave form of 

industrial environment gas and temperature and humidity 

parameters. The Raspberry pi sends the sensor data to IoT 

thinkSPeak cloud server. 

 

B.  BLYNK – IoT APP Result    

     Address mistreatment the computer IP, we will explore 

the temperature and humidity value in browser in online Blynk 

IoT app platform was developed for the net of Things  

 

applications. This server doable to manage associate will show 

device info victimization raspberry pi hardware remotely from 

any location 

This server operated regionally and it's chargeable for 

communication between golem devices and real time 

embedded devices .it will management the thousand of 

embedded devices and objects 

A Blynk library is to activate communication with the 

server and processes all the incoming and out coming back 

commands from your Blynk app and Raspberry pi. This native 

server will store information and visualize it effectively. It 

give the superb preciseness and high performance. 

 

 

Fig.9 Result of IoT BLYNK ANDROID APP  

 

 Fig.10 Final graphical output in android app 

Fig 9 and 10 show the result of sensor data using IoT 

android Application Blynk Local server .All sensor 

information are transferred to android Mobile Blynk 

Application through Internet. The mobile application also 

display the data in graphical form 

 

C. Applications 

• Industrial application 

• Environmental application 

• Transport pollution control 

 

 

   

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2028



 

VI. CONCLUSION 

 

The most powerful technology IoT primarily based 

atmosphere observation pollution system was designed, 

implemented by mistreatment blynk local server and 

thingSpeak environment. The temperature gas, wetness level 

are monitored terribly glorious through net. 

It's quite helpful as compared to manual observation and 

additionally it's reliable because it is not possible to watch 

continually the pollution, humidity and temperature parameter 

manually. to examine the temperature and wetness measure 

and so we will recover the system in less time and faults 

before any unsure failures so leading to important price saving 

in addition as up system reliableness. The performance 

between accuracy and price is achieved by creating use of 

single printed circuit board digital computer Raspberry pi and 

applicable sensors resulting in a well grounded system. 

The attainment and robustious of the industrial pollution 

monitoring and control system can further be improved by 

implementing sensors for controlling pollution level thereby 

improving the industrial and natural environment. The blynk 

local server and android app contributes quick response rate 

and the diffusion of the critical situation can be made faster 

than the manual methods. 
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Abstract—- In the current era of internet, with continuous 

flow of information to web, it is a difficult task for a user to 

choose the right information. Information belonging to 

analogous type is provided by diverse service providers and 

it is a challenging to diagnose the reliability of information. 

This paper implements a framework to determine the 

reliability by calculating credibility value of each web portal 

through analyzing information published, link details, spam 

details of information available and updation details of web 

portal. Credibility score is assessed by evaluating page rank 

value, black list web sites, average number of hits of 

different pages, two quality factor values trustworthiness 

and timeliness. Web crawler gives page link details of varied 

number of web sites based on the query given by user. 

Finally, web sites are ranked and listed based on the 

credibility of web portals, which ease the job of users in 

assessing reliability of information available in internet. 

 

Keywords—Credibility, Web crawler, Content analysis, PR, 

Trustworthiness, Timeliness, Spamhaus, Blacklist. 

 

I. INTRODUCTION 

 

Credibility is simply the capacity of belief. The credibility 

convinces users that they have reached Web site that provides 

useful information. Websites create an interesting challenge in 

evaluating credibility because no two websites are created the 

same way. There are many factors that lead to large volumes of 

non-credible and unreliable information which are published on 

the Web [2]. With the fast progress in technologies in the web 

services, there is an outflow of information to the web [4]. 

 

Internet plays a vital role in every field and it has become a 

part of every human beings life. Everyone depends on internet 

for information which helps them in different ways. In case of 

students, they rely on internet for education purpose, for their 

research, seminar and so on [9]. Internet has both advantages and 

disadvantages. One of the main disadvantages is that it 

sometimes provides low quality information, which user is not 

bothered about. There is a continuous flow of information to the 

web within minutes which can be both fake and real ones. As of 

now web size is bigger, hence most of the times we may not 

know which websites gives abstract reliable information [5].  

For that we need to analyze the web links and the details 

provided by the service providers. 

There are many research methods available in the present 

web-based search process to find the credibility of a web pages, 

which reveals the existence of real and valid information. Details 

of the web page like author’s biodata, spelling and grammar 

mistakes, sites blocked by firewall, contents blocked and so on 

are considered as the main factors which the user can easily 

check to find out whether the web page is a credible one or not. 

But, still there are other quality factors such as consistency, 

trustworthiness, timeliness, completeness to find out whether a 

webpage is credible or not. So, here in our research work, we 

show the credibility value by considering few factors such as 

timeliness, trustworthiness, page rank value, and check whether 

a domain is blacklisted or not.  

 

In this research work we focus on providing the best quality 

results to the user by assessing content credibility with quality 

factors of web sites since credibility is an important factor [1]. 

Initially, when a search request is given by the user [10], the set 

of web sites are identified based on the request. Web Crawlers 

are used to find web sites and the link details of the different 

pages in those web sites. The link details are used in the page 

rank calculation. The quality factor timeliness is assessed based 

on the last updated date and the trustworthiness of web site is 

assessed based on spam word count along with black listed web 

sites details. All the above calculated values are aggregated to 

get the credibility of the web sites which is used to rank web 

sites. Finally, web sites with highest rank are displayed as search 

results which provides a highly reliable information to end users.  

 

The remaining section of this paper is defined as: Section II 

analyses the related work. Section III explains the proposed 

system methodologies. Section IV displays the results. Section 

V completes the paper with a brief conclusion. 

 

II. RELATED WORKS 

 

This section of the paper shows the researches and works that 

have been done relating to the assessment of web content 

credibility. In various surveys, different methodologies have 

been presented and compared several approaches towards the 

calculation of content credibility. 

 

In the paper Credibility Evaluation based on deep learning, 

the assessment of credibility is based on Deep Learning 

Algorithm. Nowadays, Credibility of a recommendation system 
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is given prime importance. [7] Due to high recommendation 

system in the e-commerce platform, there are chances of false 

information getting added up in the system by the network 

intruders. 

 

 In 2014, Liu Shengzong and others proposed a new 

recommendation algorithm taking both the user credibility and 

similarity into account [7]. They analyzed the three main 

credibility factors, such as the adoption rate of the user’s 

evaluation, the correctness of the scores and the number of 

scoring, and then established the relationship between the 

credibility and the three factors. The result obtained was that the 

analysis has limitations on assessment of user credibility and 

cannot evaluate effectively all around. Hence the traditional 

credibility assessment algorithm cannot assess the user 

credibility accurately.  

 

This made to propose a new credibility algorithm based on 

Deep Learning Algorithm and the average user reliability value 

as a criterion, a second assessment of the credibility is applied to 

other users, the results of which are arranged in ascending order 

[7]. The result was that it removed suspicious user ranking and 

created a trustful adjacent group target user. The accuracy of the 

recommendation system was improved, and the risk coefficient 

of the recommendation system were also reduced in the later 

experiments. 

 

 The PageRank algorithm using Markov Model and Hidden 

Markov Model are used to rank websites in the google search 

engine. Markov Model gives a robust probability contraption to 

characterize sequential data. In this model, the user selects the 

webpage and based on the incoming and outgoing links of that 

webpage, ranks are determined. Hidden Markov Model is a 

simple way to model sequential data and finds its application 

within mapper/reducer. PageRank is one among the link analysis 

algorithm. In this algorithm, the probability distribution is 

between 0 and 1 [3]. It returns the importance of a webpage 

based on its rank whenever a search is performed by the user. 

Markov Model was also used to find the score of each site using 

the concept of Markov chain. It predicts the behavior of a state 

that transits from one state to another state and considers only 

the current state which contains all the future information.  

 

Markov Model is a mathematical system model that predicts 

a probability distribution associated with the current state. [3] 

This model is defined by a Markov chain   in which page i will 

be the probability in a stationary distribution on a Markov Model 

on all web pages. The transition states are considered as 

webpages and theoretically Markov chain means the certain 

fraction of time the surfer chooses a random page from the web. 

Hence Google search engine uses Markov chain to deal with 

random surfers by ranking the pages [3]. Hidden Markov Model 

deals with solving problems like encoding, decoding and 

training. The model has hidden and observed states where the 

observed states are given with the outputs and hidden states are 

to be determined. This model can also be used to find the score 

of each page for returning the page according to their 

importance. Therefore, the study has found out that the search 

engine uses Page rank algorithm and Markov model for 

determining the score of the page in web server and have 

implemented the HMM (Hidden Markov model) for map reduce 

function or for distributed sorting of data. 

 

In the research Understanding and Predicting Web Content 

Credibility using the Content Credibility Corpus, they created a 

predictive model of Web content credibility evaluations, based 

on human evaluations. Based on a large dataset of Web content 

credibility evaluations, using text mining and crowdsourcing 

techniques, a comprehensive set of factors that affect credibility 

evaluations was derived and therefore it was used as labels in 

interfaces for rating web content credibility [2]. The impact of 

each factor was analyzed based on credibility evaluation scores. 

Based on the newly identified factors, a predictive model for 

Web content credibility was proposed. The model can be used 

to determine the significance and impact of discovered factors 

on credibility evaluations. These findings can guide future 

research on the design of automatic or semi-automatic systems 

for Web content credibility evaluation support.  

 

In the paper Websites and Webpages Credibility and Trust 

Evaluation, the elements required to evaluate Websites and 

pages credibility are based on Website, Web pages, and authors 

credibility metrics are evaluated. This research aims to study the 

credibility of web pages by interpreting the credibility guidelines 

into several measurements [16]. The credibility is studied from 

three perspective, they are: - Domain or website will be 

measured in terms of domain age, number of indexed pages in 

various search engines such as Google, inlinks, outlinks, number 

of broken links, website size, number of authenticated pages, 

trust rank, and so on. Web page/file: each web page or file will 

be measured in terms of freshness, popularity, trust, inlinks, 

outlinks, and age. Author: the authors will be measured by 

number of citations and for example the number of indexed 

pages in Google. 

 

Our work focuses on ranking of web sites based on credulity 

factor of web sites. It is calculated based on the link, content 

details and quality factor evaluation. Credibility assessment 

helps to enhance the search results by ranking the web sites to 

provide the list of reliable websites to the end users.   

 

III. METHODOLOGIES 

 

In the general search scenario, search results are based on the 

content matching of the text provided with the already existing 

web resources. Optimized text matching algorithms are used to 

select relevant resources, but it is highly essential to assess the 

reliability of the information provided. Otherwise, users will be 

misguided by the fake information provided by fraudulent web 

sites. So, calculating the credibility of a website is very 

important because it can produce huge benefits to end users.  

 

The goal of our research work is to provide reliable 

information that can be both trustworthy and knowledgeable 

related to the users search [6].  In the search page implemented, 

whenever a user searches something, it will display results based 
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on the credibility score. To check credibility of a website, three 

important modules are implemented i) Site link extraction using 

web crawlers. ii) Predicting Page Rank value iii) Calculating two 

quality factors. Quality factors Timeliness and Trustworthiness 

are considered to determine the credibility of a website to 

produce better results. 

 

 PageRank algorithm is implemented with link and hit count 

details of the web pages. User can input a keyword and the 

crawler works in behind fetching webpages to show up in the 

search result. In the process of initial web site selection process, 

it considers only the exact text matching feature. Then, for each 

website, PageRank score is calculated based on the number of 

incoming and outgoing links, number of hits is calculated based 

on the clicks the user gives to a website. The two factors are 

calculated by checking the number of spam words in the content, 

identifying whether the website is blacklisted or not and 

checking the last updated date of the website. All these values 

will account to give the final credibility score of a website. The 

credibility score is displayed along with the search result, so that 

the user will have better understanding about the website 

content. 

 

A. Site Link Extraction Using Web Crawler 

 

Web crawling is a process of finding information from 

millions and trillions of webpages. The crawler browses the 

World Wide Web to retrieve webpages related to the search.  

From the fetched webpages we can determine the number of 

inbound and outbound links. The links which show up in the 

search results are stored in the database for further processing. 

The implementation details of the web crawler invoked when a 

search query is given by the user is explained as follows: 

 

Algorithm for Web Crawling 

 

Input:    Data user wants to search for. 

Output: Indexed Links crawled from Google. 

 

i.   Input a keyword to search. 

ii.  Using the source URL to crawl the web page 

iii.  Fetching content of the webpage for the corresponding             

search 

iv.  Extracting outgoing links from the page 

v.  Crawling the new pages 

vi.  Duplication of links are avoided  

vii.  URLs are maintained in a database 

 

 

B. Predicting Page Rank value 

 

PageRank algorithm was found by Lawrence Page and 

Sergey Brin which is used to rank webpages based on inbound  

and outbound links. Page links details stored in the database for 

a search results are retrieved, and page rank value is calculated.  

For each page a corresponding rank is obtained. Inbound links 

means the number of external links that point to the 

corresponding webpage. Outbound links can be defined as the 

number of links pointing to the external webpage. The value of 

inbound and outbound links of each domain is calculated and 

displayed distinctly. A transition matrix is simulated to output 

the final probability distribution. Adjacency matrix is given as 

input and can be calculated using a simple iterative algorithm. 

The importance of each page depends on the rank of the 

inbound page to it. The more inbound links, the more weightage 

the webpage have. This output is considered for further 

calculation. 

 

Algorithm for Page Ranking Algorithm 

 

Input:     Details of webpage which user search for. 

Output:  Page Rank Value for corresponding webpages. 

 

i. Identify the web domain for which page rank value is to 

be calculated. 

ii. Identify the number of outgoing links and incoming links 

iii. Apply the page ranking formula for the corresponding 

inbound and outbound links 

iv. PR(p) = (1-d) + d(PR(Ti) / C(Ti) +.…+ PR(Tn) / C(Tn)) 
where p is the page for which page rank is to be calculated, d 

takes value between 0 and 1, Ti represents the page directed to 

page p, PR( ) represents the page rank value, C( ) represents the 

number of outbound links. 

v. Repeat the steps 1-4 for ‘n’ the number of pages. 

 

 

Thus, page rank value for each web site is calculated which is 

used for final credibility calculation. 

 

C. Calculating Quality Factors 

 

Next, in order further improve our work we consider two 

quality factors such as trustworthiness and timeliness.  

 

1. Trustworthiness: Trustworthiness of a web page basically 

means truthfulness of information provided in the web page. 

There are many alternatives to check whether a page is 

trustworthy or not. To calculate the trustworthiness value, we 

use two parameters- number of spam words and check whether 

the domain is blacklisted or not.  

 

i). Find the Spam Count: Spam words are those words 

which are unsolicited and bulk words, for e.g.: - profit, 

discount and so on. The meta tag of each web page is 

parsed and the number of spam word is counted. 

 

ii). Check whether a link is blacklisted or not: To check 

whether the link is blacklisted or not, we use the 

spamhaus.org. Spamhaus is an ISP (Internet Service 

Provider) which allows the distribution of the spam web 

pages. So, if a link is present in the sbl- xbl blocklist it 

means that the web page is blacklisted.  Sbl-xbl is a 

database of IP address of the blocked list.  Blocked list 

means those service providers are providing infected 

information or they are considered as spammers proving 

false information to misguide the end users. Thus, it is 
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easy to identify whether the web page is trustworthy or 

not. Untruthful pages could be omitted, and only valid 

reliable pages should be considered and given high 

credibility scores. 

 

2. Timeliness: Timeliness is the second quality factor which 

means the last updated date. In this fast-developing era, 90% of 

people all over the world seek for latest information. So, it is 

necessary to bring the latest information is to them by providing 

the recently updated webpages related to their search. This can 

be done by finding out the date when the corresponding web 

domain was recently updated. There are different methods to 

figure out. One of the methods that we implemented is using the 

Whois API, where all the details of each webpage is stored. 

From this API, we can retrieve the last modified date of the 

webpage and the established date of that corresponding 

webpage. Later, the dates are ranked which helps user to 

identify the last modified webpage more easily. 

 

D. Credibility Score Calculation 

 

All the above parameters calculated in the above modules 

are considered for credibility score calculation. Page Rank 

values are considered and pages with higher values are given 

good ranks.  The spam count is considered and if the spam count 

is in the minimum threshold range they are given rank 1 

otherwise bad ranks are given. In the similar manner, recently 

updated web sites are given good ranks than other pages. Then, 

credibility score CS of web site  𝑖 is calculated as: 

 

               𝐶𝑆(𝑖)  =  𝑃𝑅(𝑖)  +   𝐷(𝑖)   +  𝐻(𝑖)   +   𝑆(𝑖) 

 
where 𝑃𝑅 is the page rank of the webpage, 𝐷 is the rank based 

on the last updated date of a webpage, 𝐻 is the number of hits 

of each webpage in the system and 𝑆 is the output spam rank. 

The output credibility values 𝐶𝑆(𝑖) is used for the final ranking 

of the web sites.  The search results of the given query display 

the web sites only based on that ranking. Thus, the research 

work produces the list of web sites which provides only reliable 

information more valuable to the end users. 

 

IV. RESULTS 

 

  Our work focuses on credibility score calculation after 

finding the value of page rank and quality factors. For 

computation of quality factors and page rank implementation, 

the dataset with the number of inbound links, outbound links of 

a specified set of web sites. Timeliness and Trustworthiness 

value of those web sites are also calculated using the predefined 

existing API’s. Timeliness value is the output date rank which 

is ranked on basis of last modified date and the Trustworthiness 

value is the output spam rank which is ranked on basis of the 

total count of spam words present in different pages of the web 

site. Web sites with higher spam count is given worst rank as 

they provide unreliable and fake information.  We consider the 

following websites for evaluation of credibility value: -  

 

 

TABLE 1 : WEBSERVICES AND CORRESPONDING WEB PAGES 

 

WEB SERVICE URL NAME 

ws1 Amritahospitals.org 

ws2 Astermedcity.com 

ws3 Astermims.com 

ws4 Babymhospitals.com 

ws5 Lourdeshospital.org 

ws6 Kimsglobal.com 

ws7 Rajagirihospitals.orgs 

 

TABLE 2 : SAMPLE OUTPUT OF PAGERANK ALGORITHM AND QUALITY FACTORS          

CALCULATION 

 
     

     Table 2 defines the rank for each web service based on 

factors that we have considered. To calculate the output page 

rank, number of inbound and outbound links are considered. 

The more inbound links, the more weightage the webpage 

has. Last modified date is extracted from the Whois API, and 

hence the output date rank is determined. The output spam 

rank is calculated based on the total spam count. If the spam 

count is between 0-80, rank will be initialized to 1, if the count 

is between 81-100, then the rank will be incremented by 1. 

 

  
                                        (Fig 2) 

In Fig2, the graph represents the ranking of each web 

page depending on their output page rank, date rank, and the 

spam rank. Each ranking is done within a range, i.e. from 1-5. 
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TABLE 3 : INTERMEDIARY RESULTS USED FOR THE CREDIBILITY 

CALCULATION 

 

 

URL 

OUTPUT 

PAGE 

RANK 

OUTPUT 

DATE 

RANK 

OUTPUT 

SPAM 

RANK 

FINAL 

SCORE 

Amritahospitals.org 3.9 1 1 5.9 

Astermedcity.com 3.2 1 1 5.2 

Astermims.com 3.8 2 2 7.8 

Babymhospitals.com 4.2 3 1 8.2 

Lourdeshospital.org 3.6 4 1 5.6 

Kimsglobal.com 2.4 1 1 4.4 

Rajagirihospitals.org 2.5 1 2 5.5 

 

           Fig 3 shows the ranking of web sites based on the final 

credibility score of each web site in the increasing order. URL 

ID is considered along x-axis and the Credibility score is 

displayed along the y-axis. Web sites with high credibility score 

is given best ranking. 

 

 
                                          

(Fig 3) 

 

 Thus, the research work is able to rank the web sites 

based on the credibility value and display them as the search 

results for query given by user. User is delivered  with the links 

of web sites which provided reliable information as fradualent 

and fake site are removed and pages which are highly refered 

are given more weightage.  

 

V. CONCLUSION 

 

           Present internet era demands for extensive research work 

to identify the best web site from among the huge amount of 

similar web sites to provide reliable information. Reliability is 

assessed through varied measures like trust worthiness of the 

service providers, quality aspects provided by services and so 

on. This paper describes the framework for calculation of 

credibility score with the following aspects of web sites: link 

details, spam details, black list, trustworthiness and timeliness 

of web sites. Web crawlers and page ranking algorithm is used 

for determining the rank of web sites. Trustworthiness and 

Timeliness of web sites are also calculated as users gives more 

importance for them. Then, credibility score is calculated using 

the aggregation of all the above factors, which helps users to 

identify the most reliable web site.  In future the credibility 

assessment of other quality factors like completeness, durability 

and integrity could be done to further enhance the website 

ranking. 
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Abstract — Two Stage Sample and Hold Circuit: In first 

stage, two-identical sample and hold circuits are connected in 

cascaded topology. In second stage, the output from first stage 

of sample and hold circuit is  rectified again and the current 

conveyor is used as a switch which is controlled by the bias 

current pulses. Both the stages of sample and hold circuit are 

synched with each other and operate at same bias current with 

low power consumption. The features of proposed circuit has 

more accurate results with high linearity as well as more flatter 

output output waveform at the hold time. The proposed sample 

and hold circuit has been simulated using 0.18 µm 

complementary metal oxide (CMOS). The major interest is the 

simulation of an analog switch used in the circuit. 

Keywords — Sample & Hold Circuit, Current Conveyor, Low 

Power Consumption, Analog Switch. 

I. INTRODUCTION 

In electronics, all signals get processed in digital format as 

they are easy to store & transfer but in the physical world 

every single signal get processed in analog format and so 

comes the job of an electronic engineer who knows how to 

convert analog signal into digital signal with more 

efficiency in order to store and convey the information 

present in the signal from one place to another. For 

converting analog signal into digital signal, sample and hold 

circuit [1] is used. It create the samples of input voltage and 

hold these sample for definite time. Current conveyor [2] is 

used for its high frequency application and fast switching 

ability. Analog mixing stages and analog to digital 

converters are often needed between the antenna and the 

digital circuitry in various systems hence sample and hold 

circuit [3] is used in data conversion systems. 

 Sample and hold circuit is also used in the De-

glitcher circuit to avoid the noise in signal and in analog de-

multiplexer. Operational amplifiers do not perform adroitly 

when output current signal is required and therefore, 

application of current conveyor circuits comes into play as 

they operate without any global feedback, and also, they 

show different high frequency behavior results in 

comparison to operational amplifier circuits. 

 Proffered sample and hold circuit is controlled in 

two phases of clock. In first phase of clock, it tracks the 

input and in second phase, it holds the input. The circuit 

uses a square wave as a clock signal. Also, charge injection, 

pedestal error and aperture jitter etc. are some indubitable 

errors that are witnessed in a S/H circuit . Nowadays, 

sample and hold circuit is extensively used in biomedical 

systems. In this circuit, second generation current conveyor 

(CCII) [4] is used because it has one high and one low 

impedance input rather than the two low impedance inputs 

of first generation current conveyor. Current conveyor 

circuit is a three port network X, Y and Z. Second 

generation current conveyor can easily be used to process 

both current and voltage signals. CCII has two outputs Z+ 

and Z-. In Z+ pin, direction of current is same with X 

terminal and opposite with Z- pin. In the proposed circuit, 

current conveyor is used as a switch in sample and hold 

circuit. When CCII is used as a switch, a clock pulse is 

given, at low level of clock, voltage is transferred from Y 

terminal to X terminal and current is transferred from X 

terminal to Y terminal but at high level of clock, all pins go 

in the high impedance level. In two stage sample and hold 

circuit, output waveform is more accurate when compared 

with mono stage because in first stage, input is continuously 

varying which results in variation of output at the time of 

holding but in two stage, variation is less at the output of 

first stage which results in more flat output during holding 

time. Clock is given simultaneously for both the stages and 

synched with each other, hence both the stages operate 

simultaneously which in turn means they track and hold in 

same time. 

 Proposed circuit has highly efficient and desired 

results when compared with previous circuits in the data 

conversion system. 

II. BASIC STRUCTURE OF CCII 

Second generation current conveyor is different from the 

first generation conveyor in the manner that the There is no 

current flowing into Y terminal because terminal Y is a high 

impedance port while Z terminal is current output and X 

terminal is voltage input in CCII. So therefore unlike first 

generation current conveyor, CCII can easily be used for 

both current and voltage signal. Two type of conveyor 

present in CCII negative and positive. In positive conveyor, 

current direction of output terminal is same as that of input 

terminal but in negative conveyor, current direction of 

output terminal is opposite to that of input terminal. Both 

type of conveyor’s symbol are shown in FIG 1. 

The matrix representation of second generation 

current conveyor is  

 

                =  

 

In CCII voltage appear at terminal X is same as voltage 

appear at terminal Y act as a voltage follower and current 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2036



flowing in terminal Z is same as flowing in terminal X act as 

a current follower, connected together. 

 
     FIG 1:  Symbol representation of CCII+ and CCII- 

 

In sample and hold circuit, current conveyor is 

used as a switch which is administered by a current pulse. 

The operation of switch is to pass signal from one terminal 

to other terminal in a more methodical way without 

substantial signal loss. Hence, current conveyor passes the 

signal with minimum loss as well as it controls the signal 

when it passes through it.  

 

 
 

FIG 2: Symbol of CCII with Bias current 

 

 
 

FIG 3: schematic of CCII  

 

Current conveyor mainly depends on the current 

mirror circuit which plays a pivotal role in following the 

current as well as voltage between the terminals. Current 

mirror is used in this circuit due to which current will be 

identical in multiple branches and this current passes with 

same impedance of MOS. Hence voltage between the MOS 

terminals will also be same. Bias current is controlling the 

flow of current as it is controlling the MOS through which it 

is flowing. In FIG 2 Symbol of CCII with Bias current is 

shown and its schematic is shown in FIG 3 which is made 

up with NMOS and PMOS. 

III. PROPOSED CIRCUIT 

Sample and hold with two stages is simply 

cascaded two single stages where second stage rectifies the 

output of first stage. In single stage one CCII, one capacitor 

and one resister are used. Here, capacitor simply stores the 

charge at the time of holding and resister is used for timing 

constant along with the capacitor. CCII works as a switch 

which controls the switching for tracking and holding time. 

For switching timing, quiescent current is rendered in the 

form of current pulses.  

 

    
 

FIG 4: Schematic of proposed circuit 

 

Same quiescent current is given for both CCII so 

that they can hold and track simultaneously. Schematic of 

proposed circuit is shown in FIG 4. Here, output of first 

stage is given to input of second stage which rectifies the 

output of first stage. Both stages are synched with same 

clock pulse because same input passes through both the 

stages. Hence, delay should be minimum for both the stages. 

Here, we cannot have high value capacitor because as we 

increase the value of capacitor, output of sample and hold 

circuit will decrease. If we again rectify that output from 

same circuit, output will be flatter compared to previous 

outputs. In first stage, more variations are present in the 

input at the time of holding the signal because of which 

output of first stage is not flat and capacitor discharges 

quickly. In second stage, at the holding time, less variations 

are present in the input hence, output is flatter compared to 

output of the first stage.  

For more canonical results, we can increase the 

number of stages but the complication with the increment is 

that as the number of stages increases delay increases and 

because of increased delay, stages are not synched with the 

clock. For this reason, cascading of more stages is not 

possible but in two stages, results are more accurate. At the 

time tracking, gain of the CCII is approximately unity, so 

same voltage is transferred from X terminal to Z terminal. 

CCII is used as a voltage follower if we short terminal Y to 

terminal Z because voltage of X terminal is same as of Y 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2037



terminal and Z terminal has low impedance, so it is used for 

current driving. 

Output of two stage sample and hold circuit is 

influenced by sampling frequency fc  (fc=1/ tc) where tc is the 

time period of current pulses, where current pulses are used 

as a clock for CCII. Output of the circuit also depends on 

the time constant τ which is multiplication of the R and C (τ 
= RC) so, at the final output both the time constants are present. 

         Time constant for first stage is 

τ1 = R1C1 

              Time constant for second stage is 

τ2 = R2C2 

         So, time constant for final output is 

τ = τ1 + τ2 
 At the output of second stage, capacitor slowly 

discharges because time constant increases and output is 

more accurate compared to first stage output. 

          Then output voltage can be written as 

               Vout = Vin (1- e1/τf) 
 Output is dependent on time constant (τ=RC) and 

sampling frequency because the holding time change due to 

change in the sampling frequency. 

IV. NON-IDEAL EFFECT 

In previous circuit, all results are contingent on 

ideal parameters but parasitic is contemplated, all 

parameters will vary because every circuit has its own 

resistance and capacitance and at high frequencies, it will 

come in effect. Parameters of CCII also changes when 

changed parameters are taken into consideration and the 

matrix no longer contains unique zeroes and ones. Thus, 

new matrix representation will be 

  

  =  

 

Where Aif and Avf are the current forward and conveyor 

voltage gains respectively, near to unity and Air and Avr  are 

the current reverse and conveyor voltage gains respectively, 

near to zero. Yz, Zx and Yy are the limited terminal 

impedance and admittances. In certain applications, the 

trans-conductance Gmf from terminal Y to Z is significant, 

although the reverse trans-conductance Gmr seldom has any 

effect on the circuit behavior. If the current and voltage 

gains errors are taken into consideration, (3) can be 

rewritten as 

  

 Vout = Vin  (1 – e1/τ
n
 f )  

 

Where τn = (R+Rx)(CCx), Rx is the parasitic resistance and 

Cx is the parasitic capacitance. 

In simulation result, we got resistance value as 

approx. 500KΏ and capacitance as 10fF. Here value of 

resistance is high so, it will be taken in to consideration. In 

ideal case, both should be less otherwise at the time of 

tracking, the circuit will be prone to errors. 

V. POST LAYOUT SIMULATION 

Two stage of sampled and hold circuit has been simulated 

on Cadence Virtuoso. QRC extraction has been also 

evaluated and compare results with the schematic results. 

Zero DRC error and zero LVS error with the comparison 

between results without QRC and with QRC have less 

variation. In post layout simulation utilize the minimum area 

with minimum parasitic effect. After post layout simulation 

GDS file has been generated with same output waveform in 

both the results. Area of the layout is 2269.6598 µm square.  

 

 
 

FIG 5: Layout of Proposed Circuit 

VI. SIMULATION RESULTS 

In this proposed circuit, all PSPICE simulation is 

carried out in cadence virtuoso and 180nm technology. All 

files are taken from gpdk180 library. The aspect ratio of 

NMOS is 300nm in length  and 3µm in width  and aspect 

ratio of PMOS is 300nm in length  and 8µm in width. Power 

supply voltage is ±0.8 volt and peak to peak output voltage 

is 0.6 volt. 

 Value of biased current is 1µA and given in the 

pulses form with period  of 1µs. This biased current, control 

the whole scenario as well as control the time of sample and 

hold period. When Ic is 0µA (Logic 0) then no transition of 

input to the output and this condition is called hold 

condition, at that time maximum resistance offering at the 

input by the circuit of 500KΏ. This condition is shown in 

FIG 7 where input is in sinusoidal form but out is straight 

line and output voltage is approximate zero.  When Ic is 1µA 

(Logic 1) then transition of input to the output done without 

any loss because at that condition circuit offering low 

resistance approximate 1KΏ. 

 

 
 

FIG 6: DC Transfer characteristics of CCII 
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DC transfer characteristic of CCII is shown in FIG 

6. It shows the change in output voltage with respect to the 

change in input voltage which is depicted by the linear 

curve. Where input voltage is varied from -1V to 1V, output 

voltage varies from -0.98V to 0.98 V. 

 

 
FIG 7: Output wave at hold condition 

 

For sampling and holding the signal, sampling 

frequency of 1 MHz is applied to the circuit which is shown 

in the below FIG 8 , where, at high level of clock, it holds 

the signal and at low level, it tracks the input. 

Output waveform is shown in FIG 8, where one is 

input wave and other two waves are output of the first stage 

and second stage. At the time of holding, output of first 

stage is not flat, at that time capacitor discharges quickly but 

in the second stage output is flatter and capacitor discharges 

slowly, time constant is 45µs which is calculated by external 

and parasitic capacitance and resistance. 

 

   

FIG 8: Output waveform 

  

Total Harmonic Distorortion (THD) is -45 dB at 

clock frequency of 1MHz and Vp-p is ±0.8 V which is shown 

in FIG 9. All parameters are calculated at 100kHz input 

frequency.  

 

 

 

TABLE I.  COMPRASION TABLE BETWEEN PROPOSED CIRCUIT AND 

PREVIOUS CIRCUITS 

Parameter This 

work 

M. 

Kumn

gern 

[4] 

Chatter

jee et 

al 

[5] 

Ferr

eira 

et al 

[6] 

Swigu

n et al. 

 

[7] 

Technology 

(µm) 

0.18 0.18 0.25 0.8 0.13 

Supply 

voltage (V) 

±0.8 ±0.9 0.5 5 0.8 

Bandwidh 

(MHz) 

10 10 5 8 -- 

Sampling 

Rate (MS/s) 

1 1 1 0.25 1 

THD (dB) -45 -60 -- -- -- 

Power 

consumpti-

on (mW) 

0.010 0.014 0.3 1 1.84 

 

 

 
FIG 9: Total Harmonic Distortion 

 

VII. CONCLUSION 

Two stage sample and hold circuit is proposed in 

this paper where efficient and desired output is delivered by 

the current circuit compared to previous circuit. When two 

stage is used in the circuit it effects the output waveform at 

the time of holding. In this proposed circuit used the current 

conveyor as a switch and that circuit is offering the less 

power as well as increase the speed of the circuit. Main 

work of current conveyor is switch and minimize its effect 

on the circuit expect the switching. The circuit shows more 

flatter output at the hold time when compared to any other 

circuits which in turn increases accuracy in the digital form. 

Layout of that circuit also need the minimum area as well as 

effect of the parasitic is minimum so change in the results is 

minimum. The proposed S/H circuit offers high-speed, high 

linearity and is free of non-over lapping clock signal 

requirements. 
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Abstract— The most important factor to increase 

knowledge is to share what is learned. This approach of 

sharing what is learned is incorporated in robotics so that the 

robots can solve day to day problems by learning when 

required. The proposed knowledge interchange format (KIF) 

deals with communication amongst heterogeneous robots 

through the cloud. Keeping in mind the size of data, the 

emphasis has given to generate a representation of the path for 

robots that can be processed parallelly and saved in the cloud, 

enabling the sharing of knowledge between robots. In order to 

achieve this compatibility, a path as a set of characters or a 

string is considered with a convention that is predefined so that 

no matter how much the robotics evolves, it can always 

interpret a string. The string is tested in a Hadoop map-reduce 

program to process the paths parallelly and provide the best 

path from the cloud. 

Keywords—knowledge interchange format, cloud 

,heterogeneous  robots, hadoop map-reduce.  

I. INTRODUCTION  

The impacts of automation technologies are already 
being felt throughout the economy [1]. The worldwide 
number of industrial robots has increased rapidly over the 
past few years [2] . The falling prices of robots, which can 
operate all day without interruption, make them cost-
competitive with human workers.  In the service sector, 
computer algorithms can execute stock trades in a fraction of 
a second, much faster than any human.  As these 
technologies become cheaper [3] , more capable, and more 
widespread, they will find more applications in an economy 
driven society. 

Over the years, internet has been providing many updates 
of the programs running in personal computers and servers. 
Internet had also enabled people to share and obtain certain 
information through the vast information stored in the World 
Wide Web (WWW) [4]. With the introduction of Distributed 
Computing, computers started expanding their resources like 
memory and processing power by pooling from many 
computers participating in the system. The cloud computing 
technology took a leap forward by facilitating devices to use 
storage and computing capability which are connected to use 
it [5]. As a result devices smaller and lighter with low power 
for its operation started depending on cloud. Cloud provides 
processing power to these devices thereby reducing the cost 
of processing power and decreases the time of execution for 
getting quick result [6]. The power consumption for these 
devices becomes lesser since it takes lesser time in 
processing.  

Cloud facilitates connection of billion new devices to it 
[7] [8]. Due to rapid growth of electronic devices in recent 

time, there are also various mobile operating system (OS) 
developed to run those devices. Operating system like 
android OS (Google Inc.), bada (Samsung electronics), 
blackberry OS (Research In Motion), iphone OS/ iOS 
(Apple), palm OS (Garnet OS), symbian OS (Nokia), web 
OS (Palm/HP), windows mobile (Windows phone) are few 
mobile operating system commonly used for mobile devices 
[9].  Besides, with the evolution of internet of things (IOT) 
recently, small devices with different platform are also able 
to connect and talk to each other through cloud [10]. As 
cloud provides platform for devices likewise robots with less 
processing power will not only be able to communicate each 
other but also share knowledge base redundant data through 
cloud. 

II. REALATED WORK 

Since there exist a variety of robots with different types 
of hardware, robots use different robotic platforms. This is 
one of the main reasons why it is difficult to write software 
for robots and share the data when they are connected with 
cloud. With the motive to simplify the task of creating 
complex and robust robot software behavior across different 
platforms, robots operating system (ROS) an open source 
framework was developed [11]. Motive of ROS was to meet 
the set of challenges that where encountered while 
developing service robots as part of projects like Stanford AI 
Robot (STAIR) and the Personal Robots (PR) program [12] 
[13]. ROS being open source has contribution from different 
communities many new tools and libraries are updated. Still 
there are lots of people who are against the use of ROS [14] 
[15]. Reasons being, lack of support for some packages. 
Libraries are written and shared whenever there is a need for 
such libraries but failed to maintain bugs free, making it 
obsolete after a certain period of time ultimately. Still, the 
programs for robots are dependent highly on the hardware on 
which the robot is based. Hence reusing of program code 
across varied platforms is difficult [16] [17]. The lack of 
standard interfaces [18] [19] [20] [21] to robot hardware 
components also continues to be a great challenge in all areas 
of robotics. 

With a well define knowledge interchange format (KIF), 
ontology can be used to develop a new generation 
information system [22] [23].Thus it may help merging and 
mapping of the information from different data source and 
preparing them in such a way that end user can use it. The 
same concept can be deploy in the field of cloud robotics 
where robots can interact with each other and enables robots 
to share and reuse their existing information/ knowledge [24] 
[21]. 
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III. METHODOLGY 

A Knowledge Interchange Format (KIF) [25] is designed 
for the interchange of knowledge among different computer 
programs. Typically, when a program reads a knowledge 
base in KIF, it converts the data into its own internal form of 
specialized pointer structures, arrays, etc..and all 
computations are done using these internal forms. When a 
program needs to communicate with another program, it 
maps its internal data structures into the common format viz; 
KIF through which the other computer communicates. Thus 
it can also be used for exchange of knowledge between the 
robots of different architectures. Hence a Knowledge 
Interchange Format (KIF) plays a vital in enabling the robots 
of different hardware to interpret a common format easily 
without much complexity, even in case of robots with lesser 
hardware configurations. Though there are several ways of 
representing knowledge interchange format for robots as 
mentioned in [27] [28], a parametric representation which 
deals with the low level representation is considered for 
masking the heterogeneity to an extent.   

The knowledge is a ‘map representation’ in the form a 
continuous variable string representing a path taken by robot. 
Considering a robot takes only left, right, back or front, a 
representation of the path is discussed below. 

The general format of the variable string considered in 
this study is:     

 [Distance/Angle] [Direction]…..[Stop] 

An Example:  30R90L45RS will cause the robot to move 
53 cm distance on Right,, than take 90 cm Left, 45 cm Right 
and S is delimiter for stopping the robot as shown in figure 1. 

 

Fig. 1. Path map representation using continous variable string. 

When the path gets stored in cloud, the destination and 
source gets added at the front of the string and all the 
intermediate nodes are added so that the string will look like  

ab|50Lc60B40Rh30FS| 

where,  

 ab= source destination pair  

 |= delimiter 

A score/weight is added after the last delimiter ‘|’to 
assign or choose the likeability of paths. The integer value 
represents the distance. 

IV. IMPLIMENTATION 

A. Testing in Hadoop MapReduce 

To explain the environment with different stations and 
paths, an example with destination ‘b’ and source ‘a’ and two 
paths is shown in Figure 2, wherein the String 
55Rc105F15Rh55FS represents one of the path from ‘a’ to 
‘b’ marked by the thin line while the String 70Bd100Rg55FS 
represents the other path from ‘a’ to ‘b’ marked by the bold 
thick line. 

In the bold thick line of Figure 4.1, the source is ‘a’ and 
the destination is ‘b’, and ‘c’ and ‘h’ are two intermediate 
nodes. There might be situations where robots need the path 
from ‘c’ to ‘h’, so it becomes necessary to list the 
intermediate nodes in the representation. The details of 
intermediate nodes in the representation have been provided 
by writing it in small letters to uniquely identify that it is an 
intermediate node. The representation of bold line will now 
be as ab|55Rc105F15Rh55FS| which implies that  ‘a’ is 
source, ‘b’ is destination, after moving 55 cm right it reaches 
c and it moves 105 cm forward and then take right turn and 
move 15 cm to reach h and then finally reaches ‘b’ after 
moving forward for 55 cm and then stops.  

Fig. 2. Representation of robots environment in graph. 

For the simplicity of searching the paths from 
intermediate nodes after the first delimiter, the list of 
intermediate nodes are added to it and is represented as:  

ab|ch|55Rc105F15Rh55FS|9. 

In the above given string 

 ‘a’ is the source. 

 ‘b’ is the destination. 

 ‘c’ and ‘h’ are the intermediate nodes. 

 Robot starts from ‘a’ and moves 55 cms right to 

reach ‘c’. 

 Robot then moves 105 cms forward and then 15 

cms right to reach h. 

 From ‘h’ it moves 55 cms forward and then stops at 

‘b’. 

 Number after the last delimiter is the score 

generated after processing.  

 

B.  Processing of Paths 

Most often, the data gathered during traversing and 
finding paths by the robot is very large. As there will be 
collection of large no of paths, these data will eventually 
form big data and are usually stored in the Cloud. Since the 
traditional computing techniques cannot be used to process 
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Get I/O file location 

Start 

Get source destination pair 

Read text from input file 

Generate key value pair separated by delimiter 

Start the Mapreduce job 

Return success/failure 

these data sets, the parallel processing using Hadoop Map 
Reduce is commonly used to process the paths in parallel 
[29].  

Map-reduce is a highly parallelized programming model 
that can be used for processing large data sets. The task of 
partitioning the input data, scheduling the programs 
execution in different clusters, making it fault tolerant, and 
managing inter machine communication is taken care by the 
run time system [29].  

Hadoop is an Apache open source framework written in 
Java that allows distributed processing of large datasets 
across clusters of computers using simple programming 
models. The Hadoop framework application works in an 
environment that provides distributed storage and 
computation across clusters of computers. Hadoop [29] is 
designed to scale up from single server to thousands of 
machines, each offering local computation and storage. 
Hadoop has been setup in standalone mode on Ubuntu 14.04 
system. The setup runs on a single Java Virtual Machine 
(jvm). It becomes easy to test and debug the map reduce 
programs. Less amount of sample sets are used so that the 
default properties are set for standalone mode to run the map 
reduce programs. 10 sample paths as shown below have been 
generated for the environment. 

 ab|10L5Rc20R50Fg50fS|0  

ab|10L5R20Re70FS|0 

ag|50L12Rf10Fh20BS|0  

ab|10L5Rc20R50F25B20Rh50fS|0  

vk|30L20Ru10Bw10RS|0 

ab|30R10Lr25RS|0 

ab|10L5Rc20Rd50Fe25Bf20Rg50fS|0  

gk|5Rh10Li20BS|0 

vk|20Rl10LS|0 

ab|10L20Rd50FS|0 

The last field is filled with zero which indicates that these 
paths has never been shared or processed. Once the request 
for any source destination pair is made, a Map Reduce 
program is executed to find all the strings that match the 
required source destination pair. There might be many 
intermediate nodes between the source and destination in the 
representation that forms a better path. Hence the entire 
string is checked to find the paths that might be intermediate 
nodes. To find all the paths matching some pattern there is 
no need to combine intermediate key-value pair and hence 
Reduce is not needed. Map takes path and outputs if it 
matches the pattern. This is not a good idea if there is a 
single large document, but works well if there are many 
documents. In a realistic scenario there might be many 
documents as there may be large number of robots. 
Therefore using of Map Reduce is justified.  

C. Mapdriver Class 

The task of map driver class is to control the entire job. It 
is the top level class and the main entry point. The main 
function in this class takes commands by an argument which 
is the input, output file and the source destination pair.  

The job object gets instantiated, File input format and file 
output format describes the input and output specification for 
the job and creates path objects based on arguments variable. 
The output path gets created by Map Reduce job and output 
files are deposited there. The behavior for file input format is 
to read key value text separated by delimiter. 
WaitForCompletion method is called which launches the job 
and returns success or not. Now the mapper and reducer 
class are called. The flowchart for Mapdriver class is shown 
in Figure 3. The framework handles all the details all the 
numbers of mappers required and how to read distributed 
input file. 

D. PathMapper 

PathMapper extends the Mapper class to implement the 
map function. In a distributed computing model, data gets 
send from node to node via Remote Procedure Call and data 
must be serialized and desterilized as it goes. Hadoop built in 
data serialization format is called writable. Writable class 
exists as a wrapper for almost all Java primitive types.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.  Flowchart of MapDriver.  

 

 

Fig. 4.  Flowchart of PathReducer.  

Stop 

Write the output to the file in the 

location provided by map driver  

 

Perform merge sort on different nodes 

Distribute the key value pairs where key is the path 

description and value is the distance travelled 

Combine the result of different nodes 
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The declaration for the costumed Mapper class extends 
the class Mapper. The Mapper class uses parameterized 
types to define the types of key values for both input and 
output. The input key and input values are text, output keys 
are text and output values are integers. To implement map 
function, map method is overridden.  

The map function searches if source and destination 
exists in the representation. If source and destination exists 
then the distance from source to destination is calculated by 
parsing the string and a list of key value pair where key is the 
string from source to destination and value is the distance to 
reach from source to destination. The flowchart for 
PathMapper is shown in Figure 6. 

 

 

 

TABLE I.  GENERATING SCORE FOR PATHS 

Fig. 5. Result of mapreduce programs.  

The input and output key are text whereas the input and 
output values are integers. To implement the reduce function 
reduce method is overridden. The reduce function distributes 
the key value pairs to various node, where based on value the 
paths are sorted at each step. The sorting technique used is 
merge sort. At each node merge sort is done and later the 
results from each node are compared and combined. The 
sorted data from each node are checked with each other to 
finally output the sorted data. These data are stored in the 
output file at the location provided by MapDriver class. The 
flowchart for path reducer is shown in Figure 4. 

 

E. Path Reducer Class 

The PathReducer class extends the class reducer. Just like 

the Mapper the reducer class uses parameterized types to 

define the keys and values. The input and output key are text 

whereas the input and output values are integers. To 

implement the reduce function reduce method is overridden. 

The reduce function distributes the key value pairs to various 

node, where based on value the paths are sorted at each step. 

The sorting technique used is merge sort. At each node 

merge sort is done and later the results from each node are 

compared and combined. The sorted data from each node are 

checked with each other to finally output the sorted data. 

These data are stored in the output file at the location 

provided by MapDriver class. The flowchart for path reducer 

is shown in Figure 4. 

 

F. Running Program on Hadoop Cluster 

To run the program on Hadoop cluster, a jar file of the 
package PathFinder consisting of following classes is built. 

 MapDriver 

 PathMapper 

 PathReducer 

This jar file is copied to cluster where Hadoop job will 
run. MapReduce has a feature which lets the entire cluster to 
be Network File System (NFS) mounted which allows the 
cluster to be treated as any other disk and use native Linux 
commands to move data in and out. The input sample file is 
also copied to the Hadoop File System (HFS). The map-
reduce program is run where the input location output 
location is provided as arguments. The output file is 
generated in Hadoop clusters which are copied to local file 
system, where a Java program to assign weights to the paths 
is run. 

G. Assigning weights 

The distance from source to destination is calculated by 
adding each integer value that exists in path representation. 
The distance is added at end of the string based on the 
distance the strings are sorted. Once the file contains sorted 
strings , weights are assigned to each strings  , where w = r - 
p; r is the reward assigned to each string and p is the penalty, 
rewards are assigned in descending order, if there are n no of 
paths then p = n for n, p = n-1 for n-1 and the penalty is 
assigned in reverse order. ‘w’ is calculated and stored with 
the paths. Next time if the robot needs the path to same 
source destination pair then it can choose the path with 
highest weights and in case if there is some problem with the 
weight i.e. the path is broken or any obstacle is found then 

Path Penalty  

(p) 

Reward 

(r) 

Weight 

(r-p) 

ab|a30R10Lr25RSb|0 1 6 5 

ab|a10L20Rd50FSb|0 2 5 3 

ab|a10L5Rc20R50Fg50fSb|0 3 4 1 

ab|a10L5R20Re70FSb|0 4 3 -1 

ab|a100L5R20Rg70FSb|0 5 2 -3 

ab|a100L50R20Rh70FSb|0 6 1 -5 
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robot can requests the path that has the next high weights. 
Table I shows the generation of weights for 6 different paths 
that exist from ‘a’ to ‘b’.  

a) Input Samples 

The input sample set is stored in a text file path.txt and 
copied to Hadoop file system.  

ab|10L5Rc20R50Fg50fS|0 

ab|10L5R20Re70FS|0 

ag|50L12Rf10Fh20BS|0 

ab|10L5Rc20R50F25B20Rh50fS|0 

vk|30L20Ru10Bw10RS|0 

ab|30R10Lr25RS|0 

ab|10L5Rc20Rd50Fe25Bf20Rg50fS|0 

gk|5Rh10Li20BS|0 

vk|20Rl10LS|0 

ab|10L20Rd50FS|0 

 

Fig. 6. Flowchart of PathMapper. 

V. RESULT AND DICUSSION 

 
Reduce program is run on Hadoop clusters where the 

location of input file and output file is provided by 
arguments. The program is run to find the paths from source 
‘a’ and destination ‘b’ the intermediate key value pair after 
finding distance from ‘a’ to ‘b.’ The reducer takes the key 
value pair generated by map function and sorts the value 
using merge sort which is combined to generate the required 
output. Figure 5 shows the input output and the intermediate 
key value pairs generated at each step of Map Reduce. The 
Mapper searches for all the paths from a to b and generates  

The objective is to introduce a Knowledge Interchange 
Format (KIF) or variable length string for the heterogeneous 
robots to communicate on a generic cloud robotics platform. 
Emphasis has been given to generate a representation of path 
for robots (keeping in mind the size of data) that can be 
processed parallely and saved in cloud, enabling sharing of 
knowledge between robots. A variable length string data 
interchange format is considered for representing a path. 
Representation is made simple for compatibility across all 
microprocessors. The variable length string is tested in 
Hadoop MapReducee to simulate cloud processing. 

 

Collects intermediate key value pair 

Distribute the task to different nodes 

Start 

Get source and destination as key and the path as value 

Search all the paths that has the source 

and destination string 

Search all the paths that has the 

source and destination string 

Search all the paths that has the source 

and destination string 

Calculate the distance from the source and 

destination 
Calculate the distance from the source and 

destination 

Calculate the distance from the source 

and destination 

Generate a set of intermediate key value 

pair where key is the path and value is the 

distance of the path 

Generate a set of intermediate key value 

pair where key is the path and value is the 

distance of the path 

Generate a set of intermediate key value 

pair where key is the path and value is the 

distance of the path 

Return the set of intermediate key value pairs 
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VI. LIMITATIONS 

The Path map is designed with an ideal environment 

without considering obstacles and odometry error. 

VII. FUTURE SCOPE 

The Knowledge interchange can be extended to store 
other information such as object models, information about 
particular environment knowledge, than a path map. 

Further, it can be implemented in educational robots like 
lego minstrom nxt and boebot through a thin middleware. 
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Abstract—The tremendous growth in usage of internet 

technology has pawed way for advancement of diverse wireless 

networks. One of the wireless networks that have gathered a 

lot of attention is Wireless Mesh Network (WMN). WMN is 

being preferred because of its numerous advantages such as 

better coverage area, communication with other networks, cost 

effectiveness, increased network capacity and is compatible 

with all IEEE 802.11 standards. Low Capacity, management of 

the traffic and gateway nodes and end to end fairness problem 

are the major issues in the employment of WMNs. In order to 

reduce the existing challenges in WMNs load balancing plays a 

vital role. In our work we have proposed a load balancing 

protocol to overcome the problem of congestion using residual 

energy and delay. The simulation results are derived and they 

prove that our proposed protocol enhances the performance 

and life time of WMN compared to standard protocol with 

reference to residual energy, throughput, packets received 

jitter and delay. 

Keywords—WMN, Load balancing, Energy, Delay 

I. INTRODUCTION  

 A wireless mesh network is an infrastured network 

which is based on mesh topology. The architecture of a 

WMN [1] consists of three major components which are 

clients, routers and gateways. The clients are often laptops, 

desktops, tablets, and mobile phones etc. which are end 

devices. The router performs the task of traffic management 

through gateways. In a mesh network, even when a single 

node fails to operate, the communication is not hampered as 

the rest of the nodes are still able to establish 

communication with each other either directly or via 

intermediate nodes. Thus this uniqueness of WMNs has 

made them highly reliable, resilient and offers a higher 

degree of redundancy. The integration of WMN [2] 

technology can also be implemented along technologies 

such as 802.11, 802.16, 802.15 standards in cellular 

technologies. 

 A WMN can be visualized as a distinctive wireless Ad-

hoc network. However a WMN has a systematic i.e. 

configuration and delivers a dynamic and cost effective 

deployment of network over a specific geographical area. 

An Ad-hoc network is a unpremeditated network where 

communication can be established only when the wireless 

devices come in each other‟s communication range. WMN 

[3] can also be used for wide variety of applications such as 

transport systems, wireless sensor network, surveillance 

system, broadband home networking, building automation, 

health and medical system, community and neighborhood 

networking.  

 A mobile node consumes its battery energy not only 

when it actively sends or receives packets but also when it 

stays idle listening to the wireless medium for any possible 

communication requests from other nodes. Thus, energy 

efficient routing protocols minimize either the active 

communication energy required to transmit and receive data 

packets or the energy during inactive periods. In some 

protocols the active communication energy can be reduced 

to reach the receiving node by adjusting the node‟s radio 

power just enough to reach the receiving node. The optimal 

routing path that reduces the total transmission energy 

needed to send the data packets to the destination can be 

determined by using the transmission power control method. 

When there is no data to send or receive each node can 

retain the inactivity energy changing its mode of operation 

into sleep power down mode or simply turn it off like in 

other protocols. Considerable energy saving can be achieved 

here, if the network conditions is specified with low duty 

cycle of communication activities. But for guaranteed data 

transmission when many nodes are sleep and not forwarding 

packets for the next nodes it may require much well 

designed routing protocols. Load distribution approach in 

another powerful approach for optimizing active 

communication energy. It maximizes the new lifetime when 

selecting a routing path by avoiding over utilized nodes and 

also balances the energy usage among nodes. Though each 

protocol will have advantages and disadvantages and is 

convenient for certain situation, it is not clear that any one 

algorithm or a clan of algorithms is ideally suited for all 

situations.  However, it is possible to offer a better energy 

saving routing mechanism by combining and integrating the 

existing solutions. Many efforts have been directed to 

develop energy aware-MAC and transport protocols to 

tackle energy efficiently in other network layers. In layered 

network architecture each layer is supposed to operate in 

isolation. But to maximize the energy performance some 

recent studies have recommended the cross layer design.  

 

 The paper is arranged in the following manner. The 

existing technology related to proposed work is discussed in 

second Section. The proposed routing scheme EBL-AODV 

is completely described in third section. The simulation 

results, performance comparison and analysis are presented 

in fourth section. The inference of the paper is in fifth 

section . 

II. RELATED WORK 

 In this work we have proposed a modified AODV 

protocol called Energy-Delay Based Load Balancing Ad-

hoc on Demand Protocol (EDBL-AODV), which considers 

residual energy and path delay as a routing metric during 

route discovery. 
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 Aron et al. [4] have described a novel distributed 

topology control algorithm whose main objective is to 

reduce the consumption of energy by each node during 

transmission and extending lifetime of the network. It is a 

three phased topology control algorithm which involves 

establishing accessible neighborhood topology, constructing 

minimum energy local topology view and finally 

determining transmission power. Thus the above algorithm 

overcomes the topology control problem in hybrid WMNs 

equipped with heterogeneous wireless devices and altering 

transmission ranges by taking decisions based on 

information gathered locally and scaling it for large WMN. 

 Panagiotis et al. [5] have proposed a new energy 

efficient multi cost routing algorithm for WMN. According 

to the new routing algorithm, a vector of cost parameters are 

calculated at each link using appropriate operators for 

selecting an optimal path. The parameters are hop count, 

power required by the node to transmit and the remaining 

energy at each node. There are two models- Network 

evaluation model and dynamic one to one communication 

model under which the performance of the proposed 

protocol is evaluated. In the former evaluation model, the 

network aims to transmit maximum number of packets 

available preceding energy depletion. In the latter model, the 

data packets are generated uninterruptedly as the nodes are 

competent of periodically recharging their energy. This 

protocol is said to enhance the durability of the network. 

 Awad et al. 6] have proposed a cross layer optimization 

algorithm subject to a delay deadline constraint. The 

assumption is that all packets successfully received should 

have their end to end delay less than their corresponding 

delay deadline. The proposed algorithm optimizes network 

and physical layer by exploiting different control parameters 

viz. path selection parameter in the network layer, the 

transmission and modulation energy in the physical layer. 

The protocol is a little time consuming as for every path in 

the network, all cross layer parameters are calculated 

through all paths in the networks. The authors [7] have 

proposed a novel routing model called ERDB-AODV 

protocol in which remaining energy in the battery and 

energy draining rate are incorporated as additional metrics 

for an optimal path selection.  Thus, the hop count, available 

energy at the node and the rate of energy consumption are 

considered as important factors of the path selection. The 

protocol avoids nodes with higher energy consumption and 

lesser energy levels to extend the lifetime of the network. 

However, this may affect the traffic to traverse a long path 

to reach destination despite successful transfer. 

III. ENERGY-DELAY BASED LOAD BALANCING AODV 

PROTOCOL  

 We have proposed a novel routing protocol Energy-

Delay based load balancing EDBL-AODV which is 

improved form of DBL-AODV and which considers both 

energy and delay for path selection. EDBL-AODV has a 

modified routing table entry, route discovery and selection 

process. The additional constituents included in EDBL-

AODV are expiration time field, hop count field and 

advertised hop court for achieving maximum possible paths.  

The operation of EDBL-AODV routing protocol can be 

described in Figure 1. 

The source node broadcasts the RREQ packet. For 

immediate nodes with the help of RREQ packet computes 

the minimum unused energy depending on the incurred 

energy consumption and delay. The energy consumed can 

be obtained by the equation:  

EC = Power Received or Transmitted * (8 * Packet size / 

Bandwidth). 

      (  
  

  
)                                (1) 

where,  EC = Energy consumption. 

             P = Power Received/Transmitted. 

             PS = Packet size. 

             BW = Bandwidth. 

 

 The relay nodes enter the delay and calculated energy 

consumption in RREQ message. They also check sequence 

number for a new route and update the same in routing 

table. The destination node replies to the source node via 

RREP message. During route selection, the same node 

chooses an optimal path possessing lesser delay and 

maximum residual energy. 

 

The delay is calculated in the algorithm is as given below 

 

Delay= (time at which RREQ received at current node) - 

(time at which RREQ sent from previous node)                 (2) 

 

The average delay (Da) is calculated by  

 

                   Da=
      –    

 
                                                        (3) 

where,  Tpr = Packet received time 

             Tps = Packet sent time. 

             T = Total data packets received. 

 

The path selection (PA) process is performed by using 

Ps = Max [∑{(
   

   
) (

   

   
) ………….(

   

   
)}] and Min[∑{(D1) 

(D2) ……………….(Dn)}]                                     (4) 

where,   n = advertised hop count 

              Br = remaining energy in node 

              Bf = full energy in node 

              D = time delay  

IV. PERFORMANCE EVALUATION  

 The effectiveness of EDBL-AODV algorithm is verified 

by comparing it with the AODV protocol algorithm using 

Qualnet simulator. The parameters for all simulations are 

shown in Table 1. We change the number of nodes from16 to 

120. For Each node density higher CBR is generated to 

create the congestion. We used five different quantitative 

measures to compare the performance of the proposed and 

existing protocol. In this comparative study, our proposed 

protocol „EDBL-AODV‟ maintains network life time, higher 

throughput, and lesser delay unlike in AODV protocol. 

We fix the packet size as 1024 bytes and change the number 

of node densities from 16 to 120 to observe the impact of 

load and node densities on the network performances. The 

performances of AODV and EDBL-AODV protocols are 

shown in Fig.1 to Fig.5. 
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Table 1.Simulation Parameters 

 
 Fig.1 shows throughput comparison with respect to 

node density. As the number of nodes increases, the average 

network throughput of EDBL-AODV is always higher than 

AODV because data transmission is performed based on 

less delay, path having higher residual energy and minimum 

number in less time.  

 Fig. 2 shows that the total number of messages of nodes 

path. Due to less delay, more number of bits is transmitted 

received of EDBL-AODV remains higher than AODV with 

different number of node density since packet transmission 

is mainly based on less delay and minimum distance path. 

Due to this consideration, packets are transmitted evenly 

without any occurrence of node failure. Therefore, higher 

amount of packets is transmitted. As shown in Fig. 3, the 

average end-to-end delay of EBL-AODV is lower than that 

of AODV. Since AODV RREQ packet is modified by 

introducing delay parameter. Routing is performed using the 

delay parameter; less delay path is selected for packet 

transmission. Therefore, end-to-end delay is reduced. For 

the existing model, AODV packet transmission is performed 

based on minimum distance which increases congestion and 

leads to delay, which is even true for Jitter. 

 Fig. 5 shows that the residual energy of EDBL-AODV 

is higher than AODV for different node densities. This is 

because packets are transmitted based on higher residual 

energy, less delay and minimum distance path. Due to this 

consideration, packets are not queued at nodes which lead to 

less resource utilization and less energy consumption.  
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Figure 2: Variation of throughput v/s node densities 

 
 

Figure 1:  Flow chart of the algorithm 
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Figure3: Variation of total messages received v/s node densities 
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Figure 4: Variation of End to End Delay v/s node densities    
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Figure 5: Variation of Jitter v/s node densities 
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Figure 6: Residual Battery Power v/s node densities 

 

V.  CONCLUSION 

In our proposed work energy efficiency is enhanced 

considerably by reducing routing overhead and delay. 

Comparative study has been carried out with existing 

routing protocol and the results are exhibited. Simulation 

results showed that the proposed protocol improves 

performance of the network and prolongs the lifetime of a 

WMN in comparison with the standard protocol. On an 

average, there is an overall increase in throughput of 12 to 

14%, total number of messages received 15 to 18%, 

decrease in energy consumption of 4 to 6% and decrease in 

end-to-end delay of 6 to 8% when compared between 

proposed and existing algorithm. 
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Abstract—Fatigue driving is suspected to be a primary cause
of vehicle related crashes. Driver fatigue resulting from lack
of rest is a significant factor in the expanding number of the
mishaps on roads. A warning system can possibly reduce the
accidents related to drivers drowsiness. By putting the camera
inside the vehicle, the system can read the expressions of the
driver and search for the eye-developments which demonstrate
that the driver is never again in condition to drive. In such
a case, a warning sign ought to be issued. Our face contains
a great deal of supportive data; we can utilize the condition
of eyes to discover the tiredness. In this paper, a methodology
has been proposed for the eye state recognition dependent on
convolutional neural network (CNN), which eventually calculates
the percentage of eyelid closure (PERCLOS), and blink frequency
to figure out the level of the drowsiness. A real-time monitoring
unit is additionally created to alert the closest control unit about
the status of drowsiness of the driver. Google Cloud Platform is
used for training CNN and the trained model is implemented on
Raspberry Pi. The trial results demonstrate that the presented
technique has reduced training time of CNN network model,
high acknowledgment exactness of condition of eyes and can
distinguish the drowsiness viably.

Keywords - Fatigue Detection; CNN; Eye State recognition;
Google Cloud; Raspberry pi

I. INTRODUCTION

With the increasing traffic collisions, it’s carried genuine
misfortunes to the country and public. Research demonstrates
that the languid driving is one among the most reasons for
traffic collisions. As of late, a few nations and governments
as of now are giving more consideration to the driving well
being issues. Researches for driver drowsiness detection have
crucial importance.

Exhaustion and diversion are a piece of regular day to
day existence for many individuals. They decrease response
time, watchfulness, readiness and focus and as a result the
the capacity of performing exercises, (for example, driving)
is disabled. The causes leading to falling asleep behind the

wheel are fatigue, alcohol intoxication, similar route, riding at
night, driving after a heavy lunch, taking Medication.

The drowsiness detection techniques based on computer
vision is a non-intrusive way. The features of the face can
be determined by dissecting the progressions of facial appear-
ance, for example, squinting (blinking), eye conclusion length,
yawning, etc. Conventional image processing strategies for
computing flickers which normally include a blend of Eye
Localization, Threshold to discover the white portions of the
eyes and deciding whether the ”white” portion of the eyes
vanishes for a time frame (demonstrating a squint or blink).

It is acknowledged that tiredness will appear as fast and
consistent glinting, signaling or head swinging, and yawning
constantly. PERCLOS [1] is seen as a reliable measure for
predicting tiredness and has been melded in commercial
things, for instance, Seeing Machines and Lexus. Other facial
advancements, for instance, internal forehead rise, external
temples rise, lip expand, jaw drop and eye flicker(blink) have
additionally been known to be markers for tiredness. As of
not long ago, Most vision-based detection relied on hand-
created facial and head development checking characteristics.
As a rule, hand-created features have demonstrated constrained
adequacy in genuine situations which may incorporate drivers
wearing shades and huge variety in light.

On the other hand, features of the face learned from an
image in light of deep learning have been increasingly viable
in genuine real-world situations. Choi et al. [2] built an
algorithm for gaze zone detection depends on features learnt
using a Convolutional Neural Network (CNN). Utilizing the
learnt facial features, support vector machine (SVM) is used
to anticipate drivers gaze looking zone. K. Dwivedi et al [3]
utilized a 3-layered CNN to learn features of the face of
distinguished face locale from the info picture. The yields of
the last layer are considered as the extricated features. On
the basis of the extricated features, the binary classifier was
trained and utilized for drowsiness prediction. The strategy

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2052



based on this has higher acknowledgement accuracy. CNN
[4] [5] can extract features adaptive and make the features to
have a superior capacity of portray, CNN has better features
expressive, keeping away the manual feature extrication.

In this paper, we have designed an image securing frame-
work dependent on continuous(real time) pictures and propose
a discovery technique about the state of eyes utilizing CNN.
As appeared in Fig. 1, the method on a very basic level joins
three segments: extricate the territory of eye, state of eye states,
sleepiness or exhaustion recognition and alerting the driver and
the nearest control room and there by the concerned authorities
can take necessary actions like reaching the site in case of any
adversaries or stop the vehicle to avoid any mishaps.

The remainder of the paper is created as pursues: Data set
preparation, segment 2 demonstrates the proposed system. The
Segment 3 demonstrates the training of the neural network.The
condition of eyes acknowledgment(recognition) is appeared in
segment 4. The Segment 5 demonstrates an alert framework.
The Segment 6 shows the exploratory results for driver fatigue
identification. The Conclusion is discussed in section 7.

II. PROPOSED SYSTEM

Fig. 1. Block Diagram of the Proposed System

A schematic of the proposed framework is appeared in
Fig. 1 The framework comprises of two phases. First stage is
to prepare and train the neural system and the second stage is
the development of the detection system to test the condition
of eye utilizing the neural network system which would be
trained in the first stage.

Camera image is taken frame by frame and then input to
the Haar Cascade classifier to detect the face.Different Haar
Cascade classifier for the eye is then used to extract the eye
portion which is then key in as input to the detection system
to recognize the eye state.Based on PERCLOS [1] and blink
frequency,determines the fatigue level and alert the driver and
nearest control room in case of experiencing fatigue.

III. TRAINING OF THE NEURAL NETWORK

The various Steps associated with the training of CNN is
indicated in Fig. 2

Fig. 2. Different steps in CNN training

A. Data set Preparation

Eye state recognition is a troublesome undertaking in the
unconstrained true situation which is loaded with challenging
varieties brought about by individuals and sorts of condition
changes including darken, lighting, impediment, and mask. To
distinguish the state of eye, need to train a binary classifier for
open and closed eyes. To do this, we used a dataset to train our
classifier. For open and closed eyes, we used cropped images
of size 24x24 from the dataset. The complete dataset contains
4864 images and are then labelled as open and closed. Sample
images are indicated in Fig. 3.

Fig. 3. Sample eye images

B. CNN Network

The architecture of CNN network is shown in Fig. 4.The
CNN Architecture is similar to a binary classifier to identify
whether the given image is a Dog or Cat. Input image(open
and closed eye) of size [24*24*1] has the raw pixel values. The
CNN network used in the system has three Convolutional fil-
ters. Each Convolutional filer has a ReLu initiation(activation).
CONV layer computes the yield of neurons that are associated
with neighborhood regions in the input, each registering a dot
product between their weights and a small locale they are
associated with in the input. First layer convolution results
in volume [24x24x32] as we used 32 filters. RELU layer
[6] does an element wise activation function, the max (0,
x) thresholds at zero. First Relu activation layer results is
such that the size of the volume ([24x24x32]) stays unaltered.
Each Convolutional filter follows a Max-pooling layer. POOL
layer down samples the operation along the spatial dimensions
(width, height), resulting in volume of [16x16x12] in the first
layer of Max Pooling.

Similar two operations performed with different filter size.
Then a dropout layer to reduce the unwanted neurons which
then followed by a fully connected layer with ReLu activation.
Dropout randomly sets a fraction rate of 0.25 input units to
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Fig. 4. Architecture of the CNN Network

0 at each update during training time as it helps prevent over
fitting. Flatten layer is used to flatten the input. Three dense
layers is induced to act as fully connected neural network layer
so that each input node is connected to each output node.
A single neuron is induced with Sigmoid activation for the
binary classifier. Adam optimizer is used as it is an optimize
algorithm to updated the weights in the network iterative in the
training data set and for the loss function binary cross entropy
is used to predict the losses.

C. Training of the CNN Network

Before loading the labeled images, CLAHE (Contrast Level
Adaptive Histogram Equalization) is applied to evacuate the
noise and to improve the picture. Then scaled the values of the
images between 0 and 1 to makes the learning process faster.
Finally trained the network for 50 epochs with batch size of 32
and 152 iterations. Epoch is the number of iteration related to
each input samples in the data set. The network uses 50 epochs
as large values of epochs could lead to train more times which
gives better exactness. A complete data set is carried back and
forth through the neural network only once is an EPOCH. The
trained model is saved as a HDF5 (Hierarchical Data Format)
file format. On Google Cloud training of the entire images took
around 6 minutes. The recording of training metrics which
includes the loss and the accuracy for each epoch at the end
of the training in Google Cloud Platform is shown in the Fig. 5.

Each epoch took around 8 seconds and each step took
around 52ms. So total time taken for training is 8 seconds
x 50 Epochs, which is around 6 minutes.

As shown in the plot of accuracy Fig. 6, it is visible that
the model reached almost same accuracy level at the end of
the epochs.As shown in the plot of loss Fig. 7, it is visible
that the model reached almost same loss level at the end of
the epochs.

Fig. 5. Training Summary in Google Cloud Platform

IV. EYE STATE RECOGNITION
The different steps involved in the eye state recognition is

shown in Fig. 8

A. Image Capture and Preprocessing

Read each frame from the camera. The captured image
which is an RGB image needs to convert to gray scale image
with a depth of 1. This ensures the depth of the image is same
as of the trained image.
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Fig. 6. Plot of Model Accuracy on Training Data

Fig. 7. Plot of Model Loss on Training Data

B. Image Enhancement

To enhance the image, CLAHE (contrast-limited adaptive
histogram equalization) is applied. It enhances the contrast of
the grayscale image by transforming the values. This contrast-
limited adaptive histogram equalization (CLAHE) produces
images that do not excessively enhance the noise content of
an image, but provide sufficient contrast to visualize structures
within the image. CLAHE processed images have a more
natural appearance and make it easier to compare distinct
regions of a picture.

C. Face and Eye detection

Object recognition is ordinarily characterized as technique
for distinguishing the presence of objects of a specific class. In
image processing, it is a strategy to discover an item or object

Fig. 8. Steps in Eye State Recognition

from pictures. There are various approaches to characterize
and discover objects in a frame. One way is depended on
color identification. Be that as it may, it’s anything but an
effective technique to identify the article as a few diverse
size objects of same shading might be available. Haar-like
highlights, created by Viola and Jones [7] based on the
proposition by Papageorgiou et. al in 1998 is a most efficient
way to recognize items. Haar-like highlights are computerized
picture highlights utilized in article identification or these are
square shape molded dim and light regions having comparable
sort of highlights like our face. The cascade classifier includes
various stages, where each stage comprises of numerous frail
highlights or features. The framework recognizes the subject
by moving a window over the whole picture and by forming a
solid classifier. The yield of each stage is marked as either
positive or negative implying that an item was found and
negative implies that the predetermined article was not found
in the picture.

To detect the face and eye region, different haar cascade
classifier is used to give better accuracy. Using Haar cascade
classifier, face and eye region is cropped for various states.
Fig. 9 shows the various states. A human region blinks both
the eyes simultaneously. Hence one region is enough for the
model to predict the state.

Fig. 9. Cropped Face and Eye
Source: Infrared Image is adapted from

http://www.scface.org/examples/001 cam8.jpg

D. Eye State Recognition Based on Trained CNN model

When the face and eyes are identified, the trimmed pic-
ture should be resized to 24X24.The resized picture is then
sustained to prepared CNN model to make a prediction. The
model has a binary classifier with a sigmoid neuron that gives
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as yield as the likelihood of an eye to be open and on the off
chance that the likelihood is more than 50 percentage, at that
point the condition of eye is open and on the off chance that it
is under 50 percentage, then condition of the eye is shut. The
Fig. 10 shows that eye state recognized with a good accuracy.

Fig. 10. Prediction of Open and Closed State

V. ALERT SYSTEM

Once the eye states are identified and if the driver experi-
ences drowsiness, then alert is send to driver in the form of
sound.A buzzer is connected to Raspberry pi to raise alert in
the form of sound.Initially the buzzer is set to low.Depends on
eye states,alert is raised by applying high(Vcc) to the GPIO
pin which is connected to the buzzer.Buzzer produces sound
until the driver is alerted. In addition, a real-time alert system
is established to send the alert to the nearest control unit to be
monitored by the authorities concerned such as POLICE. The
idea of such a system is to ensure that the authorities who are
nearby will get the alert message and the vehicle details. The
authority can take quick action either stopping the vehicle by
calling the driver or reaching the location the site immediately
in case of any accidents. However, the priority is to alert the
driver.

The Fig. 11 illustrates the schematic diagram of the general
MQTT system. The proposed system uses MQTT protocol to
send the alert message from a vehicle (MQTT publisher) to the
nearest control room (MQTT subscriber). MQTT is a standout
amongst the most generally utilized conventions (protocols)
in IoT world. It is a Message Queuing Telemetry Transport
convention. A lightweight informing convention that utilizes
operations to publish / subscribe to exchange information
between customers and the server. Its small size, low power
consumption, limited bundles of information and simplicity
of execution make the convention perfect for the world of
”machine-to-machine” or ”Internet of Things” world. Each
vehicle is being uniquely identified by the topic number and
the alert message is then publish to a folder with that unique
number to a server(Mosquitto Test Server) via internet. The
subscriber (control room) subscribes the topics and continu-
ously monitors the topic folder and in case of an alert received
from any vehicle, it displays the details on a screen as indicated
in Fig. 12 there by alerting the concerned authorities.

Fig. 11. MQTT System

Fig. 12. An Alert Console in the Control Room

VI. EXPERIMENT AND RESULTS

A. Experimental Platform

Google Cloud Platform with Debian GNU/Linux9 Operat-
ing System,1 x NVIDIA Tesla K80(GPU) is used to train the
CNN network. Raspberry Pi 3 Model B+ as shown in Fig. 13
is used to implement the detection system and to raise alert.
The trained model is copied from Google Cloud Platform to
Raspberry Pi and Logitech Camera is used to capture the real-
time images. A buzzer is connected to Raspberry Pi to raise
the alarm in case of drowsiness. MQTT and Mosquitto Test
Server is used to send the alert to the Control Room. The
whole application is build using Python 3.5.3, OpenCV 3.4.4,
Keras 2.2.4 and Tensor Flow 1.11.0.

Fig. 13. Raspberry Pi Connected to Camera and Buzzer
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B. Results

The driver drowsiness can be measured using PERCLOS
and blink frequency. The PERCLOS [1] [8] (Percentage of
eyelid closure). It is calculated as (1):

Where nclose is the total number of eye closed frames and
Ntotal is the total number of frames over a period. PERCLOS
measurement gives alertness if drivers eye state is closed for
a period of 5 to 6 seconds.

PERCLOS is used when driver closed his eyes for a period
of 5 to 6 seconds as it indicates person is slept which can cause
accident severely. Fig. 14 indicates that person is slept for a
while in the beginning as the PERCLOS [1] [9] is more than
80%( nclose is around 30 of 35 total frames within a period of
5 to 6 seconds).

Fig. 14. Experiencing PERCLOS of 80% in the beginning

Fig. 15. Eye State Results

According to studies in [10] normal healthy person blinks
eyes 10 to 15 times per minute and in case of drowsiness
experiences blinks of more than 15 per minute. Driver may
experience drowsiness as well if the blink frequency is less

TABLE I
COMPARISON OF WORKS

Reference Network Structure Training
Time

[11]
Two Convolutional layers, Two Max Pool-
ing layers with ReLu activation and one
fully connected layer

42 Min

Proposed
System

Three Convolutional layers, Three Max
Pooling layers with ReLu activation and
three dense layers

6 Min

than 10 blinks per minute. The Fig. 15 depicts the status of
the three different states obtained from the real-time image
captured which shows that the system detects the blinks as
per the expectation.Though the work done by [11] uses its
own data set of around 7000 images, the Table I shows that
the proposed system with 4864 images using Google Cloud
platform fairs way better with training time than with the
previous work.

VII. CONCLUSION

In this proposed system, we have developed a driver fatigue
system based on eye states using CNN.Haar Cascade classifier
is used to detect face and the eye from the image.The training
system is implemented on Google Cloud Platform which
reduces the time taken for training drastically compared to
the previous works. The trained model file is implemented on
Raspberry Pi to detect the eye states and raises an alarm in
case the driver experiences drowsiness. Also developed a real-
time monitoring system to send the driver fatigue alert to the
nearest control unit to take necessary actions. Future work can
be focused on attaching GPS to the system (vehicle) to send
the location details as well to the control unit.
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Abstract- This paper present amelioration power quality of hybrid 

power system integration with PV, wind and battery system by 

FACTS device .In transmission and distribution system power 

quality is major restraint . FACTS device have many merits in 

transmission like flexibility and high speed. Benefit of this system is 

the diverse sources can be connected to at one junction of power 

line, because of this these method are ascertaining to be an 

efficacious and ductile method for the development of the system. 

Harmonics produce when two diverse source connected to grid and 

it removed by using UPFC. The unified power flow control is the 

most promising device of fact family at which study in this paper is 

concentrated. In the study of this paper UPFC is modeled and 

interpretation of UPFC in a hybrid-grid connected system is 

examined. The extraordinary feature of the UPFC is such that it can 

control flow of real and reactive power as well as voltage amplitude 

at the same time at the UPFC nodes. The planned model is 

simulating in MATLAB/Simulink software. 

Keyword- MPPT, Voltage Regulator, UPFC,Hybrid system 

I.INTRODUCTION 

     Now a days energy generation move towards the renewable 

sources because existing traditional energy sources are 

becoming more overpriced. In the some last some decades the 

renewable energy field is growing too fast in every aspects 

whether it is economical or environmental. The renewable 

energy sources are become essential need of power sector. At 

the time different sources like sun, wind, tidal etc. are utilized 

for generate electricity. Solar and wind energy acquiring more 

regarding generate electricity because it has insignificant 

impact of pollution on the environment.  

     This paper exhibit modeling and control of hybrid model 

which is comprise with PV, wind, battery. Output of the 

hybrid system is fluctuate according with solar irradiance, 

temp and wind speed and output characteristics is unstable. In 

grid associated system it is very crucial to supervise on 

electric power transfer. Diverse type of facts controller 

deliberate to raise capability of transmission line. UPFC is 

produce full control on electric network among different facts 

controller. This model made of PV array, wind turbine, 

battery storage, DC-DC converter, voltage controller & UPFC 

controller. To gain maximum power we are implementing 

MPPT technique for both energy sources and DC-DC 

converters are applying to boost the output voltage. Here 

Voltage regulator is integrated for control the pulse for 

inverter which is converting generated DC to AC.  UPFC is 

utilizing to minimize voltage rise problem in output voltage of 

gird associated hybrid system, so improve power quality of 

system. MATLAB/Simulink is applied for PV/Wind 

simulation model. 

 

Fig.1 block diagram of grid connected hybrid system with facts controller 

II.PROPOSED SYSTEM MODELING 

A.PV SYSTEM 

      Photovoltaic system comprise PV array which is an set of 

series & parallel coupled PV cells. To produce high voltage, 

current, power PV cells coupled to one item, PV module. 

when the system come under sun radiation, which particle 

have the energy level more than the limiting gap energy of p-n 
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diode consumed and found electron hole pair corresponding to  

radiance,  so spark light. 

 
Fig.2 basic solar array diagram 

The equation of current which supplied to load is given  

             [   {
        

      
}   ]

 [
       

   
] 

Ipv=PV current 

Irev= reverse saturation current of diode 

Vd= diode voltage 

ai=constant of ideality 

Vth= thermal voltage 

Rse=Resistance arrangement in series 

Rpa= Resistance arrangement in parallel 

Equation 2 show PV current of cell, in term of temp.& 

radiation 

     (               )
  

     
 

Fig.3 show PV & IV aspect of PV module at 25
0
 &45

0
 

temp. Given in fig 

 

 

Fig.3 PV&IV characteristics 

                        Max. Power= Pmax1= Vmax1Imax1 

B.MPPT TECHNIQUE 

      We notice from attribute of PV module shown in fig 3 so we 

found that a maxima point exist there. To gain maxima power 

various technology applied .here P&O MPPT technique used for 

PV module 

 

start

Sample V(k1),I(k1)

P(k1)=V(k1)*I(k1)

P(k1)>P(k1-1)

V(k1)>V(k1-1) V(k1)>V(k1-1)

D=D1- D D=D1- D D=D1- D D=D1- D 

K1=K1+1

return  

 By changing the value of duty cycle, converter output voltage is 

maintain constant .the solar PV array output show    

     (    )                  ( ) 

 

Fig.4 modeling of PV array with MPPT technique 

C.WIND SYSTEM MODELING 

        Wind system is a device which convert wind energy 

to electricity form .it is comprise with wind turbine PMSG 

generator, uncontrolled rectifier which convert AC to DC  

form.Fig.5,6 show the governing  mechanism for wind 

system which command the mechanical torque, wind 

speed, mechanical input and modeling of wind turbine 

respectively. 

Expression for kinetic energy= ½ mv
2
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The wind power produce by wind turbine based on 

aerodynamic characteristics can be expressed 

    
 

 
(  (     )       ) 

Mechanical power for wind system is expressed as 

          (   )     

Here  =1.225kg/m
3
 which is denote air density,Cpc  is 

represent  power coefficient constant Vwind is wind 

speed in(m/s) area of rotor is shown by A. Cqs is 

torque coefficient and it is related with Cps as 

    
   

 
 

  
     

      
 

    
      

  
 

Cps = performance coefficient 

  = air density 

Vswind = speed of wind 

A = swept area of turbine 

Rs = wind turbine radius 

Tw = wind turbine torque 

 s = angular freq. 

 

Fig.5 MPPT technique for wind turbine 

. 

 

Fig.6 modeling of wind turbine 

D.BATTERY SUBSYSTEM MODELING 

Fig.7 introduces matlab battery subsystem which associated 

with hybrid system. This battery subsystem is stock the 

energy during usual power system operation & utilizes the 

energy, system run in abnormal condition where solar and 

wind energy is not available. 

 
Fig.7 modeling of battery 

E.LC FILTER 

Fig.8display three phase LC filter circuit which removes 

harmonics & flicker in inverter output, then now harmonics 

free output attached with main power system. 

 
Fig.8 modeling of three phase LC filter 
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F.VOLTAGE REGULATOR 
Voltage regulator is used for control the inverter by PWM 

signals at desired frequency. The PWM signals contain three 

phase sinusoidal signal with 120
0
 phase difference. These 

signals compare with carrier signals and generate control 

pulse for inverter. Vph is phase voltage at fundamental 

frequency. 

 

    
( √ )

 
   (

 

 
)                          ( ) 

 

Vdcs1=input voltage for inverter 

To produce desired pulse for DC to AC converter PID control 

PWM technique used 

 
Fig.9 modeling of voltage regulator controlled inverter 

G. UNIFIED POWER FLOW CONTROLLER 

To control different parameters of transmission power system 

UPFC is used which is an ultimate facts device .the main 

characteristics of UPFC is control the active and reactive 

power. It is used for remove the impact of necessary 

disturbance on transmission system.it is connected to end of 

the transmission system.it is consist static shunt synchronous 

controller (STATCOM) and static series synchronous 

controller (SSSC) with DC link. UPFC output give to filter to 

eliminate the harmonics which is produce by IGBT & 

MOSFET device introduce in UPFC circuit. 

 
Fig.10 modeling of UPFC 

By introduce fig.10 UPFC voltage dip profile improved at 

specified time and current flow continuous. Voltage spikes 

balanced and active & reactive power improved. 

III.SIMULATION AND RESULT 

Fig.10 is present simulation of grid connected hybrid system 

which is containing solar and wind energy sources and control 

by voltage regulator. To enhance power quality of grid 

connected hybrid system UPFC facts device is applied. Solar 

irradiance & wind speed is taken as input for simulation. Fig.10 

indicates solar output and wind generation system. Grid 

connected Hybrid system is run for 1 sec in 

MATLAB/Simulink software. Fig.11, 12 present DC boost 

voltage after using converter which is increase PV array voltage 

to a DC high level voltage with MPPT (P&O) algorithm & 

output of wind turbine in which PMSG wind turbine generate 

AC voltage then convert to DC voltage by using rectifier, 

Fig.13 show coupling voltage after both PV/Wind subsystem 

connected to a common DC link. Fig.14 shows three phase 

output   voltage after using converter. Fig 15, 16 show voltage 

and current interruption of grid connected hybrid system, grid 

side voltage without UPFC respectively.Fig.17 shows voltage 

and current with UPFC which improve the voltage spikes and 

recover the voltage interrupt problem.Fig.18 show grid side 

voltage with UPFC which remove the voltage spikes. 

 

Fig.10 grid connected hybrid system with UPFC 

Fig.11 dc output voltage of PV array 
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Fig.12 wind turbine output after rectifier

 
Fig.13 coupled output voltage of hybrid PV/Wind system 

Fig.14 three phase output voltage after using converter 

Fig.15voltage and current interruption of grid connected hybrid system without 
UPFC 

Fig.16 voltage spikes in grid connected hybrid system without UPFC. 

Fig.17voltage and current dip of grid connected hybrid system with  UPFC 

Fig.18  voltage spikes in grid connected hybrid system with UPFC. 

IV.CONCLUSION 

  This paper present power quality improved  by UPFC of a grid 

connected hybrid system which is contain solar and wind energy 

source, controlled by voltage regulator.  Simulation of UPFC 

controlled hybrid system is carried out by MATLAB software. 

The operation of system is analyses at different wind speed and 

irradiance level. The introduce grid connected hybrid system is 

evaluation at wind speed at 12m/s and solar PV panel at  

irradiance  1000w/m
2 

and temp 25
0
 form t= 0 to t=1sec. is applied  

then coupled  both DC voltage to DC link is controlled by  voltage 

regulator and performance is estimate & refined. To accomplish 

the necessity of electricity in a remote area utilized grid connected 

hybrid system. The advanced system functioning is accomplished 

in MATLAB/Simulink software and results are shown. 
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Abstract—Secure encryption algorithms with 

advanced key executive techniques constantly help to 

achieve privacy, verification, and security of the data 

and curtail the overheads of the system. Currently, the 

prominent cryptographic technique is the Advance 

Encryption Standard (AES). The 128-bit pipelined 

cipher AES components adopt the symmetric-block 

cipher algorithm for encryption of the data. Our 

application achieves a high-level of encryption of 25.6 

Gbps with an effective inter-and-intra-round layout. 

This module is designed on Xilinx ISE® Design Suite 

14.7 and optimized for faster conversion speeds as the 

module is based on the pipeline architecture to 

perform the repeated array of operations known as the 

round. The designed module is suitable for high-

security data communication, image processing, and 

other embedded applications. Pipelined architecture 

reduces the time associated with each encryption 

process and decreases the total time it takes for a 

plaintext block to encrypt.  

 

Keywords—Advanced Encryption Standard 

(AES), high throughput, pipeline architecture, 

cryptography, FPGA implementation 

 
I. INTRODUCTION 

 

The information is required to be secured 

and protected from any unauthorized access. The 

majorly accepted security enhancement solutions to 

prevent data theft to any third-party or unauthorized 

public access is the use of cryptography. 

Cryptography is the study and practice of technique

s in the existence of third parties to secure the trans

mission of data [1]. An encryption algorithm is an 

important component of the safety of the network. 

In recent times, cryptography has extended to 

algorithms based on demand. Modern cryptographic 

algorithms can offer safety services such as 

information privacy, data integrity, authentication, 

non-repudiation and control of access. Pipelining is 

a strategy to improve the AES encryption and 

decryption algorithm throughput. The amount of 

turns in the algorithm and the main generation 

depends on the AES encoding [2]. The Data 

Encryption Standard (DES), commonly accepted in 

safety products, is a well-known cryptographic 

algorithm. However, 56-bits key length is short and 

is not suitable for long-term security. The 

emergence of reconfigurable systems such as 

FPGAs made it simple to hardware the execution of 

complicated algorithms, which makes velocity 

improvements substantial. 

The 10-round AES-128 bit includes a main 

module extension that produces 10 keys during the 

10-round process. These keys are either produced, 

stored and subsequently used during the ten rounds 

or calculated per round on a fly. By using the 

iterative looping concept as well as the main 

extension module that calculates the keys on a fly, 

the proposals decrease the delay and the use of 

multistage pipeline ensures the best throughput 

possible. DES, AES, Triple-DES, RC4, etc. are the 

different symmetric-key algorithms types [3]. 

Elliptic-Curve cryptography, RSA, etc. are the 

various types of asymmetric-key algorithm.  
Including ease of use, ease of upgrade, 

portability, and flexibility, all are the benefits of 

software application approach for AES. However, 

an application of software approach provides only 

restricted physical safety, particularly for important 

storage [13]. Conversely, the hardware implements 

cryptographic algorithms (and their associated 

keys), which can’t be read or altered readily by an 

external attacker, are naturally more physically safe. 
An absence of flexibility regarding algorithms and 

parameter switching’s is the downside of 

conventional Application Specific Integrated 

Circuits (ASIC) hardware applications. 

Reconfigurable hardware systems such as FPGAs 

are a promising option for block cipher execution. 

 

II. BASIC ARCHITECTURE OF AES 

 

Joan Daemen and Vicent Rijmen 

developed the algorithm for AES cipher. Group of 

bits forms a block and these blocks are used in the 

AES algorithm making it a block-cipher algorithm. 

Each block has a fixed-length. Encryption makes the 

information indecipherable as a cipher-text [4]. 

Decryption converts the cipher-text into the original 
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plain-text. AES symmetric cipher block can make 

use of 128, 192 and 256-bits of cipher-keys to 

operate the 128-bits of data. Each iteration is called 

round in the algorithm. 128-bits, 192-bits, and 256-

bits of data require 10, 12 and 14 rounds respectively 

to process the original information into the cipher-

text [5]. This paper presents the pipelined AES 

architecture which uses (AES-128) 128-bits as key-

length for encryption 128-bits data. A matrix is 

formed known as the state by the arrangement of the 

16-bytes grouped from the 128-bits data. 

The size of the matrix is based upon the 

block size being utilized which is further composed 

of four rows and Number-of-bits (Nb) columns [5]. 

Each block is made up of 32-bits (4-bytes). The state 

matrix in the block design is a 4x4 matrix. Also, the 

cipher-key is composed in the same manner as of the 

state. The operational round in each iteration 

consists of quite a few procedural steps. Each step 

contains 4 similar but distinct phase, incorporating 

the step that is dependent on the encryption-key 

itself [6]. The different stages follow as, 

 

• Sub Bytes 

• Shift Rows 

• Mix Column Transformation 

• Add Round Key 

 

AES algorithm data flow path is depicted in Fig. 1. 

 

 
Fig. 1 AES algorithm architecture [16] 

 

III. AES INTERNAL STRUCTURE 
 

The initial key is combined with the input 

data at the first stage of the encryption phase, known 

as the preliminary round. Multiple repetitions 

succeed immediately after the initial round and 

follow up to an analogous modification for the final. 

The processes performed in each round are as 

follows: 

A. Sub Bytes 
The 16-bytes input is replaced (non-linear 

conversion) by referring to a predetermined Look-

Up-Table (LUT) known as the Substitution-box (S-

box). A 4x4 matrix is obtained as the result of the 

sub-byte conversion [7]. The Galois Field 

characteristics are fulfilled in the design. 

B. Shift Rows 
Each row in the 4x4 matrix is shifted to the 

left. The shift takes place as follow: 

The data in the first row is not altered. Data is left-

shifted by 1-byte, 2-bytes, and 3-bytes in the second, 

third and fourth row respectively [8]. A new matrix 

is obtained where the same 16-bytes are rearranged 

forming a new data matrix.  

 

C. Mix-Column Transformation 
The mix column conversion is governed by 

the Galois field multiplication. Herein each byte is 

replaced by a precise calculated value. Each 

multiplication data (r(x)) is determined by the 

formulae stated as below [9]. The mix columns 

theory is calculated using the below formula [18]. 

 
Where the conversion r0, r1, r2, and r3 are 

the outcomes. After the information undergoes a 

replacement in the S-boxes, a0 – a3 can be gathered 

from the matrix. It performs a linear operation on the 

columns of the matrix. This AES-architecture 

method needs more energy and a big chip area due 

to its complex circuitry. 

 

D. Add Round key 
The 128-bits of data is now present in the 

form of a 4x4 16-bytes matrix which is XOR-ed with 

the 128-bits round-key [10]. After the last round, the 

output is the Encrypted 128-bits data. The 128-bits 

data considering 16-bytes again goes for the related 

round if the current iteration is not the last one. The 

10-cycle encryption is concluded with the achieved 

128-bit data as output. The AES algorithm structure 

is as shown in Fig. 2. 

 

 
Fig. 2 AES algorithm Structure [17] 
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IV. SEQUENTIAL AND PARALLEL IMPLEMENTATION 

 

Sequential implementation of the AES 

method initially converts the plain text into a status 

array and then XORed with the entry cipher key for 

the add round key process.  This is then done with 

the unit which consists of four subunits: Sub Bytes, 

Shift Rows, Mix Column and Add Round Key 

(round 1 to round N-1). This is followed by another 

unit with three sub units, Sub Bytes, Shift Rows and 

Add Round Key. The application covers a small area 

because it utilizes the same equipment from round 1 

to round N-1. Fig. 3 shows the 3-stage AES 

implementation sequentially. 

 

 
 

Fig. 3 Sequential 3-Stage AES implementation 

[13] 

 

The combination method is used to reduce 

the delay and to boost the performance and the 

usage of the pipeline method, a further increase in 

the output can be achieved. In this method, after 

each rounding unit, a128-bit register is used to 

momentarily store the information. The highest 

frequency of operation is obtained from the 1-round 

delay [11]. High working velocity and frequency are 

the main benefits of the pipeline method. Fig. 4 

shows the implementation of pipeline Rijndael and 

AES-128. 

 
 

Fig. 4 Implementation of pipeline Rijndael and 

AES-128 [15] 

V. PROPOSED MODULE AND VERIFICATION 
 

The aim of the AES implementation with 

pipeline architecture helps to achieve greater 

throughput with optimized delay. In the design, top 

module forms rounds relate key expansion with the 

use of pipeline architecture. Instantiate key 

expansion that feeds each round with round-key. 

According to the algorithm, the 1st cipher-key is 

XOR-ed with the plain-text [12]. Connect all the 

round with key-expansion and instantiate them. The 

final round consists of three stages only and so a 

delay register should be used with the key-expansion 

to balance the output. The module is designed on 

Xilinx ISE® Design Suite and this design can be 

tested and verified on hardware using Virtex®-6 

FPGA. The first AES silicon implementation that 

delivers 2.29 Gbps of non-pipeline architectural 

performance. The T-Box was the first AES 

application to have more than 10 Gbps output, which 

included a mixture of sub-bytes, shift lines, and 

blended AES columns. With a 30-70 Gbit/s output, 

a fully piped AES processor works in a more 

difficult way. The conversion of the AES Mix 

Columns works in a four-column database and is 

separate for each column. In a single loop, 60% of 

the total latency results in the delays of execution of 

mix columns. Parallelism is therefore presented in 

the block of mixing columns. This increases the 

output of the execution of the mix columns. 

The functional verification of the module is 

done with the help of the test-bench. The expected 

output and tested vectors are stored in the files. The 

top-end module (Top_PipelinedCipher_tb) for the 

test-bench covers 284 test patterns composed in 

AES validation suit document (AESVS). The 

compilation and simulation are optimized using do 

files for automation. For gate-level simulation, the 

first stage after synthesis and implementation is to 

place-and-route the simulation model and generate 

the Verilog net-list with the user-constraint file 

(ucf). The design hierarchy of the module at each 

level is shown in Fig. 5. 

 

 
 

Fig. 5 Module hierarchy 
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VI. EXPERIMENTAL RESULTS 
 

The utilization of resources is less for the 

AES and the performance is high due to the 

pipelined approach. The AES processor based on S-

box architecture provides a throughput of 1.5-2 

times higher than that of the AES processor based 

on the common LUT S-box. As the S-box based on 

LUTs are faster, it is feasible to apply the LUT-

based advance to S-box hardware approach as the 

starting point so as to further improve it through 

pipelining. Fig. 6 shows the top-level module which 

takes a 128-bit input and gives the output of 128-bit 

and Fig. 7 depicts the RTL expanded view of the 

module displaying the submodules and clock-gating 

implemented inside the module. The module 

operates at constraint frequency of 200 MHz and the 

clock time-period 5ns. 

 

 
 

Fig. 6 Top-level view 

 

 
 

Fig. 7 Expanded RTL design 

 

The simulation result of our designed 

module is shown in Fig. 8 i.e. AES encrypted output, 

where the input is taken from the test-bench (or 

manual input) and also the Encryption/Decryption 

modules are incorporated inside the Top-level 

module. The module’s encrypted data and the 

simulation results are verified. The plain-text 

“2123233353addcc25213453125312534” it’s AES 

encrypted output is as 

“d0b440f3b845ff73f542a095ba257798”. To boost 

the output of AES encryption, the execution of both 

matrix components is done by implementing two 

parallel components simultaneously using the eight 

phase parallelism method. Parallel block 

performance is improved and their implemented 

area is reduced. 

 

 
 

Fig. 9 AES Encryption module simulation 

waveforms 

 

The latency and throughput are calculated 

as below: 

Latency is the time delay from input to the required 

result. 

 𝐿𝑎𝑡𝑒𝑛𝑐𝑦 = 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 𝑓𝑟𝑒𝑞. 𝑝𝑒𝑟𝑖𝑜𝑑⁄  
 

Latency = (41) clock-cycles*period (5ns) 

 

41 × 5 = 205𝑛𝑠 

 

Throughput is the rate at which the information is 

processed by any system. It is measured in bits/sec. 

 

 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 = 𝑑𝑎𝑡𝑎/𝑡𝑖𝑚𝑒 

 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =
128

5𝑛𝑠
=

25.6𝑏𝑖𝑡𝑠

𝑛𝑠
=

25.6𝐺𝑏𝑖𝑡𝑠

𝑠
 

  
 

VII. CONCLUSION 
 

In our proposed work, we have designed a 

pipelined AES-architecture which has high 

throughput. Registers are inserted in the design at 

appropriate points to achieve the objective. For the 

proposed pipelined AES, the throughput achieved is 

25.6Gbps with 200MHz of constraint frequency. 

We can use this architecture in many application-

based designs such as voice-communication, video 

processing, banking systems, and image processing 

and mobile-network security. We can adopt this 

module in high-security data communication and 

prevent third-party attacks on our systems. The 

design can be included in many embedded 

applications to enhance the conversion speed and 

security of the system. 
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Analysis of  Coupled Inductor Based  Buck-Boost 

Single Phase PWM AC to AC Converter  
 

 

Abstract—This paper introduces AC to AC converter for Single 

phase Pulse Width Modulation (PWM), which can solve the 

commutation issue by employing AC to AC converters without 

detecting the input voltage polarity. With a salient structure of 

SC and connected inductors. The PWM ac to ac converters 

replaced by the SC design and a coupled inductor by the 

standard leg hence the boost inductor buck and boost type 

suggested converter is developed. In this commended work the 

suggested converter has requirement of two coupled inductor and 

this coupled inductor is combined with the boost inductor. The 

input inductor of suggested converter could be much compact 

than that of standard Pulse Width Modulation (PWM) AC to AC 

converter. The MATLAB-2016 b setting presents the simulation-

based buck-boost ac to ac converter. 

Keywords—AC-AC Converter, Pulse width modulation (PWM), 

Switching cell (SC), Coupled Inductor(CI), Boost 

Inductor,MATLAB. 

I.  INTRODUCTION  

In power electronics, interleaving is a commonly 

used method. If more than one Pulse Width Modulation 

(PWM) converter is paralleled, each conversion carrier can be 

shifted in a phase and certain harmonics can be canceled at the 

output. The angle for phase change is generally 180 ° for two 

parallel cases, whereas other values can be determined to 

achieve certain design objectives [15]. In many applications, 

such as industrial heating & illumination the suggested 

regulator can upgrade or down output voltage to input voltage. 

The Phase Angle Control (PAC) control system is widely used 

in a variety of applications. In comparison with the standard 

Pulse Width Modulator (PWM) regulator, the suggested 

regulator also restricts more harmonic yield voltage [13]. A 

crossover technique reduces the output present ripples of 

coupled inductors [1]. The voltage control is needed in 

manufacturing systems, as it provides different benefits such 

as small-size, easy configuration, elevated effectiveness, low-

cost and so on [9]. The greatest difficulty in the design of a  
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boost converter is how to manage the large energy flow at the 

plant and high voltage [7]. The suggested converter inductor 

can have a much lower input than the standard PWM AC to 

AC converters [11]. 

                                     (b) 
                                                                                            

                                 

Fig.1 Standard direct pulse width modulation (PWM) AC to AC                 
Converter (a) Type of Buck-Boost (b)Signals from the gate (optimal) 

 

 

Fig1. Represents the Standard direct pulse width 

modulation (PWM) AC to AC Converter with type of buck-

boost give signals from the gate (optimal) which can be 

implement with switching cell structure and boost inductor in 

this paper. 
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II. COMPOSITION OF SUGGESTED  CONVERTER 

The suggested converter consists of a fundamental 

switching cell, Boost inductor and coupled inductor. This 

fundamental SC structure is formed by employing a switching 

device and a diode that are connected to three terminals :(+), (-

) & (→)/ (←).  Figure.2. represents the suggested Single phase 

Buck Boost type Pulse Width Modulation (PWM) AC to AC 

converters.  

 
                                      Fig.2 Fundamental SC structure 

Fig.2 represents the fundamental switching scheme 

which is combination of any switching element and diode. 

Here S denoted in fig 2 any swiching element. The P-cell and 

N-cell two fundamental turning cells, and their electronic 

circuit-powered application[5].  

The suggested converter consists upper side and 

lower side legs. The upper side leg has two switches [S1 & 

S2] ,two diodes [D1 & D2], a coupled inductor, a capacitor 

and a Boost inductor. Same as lower side can be formed. The 

two capacitors  [C1 & C2] are added across each phase side to 

form a current path when S1 & S2 are both turned OFF. These 

capacitors are used as input or output filter. Furthermore serve 

as simple snubber capacitor to suppress switch voltage 

overshoot. energy factor and effectiveness and lower passive 

filters are better used, PWM ac choppers are preferred.[3]. 

              Fig 3. Suggested Buck-Boost single Phase PWM AC to AC converter 

Fig.3. denoted suggested converter which is 

combination of SC structure, coupled inductor and boost 

inductor. 

III. ANALYSIS OF RIPPLE CURRENT FOR INDUCTORS  

In this part of the paper the input inductor and two coupled 
inductors are investigated. The proposed converter is aimed at 
reducing the ripple without an increase in the inductor value. 
This is why the converter technology is interlinked.[6]. 

A. INPUT INDUCTOR 

From the waveform fig.5 it is noticed that input inductor Lin 

is made smaller in the suggested converter for Buck Boost type 
than the input inductor in the standard Boost type AC to AC 
converter. Fig.4 represents input current of coupled inductor. 

                  Fig.4. Boost inductor input current and mode of common  

B. INPUT INDUCTEOR DESIGH- The calculation 
for current ripple in the Lin is mentioned as below  

 

                       

 

Thus, when D = .25 with Vo = Vo.max then the occurring 
current ripple is maximum. Where Ts is the switching period of 
the converter. 

C. COUPLED INDUCTOR 

As coupled inductors have perfect coupling so the coupled 
inductor is assumed for the suggested converter to calculate the 
current ripple in the common mode. 

D. COUPLED INDUCTOR DESIGN- The current 
ripple can be derived for the common mode as 
follows – 

             

 

         

 

Cin

Lin

L

L

+

Vin

_

vA

vB

iLin

iL1

iL2

iL3

iL4

LSiLin / 2 

iLin / 2 

iLin / 2 

iLin / 2 

icm1

icm2

+

vCL1

-

-

vCL2

+
 

(1) 

(2) 

(3) 

S2

S1 D1S3

Cin

Lin

D2D4S4

+

C2

_

+

C1

_

+ V0 - 

RL

D3

CL2
L1 L2

Top 

leg

-   Vin+
Bottom 

leg

 

+

-

+

-

IG1

IG2

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2071



The ripple current equations can be calculated in each mode 
& maximum current ripple occurs when either Vc1 or Vc2 is 
which are explained as-  

 The winding currents equations of coupled inductor can be 
rewritten as – 

  

 

 

Although a converter's output current ripples can decrease 
significantly due to the interleaving effect, even with the 
interleaving PWM method, the inductive current ripples cannot 
be decreased. A combined inductor is one way to fix this 
issue.[4]. 
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                                                    (b) 

Fig.5. Key operational waveform analyzes if 0.5 < D > 0.5 for ( a )&( b) 

 

 Fig.5 the effect on the common mode DC current element 

of switching turn ON and OFF delays when duty ratio is less 

than 0.5 which is shown by waveform (a) and its opposite 

waveform (b) shows when duty ratio (D) value is greater than 

0.5.Small distinction mid of these four-switching devices can 

therefore fix the saturation issue by having adverse voltage 

drop across the boost and coupled inductors. Fig(b) Small 

distinction between S1 and S2 (or S3 and S4) can fix the 

saturation issue by having adverse voltage drop across the 

inductors.  

 

With the converter elevated changing frequency procedure, 

the amount of the suggested converter magnetic parts can be 

further decreased as the diodes in the suggested system are 

internally chosen with very quick retrieval diodes. The 

necessary output inductance of the standard ac to ac converter 

(Lin.conv)is significantly higher than that of the converter 

suggested. For example, when D= 0.45, the Lin.conv is nearly 

11 times Lin. Consequently, the total quantity of the suggested 

the standard ac–ac converter. 
                                        (a) 

 Fig.5. represents the comparison of key operational 
waveforms when duty ratio is less than 0.5 which is shown by 
waveform (a) and its opposite waveform (b) shows when duty 
ratio (D) value is greater than 0.5. 

Where ideal gate switching is given for switching device and 
common mode current is also calculated for these input boost 
and coupled inductors which combine with switching cell 
structure. 

In fig 5 represented switching of four converter which denoted 
by S1, S2, S3, S4 given by comparison of a triangular wave 
with reference or compare with duty cycle. Duty cycle is 
denoted by D. which is time interval of switch S2 and S4.   

 

These types switching have four mode conduction period 
voltage input and output voltage waveform is shown in 
simulation model which leads to input inductor voltage in 
buck-boost ac to ac converter.in output current of inductor has 
some ripple current which highest on the 0.25 duty cycle and 
minimum in 0.5 duty cycle to finding ripple current using 
equations which expended in little ripple to compare issues and 
producing the switching frequency to reducing harmonic and 
power stages calculation  in the process. 

So, these types of key operational waveforms are shown above 
in two parts and represented effects of turn on and off delays 
also. 

(8) 

(9) 
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IV. SIMULATION OF COUPLED INDUCTORS BASED PROPOSED BUCK-BOOST CONVERTER                                     

 
 

                                                          Fig.6.Matlab Simulation Model of Proposed Buck Boost Converter based on switching cell structure 
 

V SIMULATION RESULTS 

  
(a) 

 
Fig.(a) shows voltage waveform of C1, C2,. Input current Iin  and input 

inductor voltage VLin  current . 

 
 

 

 

 
 

 

 
 

 

 
 

 

 
 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

                                             
 

                                                   

                                                      (b) 
 

Fig.(b) shows input inductor current ILIn, input voltage Vin, output voltage V0 

 

               
 

 

 
 

 
 

Fig.7.  MATLAB Simulation results    
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Fig.7 represents the simulation of the proposed 

converter.  According to the parameter design simulation 

parameters are selected input voltage (vin=110vrms), output 

voltage (vo=220vrms), output power (po=200 w) and D =0.4.  

 

V. CONCLUSION  

In this paper the behavior of a coupled inductor is 

explained on the inductor and output current ripple in the 

brief. Since Single Phase Step up and down Buck Boost is 

suggested in this paper which can further implemented for the 

three-phase system in future point of view. Furthermore, this 

suggested grid technology is used for Wind Power Generation 

Scheme. Coupling inductor is applied as high frequency 

circuits because of high frequency circulating currents. 

Parallel inverters can be more stably operated in high present 

applications compared to non-coupled cases. With a coupling 

impact, the present filter inductor waves are decreased.     
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Abstract—Retinal disease classification of Color Fundus 

Images using Computational Imaging has been widely accepted. 

This paper proposes a transfer learning approach for Retinal 

Disease Classification using Deep Learning. Deep learning 

methods are widely used due to higher performance and accuracy 

but at the cost of time. A large amount of time and processing 

power is required to train a dataset and achieve considerable 

accuracy. Transfer learning reduces a load of using huge data-sets, 

thereby reducing the time complexity of the training data. We have 

selected VGG19 model to fine-tune the network for the extraction of 

knowledge. The VGG19 model is fine-tuned with a retinal database. 

The results contain accuracy the network on changing various 

hyper-parameters like learning rate, number of epochs, optimizer 

algorithm to find a suitable set of parameters for higher accuracy. 

The motivation for using Deep Neural network is the fact that it has 

multi-fold benefits like better performance compared to traditional 

machine learning techniques, higher accuracy, automated feature 

extraction and easier to design and process. 

Keywords— Cognitive Intelligence, Deep Neural Networks, 

Eye, Knowledge Transfer, Medical Imaging 

I.  INTRODUCTION 

Retina is the photosensitive portion of our eyes which is 

delicate, crucial and responsible for the vision. Even minor 

damage to these tissues can result in symptoms like distorted 

vision, blurry vision and even loss of sight. These symptoms if 

left unattended can result in serious diseases like vision 
impairment or even temporary or permanent loss of sight. 

Hence it is very crucial to detect and attend to these diseases 

to the earliest. There are various different diseases that can be 

caused due to effects in the retina like Glaucoma, Diabetic 

Retinopathy, Retinal Tear, Retinal Detachment, Macular 

Degeneration etc., The rectification of these diseases is 

necessary as early as possible. In order to rectify the disease, it 

is necessary to figure out the type of disease. This paper 

provides a solution to this problem by detecting the disease 

through transfer learning, a deep learning method. Deep 

Learning requires a lot of data to train and it may require a lot 

of time and memory as well but this is an efficient method 
once the neural network model is trained of the data set 

completely. It effectively detects the retinal disease and even 

classifies them, making it easier to cure. The issue that usually 

occurs in traditional machine learning models and the neural 

network is the time and processing power which is required to 

compute the output. In order to improve the accuracy, new 

data should be fed to the system, but in case the system has a 

huge dataset, high processing power, and time commitment is 

required to get decent accuracy. In this paper we propose a 

system that transfers its knowledge from a relatively pre-
trained model and implements this on our dataset, to update 

the weights and biases. This knowledge transfer between 

machine learning algorithms is known as Transfer Learning. 

The profit of using this methodology is it retains most of the 

neural architecture of the pre-trained model and tunes the 

architecture to minimize the loss for the un-trained model. 

Hence it requires less computing and is much faster as 

compared to the traditional CNN and Machine Learning 

algorithms. 

II. LITERATURE REVIEW 

In a very few decades, biomedical imaging and retinal image 
computing have gathered the attention of various researcher as 

the output of the computation system is considered better than 

verbal dictation of the system or other traditional 

methodologies. Prior works in this field are done by [1], [2] 

have used machine learning methods to generate an accuracy 

of 81-86%, [3] compared popular algorithms to produce and 

increase the accuracy in classification, while [4] uses simple 

image processing for detection of defects. This paper uses 

transfer learning as it is suitable for small scale data set [5]. 

The motivation of the proposed system was from [6], 

according to which VGG19 [7] model showed a decent 

accuracy as compared to other models.  

III. SYSTEM SPECIFICATION AND OVERVIEW 

A. Hardware Specification 

When designing a prototype, the performance always depends 

upon the hardware specifications, the better the hardware, the 

less is the execution time and higher is the processing power 

there by increasing the overall performance. This section of 

the paper provides a detailed outline of the hardware 

specifications that we used to get to the result of this paper. 

The neural net model was designed and deployed on a system 

with the following specifications.  
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TABLE 1: HARDWARE SPECIFICATIONS 

Sl. No. Specifications 

Name  Value 

1. Processor Intel Core i5-8300H 

Processor 

2. RAM 8 GB DDR4 

2666MHz 

3. GPU NVIDIA 

GEFORCE GTX 

1050 Ti  

 (4GB GDDR5) 

 

B. Software Specifications 

PyTorch is a python based neural network computing frame 

work. We have used PyTorch to design and execute the neural 

network model. PyTorch is completely python based and 
hence it is preferred by us as it is very friendly with the native 

python based packages like Numpy, Scipy, Python Imaging 

Library (PIL) etc., VGG-19 is a pre-trained deep neural model 

which is 19 layers deep. We have preferred this model for 

fine-tuning our custom dataset and to transfer knowledge as it 

is faster and more efficient [8].  

TABLE 2: SOFTWARE SPECIFICATIONS 

Sl. No. Specifications 

Name  Value 

1. Language Python 2.7 

2. Frame Work Pytorch  

3. GPU Cuda 9.0 

4. Pre-trained Model VGG-19 

 

The GPU used (Refer table 1) supports Cuda 9.0, which 

increases efficiency of the model [9].  

 

C. Pre-trained Model – VGG19 

VGG network was designed in [10], which proposed simple 

and effective network architecture for efficient accuracy and 

was trained on a million images.  

 

Fig.1. VGG Architecture  

Source : (https://www.cs.toronto.edu/~frossard/post/vgg16/) 

The proposed system involves 3x3 convolution layers planted 

one above another in respect of the increasing depth followed 

by two fully connected layers with 4096 nodes in each layer 

and one fully connected layer with 1000 nodes which is again 

followed by a soft-max layer for image classification. 

 

Fig.2. VGG Configuration (https://qph.fs.quoracdn.net/main-qimg-

30abbdf1982c8cb049ac65f3cf9d5640) 

IV. METHODOLOGY 

This section of the paper explains the architecture of the 
proposed system and the method incorporated to reach to the 

conclusion. 

 

Fig.3. Model Representation 
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 The dataset contains three types of images, healthy, glaucoma 

and diabetic (Refer to Fig. 5). These images are segregated 

into different folders. Here VGG network (Visual Geometric 

Group) [11] is used. First we go through preprocessing 

followed by extraction of features and then finally 

identification of images. 

A. Preprocessing of images 

Since the dataset [12] has less number of images, more images 

needs to be created because this helps in increasing accuracy 

of the model. We went through the process of data 

augmentation for this purpose. The process of data 
augmentation involves rotation, flipping and cropping of 

images. This helps in creating more number of images [13]. 

Not only does it just increase the number of images but also it 

increases the overall robustness of the model there by making 

it more accurate.  

B. Extraction of features from image 

This step involves extracting specific features from the images 

which later will be used in identifying and segregating the 

images into healthy, glaucoma and diabetic. For this processes 

VGG-19 [14] network is used, it was created by Oxford. VGG 

can contain 11-19 layers but here all 19 layers are used. This 

convolution network is built using layers having size of 3*3. 

The diagram below gives the description of layers in VGG 

[11]. 

  

Fig.4 Layers of VGG (https://qph.fs.quoracdn.net/main-qimg-

e657c195fc2696c7d5fc0b1e3682fde6) 

 

C. Identifying the images 

After getting the desired accuracy, we have saved the trained 

model into a dictionary format which we use for inference on 

the required data. In order to predict, we pass the retinal color 

fundus image through the model which identifies the features 

from the image and predicts the retinal disease. The results for 

the experimentations are discussed in the next section. 

V. RESULTS AND DISCUSSION 

In order to figure out the best preferred hyper parameters, 

or the optimum hyper parameters, we have used a brute force 

approach by plotting the epoch vs. accuracy curve at different 
frequently used learning rates. The accuracy of the model is 

changed by changing the number of epochs keeping a constant 

learning rate. It is observed that greater than 90% (Refer to 

Table 3) of the accuracy is reached in most cases. The model 

successfully classifies the images into healthy, glaucoma and 

diabetic (Refer to Fig.8).  

TABLE 3: SOFTWARE SPECIFICATIONS 

 

Epochs Learning 

Rate 

Accuracy 

(%) 

Loss 

(%) 

25 0.1 54.24 20.8 

50 0.1 65.39 13 

75 0.1 78.56 8 

100 0.1 88.20 7 

125 0.1 90.34 6.8 

150 0.1 87.64 6.66 
 

Epochs Learning 

Rate 

Accuracy 

(%) 

Loss 

(%) 

25 0.01 59.24 24.80 

50 0.01 68.83 8 

75 0.01 82.72 7.2 

100 0.01 90.52 7.2 

125 0.01 91.23 6.7 

150 0.01 91.56 6.5 
 

Epochs Learning 

Rate 

Accuracy 

(%) 

Loss 

(%) 

25 0.05 62.94 14.8 

50 0.05 81.30 10 

75 0.05 86.00 9 

100 0.05 91.40 7 

125 0.05 91.88 6.5 

150 0.05 92.13 6.2 
 

Epochs Learning 

Rate 

Accuracy 

(%) 

Loss 

(%) 

25 0.001 66.54 20.8 

50 0.001 71.23 13 

75 0.001 88.92 8 

100 0.001 93.20 7 

125 0.001 93.35 6.3 

150 0.001 93.58 6.2 
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(a) Learning rate: 0.1 

 
(b) Learning rate: 0.05 

 
(c) Learning rate: 0.05 

 
(d) Learning rate: 0.001 

Fig . 5. Graphs depicting accuracy vs. epoch of various learning rates. 

 

Fig. 6. Comparison Graph depicting the accuracy vs. epoch of 

experimented learning rates 

 

     
Fig.7 Training Set 

 

    Fig.8 Classified retinal images 

 

 

VI. CONCLUSION AND FUTURE SCOPE 

It can be concluded that this method can be used for 

classifying and identifying various diseases in eyes and can 

prove to be helpful in medical purposes. The proposed method 

is accurate and can be used for mobile and early detection of 

retinal diseases. The number of classes used for this network is 

3 (Healthy, Glaucoma, Diabetic) but number of retinal 

conditions can be included and a more accurate and variable 

network model can be created for better identification of 

retinal diseases using the proposed method. 
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Abstract:  
Compressor logics are used to speed up the processing 
time. These structures are used for addition of Partial 
Products in multipliers. It reduces the complexity by 
reducing number of stages in addition. This paper 
speaks about addition of partial products using 
Vinculum BCD compressors under Vedic 
Mathematics. The proposed architecture reduces 
7.04% of delay over VBCD and around 20% delay on 
conventional BCD multipliers when it was synthesized 
and simulated on vertex 6 platform using Xilinx 14.2i.  
 
Keywords: Vinculum numbers, Compressors, multipliers 

 
Introduction 
 
In recent years nationally and internationally 
researches on Vedic mathematics is growing very 
much because of its efficiency, fast and ease of 
learning all algebraic and arithmetic operations. It 
was acknowledged by all over world that Vedic 
mathematics is faster than conventional methods.  
Vedic mathematics is a part of Adharva Veda. It 
explains about the formulas pertaining to various 
Engineering branches, sculpture, Mathematics, and 
all other sciences which are an emerging field for 
research. These formulae are suitable for building 
digital circuits and can be implemented using binary 
and decimal number system. The work was focused 
on addition of partial products using compressor 
logic in Vedic Multiplier (Urdhav Triyakbhyam 
method) 
 
The paper is organized as follows. Section I presents 
Vedic mathematics and its algorithm for an 8bit 
multiplication. Section II describes Compressor 

logic. Multiplier using Compressors is proposed in 
section III, Section IV shows simulation results and 
finally conclusion is provided in section V. 
 
I. Vedic Mathematics: 
 
1.1 8bit Vedic multiplier Line Diagram  

 
Figure 1 shows step by step procedure of  
multiplication[15]. 
 
 

 
 
Fig 1:  8-bit Vedic Multiplier line diagram 
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Figure 1 describes step by step procedure of 
multiplication and final product is obtained by 
appending results from step 1(LSB) to step 
15(MSB). 
 
1.2. Conventional Multiplier Vs Vedic Multiplier 
 
In Conventional Multipliers Final Product is 
obtained by shifting and addition. Considerable 
amount of time gets wasted in shifting bits. As 
number of bits increases, execution time increases 
which in turn increase hardware and power. Vedic  
Mathematics supports parallelism where large 
modules are separated into small modules. It has 
regularity and concurrency in structures. 
Complexity can be reduced by using small modules 
instead of large module.  
 

 
 

Fig2.  4x4 bit Vedic Multiplier Line diagram . 
 

II.   Adder Compressors 
 
To achieve high speed and Low power digital or 
signal processing architectures we use different 
adder structures[8][18]. Compressors play a vital 
role in reducing delay and complexity. These are 
very useful in multipliers in adding partial 
products[19].Compressors with N-bit input provides 
Sum and Carry bits as outputs [8][5]. In literature 
there exist 3:2 compressors to 7:2 compressors. In 
our paper we used 3:2 compressors. 4:2 compressors 
have four inputs (a, b, c, d )  with outputs sum and 
carry[8][15]. It receives an input Cin from the 
previous module and produces output Cout to the 
next compressor module as shown in figure 7.  
Output Cout should be independent of input Cin to 
accelerate the carry save summation of the partial 
products. 
 
VBCD Compressors 
 
A decimal compressor consists of three operands 
a,b,c and Cin with Sum and Carry as outputs as 

shown in figure 4[18]. Algorithm is explained as 
below. 
 
Algorithm for VBCD Compressor 
 
𝑠𝑡𝑒𝑝 1: 𝑅𝑒𝑎𝑑 𝑖𝑛𝑝𝑢𝑡 𝑜𝑝𝑒𝑟𝑎𝑛𝑑𝑠 𝑎𝑠 𝑥, 𝑦, 𝑧 𝑜𝑓 4 𝑏𝑖𝑡  
𝑒𝑎𝑐ℎ 𝑖𝑛 𝑉𝐵𝐶𝐷 𝑓𝑜𝑟𝑚 
𝑠𝑡𝑒𝑝2: 𝑆𝑒𝑡 𝑜𝑢𝑡𝑝𝑢𝑡 𝑑𝑖𝑔𝑖𝑡𝑠 𝑎𝑠 𝑆𝑢𝑚 𝑎𝑛𝑑 𝐶𝑎𝑟𝑟𝑦 𝑏𝑖𝑡𝑠 
𝑠𝑡𝑒𝑝3: 𝐴𝑑𝑑 𝑏𝑖𝑡 𝑤𝑖𝑠𝑒 𝑜𝑝𝑒𝑟𝑎𝑛𝑑𝑠 𝑢𝑠𝑖𝑛𝑔 𝐹𝑢𝑙𝑙 𝐴𝑑𝑑𝑒𝑟𝑠  

𝑎𝑛𝑑 𝑐ℎ𝑒𝑐𝑘 𝑓𝑜𝑟 𝑆𝑢𝑚 𝑎𝑛𝑑 𝐶𝑎𝑟𝑟𝑦 𝑏𝑖𝑡𝑠 
𝑐𝑎𝑠𝑒 1: 𝐼𝑓 𝑠𝑢𝑚 < 5 𝑜𝑟 𝑖𝑓 𝑠𝑢𝑚 <  −4 𝑎𝑛𝑑  
𝑐𝑎𝑟𝑟𝑦 = 1 𝑑𝑖𝑠𝑐𝑎𝑟𝑑 𝑐𝑎𝑟𝑟𝑦 𝑏𝑖𝑡 𝑎𝑛𝑑 𝑡𝑎𝑘𝑒  

𝐹𝑖𝑛𝑎𝑙 𝑠𝑢𝑚 = 𝑠𝑢𝑚 
𝐶𝑎𝑠𝑒2:    𝐼𝑓 𝑠𝑢𝑚 > 5 𝑎𝑛𝑑 𝑐𝑎𝑟𝑟𝑦

= 0 , 𝐴𝑑𝑑
+ 6 𝑡𝑜 𝑡ℎ𝑒 𝑠𝑢𝑚 𝑎𝑛𝑑 𝑠𝑒𝑡  

𝑐𝑎𝑟𝑟𝑦 = 1 
𝐶𝑎𝑠𝑒: 3 𝐼𝑓 𝑠𝑢𝑚 > 5 𝑎𝑛𝑑  

𝑐𝑎𝑟𝑟𝑦 = 1 𝑎𝑑𝑑 − 6 𝑡𝑜 𝑡ℎ𝑒 𝑠𝑢𝑚 𝑎𝑛𝑑 𝑠𝑒𝑡  
𝑐𝑎𝑟𝑟𝑦 = −1 

 

 
Fig 3.  Decimal 3:2 VBCD compressor 

 
In the above example each bit of the operand is 
passed through full adders which results in 
intermediate sum and carry bits. It is added with 
carry bits to get final sum. If final sum is greater 
than 5 and carry bit ‘0’ add 6 to it and take carry bit 
1.The architecture of the compressor has been 
implemented through binary full adders, 2x1  
multiplexer and adder/subtractor circuit. The 
architecture was shown in figure 5.  

 
Fig 4.  3:2 VBCD Compressor 

 

 
 

Fig 5.  Basic Architecture of 3:2 Compressor 
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4:2 compressor consists of four operands and input 
carry as its inputs with two outputs Sum and carry 
along with intermediate carry Cout to the next stage 
as shown in the figure7 [4]. It is constructed using  
two 3:2 compressors where first three operands are 
given to 3:2 compressor1 and the output sum digit, 
fourth operand along with carry input is given to 2nd 
compressor 3:2. The output carry bit of first 
compressor is passed to next stage. This makes 
compressor faster than other adders. The weightage 
of the carry digit increases as the inputs increases. 
Same weight age of digits can be taken together for 
any digit compressor’s inputs. 
 

 
 

Fig 6.  4:2 VBCD Compressor 
 

 
Fig 7.  4:2 Compressor  using 3:2 Compressors 

 
III. Proposed VBCD Multipliers: 

3.1 Proposed Vinculum Number Representation 
Vinculum is a term used in ancient (Vedas) 
mathematics which means bonding. It is used to 
represent decimal number system with less 
complex. Instead of using decimal digits from 0 to 
9 it uses 0 to 5 to represent decimal 0 to 5 and -4 to 
-1 to represent digits 6 to 9 of decimal number 
system. Vinculum number set uses digits from 
 {0, 1, 2, 3, 4, 5,  4, 3, 2, 1 } to represent 0 to 9[15]. 

 
 
   3.2 Generation of Partial Products: 

 

 
 
Fig 8.  One digit VBCD Multiplier 

LUT based one digit VBCD multiplier is 
implemented to reduce processing time, as shown 

in figure 8 where all partial products are saved in 
memory. The maximum value of the partial 
product generated by single digit is +25(5x5) 
where as in conventional BCD the maximum 
value generated is 81 (9x9).Very less 
combinations are available in proposed number 
system method which is simple and faster. This 
can be used as sub module while developing top 
module.  [19] 

 

3.3 Two Digit VBCD Multiplier:   

Two digit multiplier uses vertical cross wire 
method (Urdhav Triyakbhyam) where it is divided 
in to two one bit multipliers to generate partial 
products as shown in example below. These partial 
products are added using VBCD compressors to 
generate partial product. Number of compressors 
required is equal to the number of bit multiplier. 

 

 
 

Fig 9: Example for 2 digit multiplication 

 
Figure 9 shows the usage of Vedic multiplier, 
generation of partial products in terms of s1, s2, s3 
and s4 and addition of partial products using 3:2 
VBCD compressors. The output of these 
compressors provides final product. From the above 
example any two digit multiplier requires only two 
3:2 compressors [18][19]. 
 
3.4  Four Digit Multiplication. 
 

 
 
Fig 10: example for 4 digit multiplication 

 
It is very simple to understand from figure 10 that 
four digits are divided into 2 halves, by using 
Urdhav Triyakbhyam method for generating partial 
products. Always for any digit number this method 
generates only four partial products (pp1, pp2, pp3 
and pp4) and these partial products are added using 
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compressors as shown in figure10. In figure circle 
indicates compressor and for four digit 
multiplication we require four 3:2 compressors. 
Using this same logic multiplier architecture is 
developed which is as shown below. 
 

 
Fig  11. 4x4 digit Vedic VBCD multiplier using compressors 

 
Using vertical and cross wire method these four 
digit multiplicand and multipliers are divided in to 
two, two digit numbers on which multiplication is 
performed. Two digit multipliers generates four 
partial products namely pp0, pp1, pp2 and pp3. Each 
partial product size is of 4 digit and these are given 
to VBCD compressors for performing addition. The 
output of these compressors gives final result as 
shown in figure 11.  
 
3.4  Eight Digit Multiplier: 
 

 
 

Fig 12: example for eight digit multiplication 
 
The above example shows eight digit multiplication 
in which it is divided into two four digit multipliers. 
This Vedic method uses divide and conquer method 
where large module is divided into small modules 
for multiplication. This requires eight 3:2 
compressors to get final product and all partial 
products can be added in parallel which is major 
advantage over conventional method. The maximum 
depth of the multiplier is only four always. For any 
multiplier it has only four partial products as shown 
in above examples. Therefore the basic 3:2 VBCD 
compressor is sufficient for adding partial products 
in Vedic method. For conventional multipliers as the 
number of bits increases partial products increases 

and depth of the column increases. So various sizes 
of compressors are required for conventional 
multiplication method. 

 
Fig 13.  8x8 digit Vedic VBCD multiplier using compressors 

 
Figure 13 explains the hardware structure for eight 
digit multiplier using compressor logic. It uses four 
4 digit multipliers, to generate partial products, eight 
3:2 compressors and simple carry adder logic where 
ith stage sum depends on i-1 carry. It has a delay of 
only one stage of carry always. The main advantage 
is there are no carry propagations in this method.   
 
IV. Results: 
 

 
Fig 14. Simulation results for 16 digit VBCD multiplier 

 
Fig 15.  Simulation results for eight digit  VBCD multiplier 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2083



 
Fig 16.  Simulation results for four digit VBCD  multiplier 

Figure 14,15 and 16 shows the simulation results of 
16 digit, 8 digit and 4 digit multipliers. 
 
Sl. 
No. 

Type of 
Comp 

Slice 
LUT’s 

IOB’s Delay 
(ns) 

1 3:2 22 18 5.035 
2 4:2 33 30 6.091 
3 5:2 40 34 6.801 
4. 8:2 58 69 7.210 

Table 1. Synthesis report of VBCD compressors 

Table 1 shows delay provided by each compressor 
and designed, simulated and synthesised from 3:2 
compressors to 8:2 compressors. 

  VBCD Multiplier Architectures 

  without compressor with compressor 

  Delay(ns) LUTs Delay(ns) LUTs 

1 digit multiplier 1.654 27 1.654 27 

2 digit multiplier 11.417 122 7.822 152 

4 digit multiplier 16.69 816 10.92 869 

8 digit multiplier 21.91 3405 14.87 3458 
 
Table 2: Synthesis report of  VBCD multipliers with and without 
compressor logic 
 

Table 2 gives information related to various digit 
multipliers without compressor logic and with 
compressor logic in partial product generation. From 
table it is observed that around 7% of delay reduced 
with compressor logic for 8 digit (32 bit) 
multipliers. 
 
Reference Method Adopted Delay (ns) 
[4] Conventional multiplier 58 
[13] Conventional multiplier 77 
[14] Vedic multiplier 12.42 
[19] VBCD multiplier 11.41 
Proposed 
method 

VBCD multiplier with compressor 7.822 

 
Table 3:Comparision of Delay  for 8 bit  multiplier  using various 
methods 

The above table describes that multipliers with 
compressor logic are more efficient than normal 
structures for adding partial products. 

 
Fig. 17.  Comparison of  Delay with and without compressors in 
multipliers 

From the above graph it was clear that the 
compressor based multipliers had less delay when 
compared to multiplier structures which without 
using compressor structures. One digit multiplier 
give same delay because we have chosen ROM 
based design and from two digit onwards delay 
reduces. We have checked almost for all cases and 
hence this architecture is efficient. 

 
Fig 18. Comparison of  LUTs between multipliers with and 
without compressor logic 

This graph shows number of LUT’s utilized for a 
given multiplier architecture and from this it was 
clear that less number of LUT’s were used when 
compare to multipliers without compressor 
structures. 
 
V. Conclusions   and  Future scope. 
Hence we conclude that an efficient design of 
multipliers using VBCD compressors was designed 
and implemented using Xilinx 14.2i and is 
compared with other Vedic multipliers. It was 
observed that multiplier architectures using 
compressors are better than without compressor 
logic in terms of speed. In our previous work we 
have shown that VBCD multipliers are better than 
conventional multipliers. Hence in this paper we 
highlighted results only for VBCD architectures 
with and without compressor logics. 
 
Researchers can work on decimal floating point 
multipliers using this concept for mantissa 
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multiplication and in Fused Multiply and Add 
Architectures. 
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Abstract—This paper proposes BVLC (block variation off 

local correlation coefficients) and BDIP (block difference of 

inverse probabilities) into covariance descriptors for image 

recognition and retrieval. The images in RGB is 

partitioned to R,G and B then BVLCs and BDIPs are 

computed for each channel then BVLCs and BDIPs in 

covariance among R,G and B is computed. The proposed 

BVLCs and BDIPs in covariance descriptor is extremely 

precious to reflect the degree of  linear association among 

identified textures, edges and valleys. Degree of similarity 

among query and target images is analyzed using 

statistical measures of divergence namely Chernoff and 

Bhattacharya and results shown that Chernoff is 

noticeably outperform Bhattacharya measure.  

Comprehensive experiments on Corel- 1k, Corel- 5k and 

Corel-10k databases illustrates that proposed BVLCs and 

BDIPs in covariance descriptor is satisfactory and can 

attains significantly enhanced retrieval accuracies than 

traditional techniques.      
 

Keywords— BDIP, BVLC, Covariance, Chernoff distance, 

Bhattacharya distance. 

I.  INTRODUCTION  

Nowdays, with the progress of image acquisition, 

storage and display devices, massive collection of images is 

being produced and images are of immense importance for a 

variety of realistic applications like analysis and prediction of 

disease and weather, classification of land, crops, galaxies and 

stellar spectra, monitoring the deforestation, land use change, 

military surveillance, finger print and iris recognition and 

substitute for human vision in industries because of its clear 

and precise depiction of information and thus researchers give 

more attention to image analysis, classification and matching. 

The effective retrieval off images from massive image 

database using the visual information is coined as content 

based image retrieval (CBIR). The CBIR is primarily depends 

on excellent description of image and it has been the topic of 

demanding study. Hence, numerous CBIR approaches were 

presented by the researchers over the decade like gray level 

co-occurrence matrix (GLCM) reported by Haralick [1] which 

is co-occurrence of pixels pairs, Co-occurrence of edgels is 

reported  in [2] and it uses prewitt operator for edge detection 

[2], texture and color information is jointly computed by  color 

co-occurrence (CCM) in [3, 4], Motif co-occurrence matrix 

(MCM) which is quite different from CCM by including 3rd 

order moments is reported in [5], 3D- histogram of gradient 

location and orientation named as SIFT and is suggested in [6] 

for matching of images, robustness of SIFT is improved in [7] 

by incorporating log-polar location grid and coined as 

Gradient location and orientation histogram (GLOH), 

speeded-up robust (SURF) is proposed by Herbert et al, and it 

uses Hessian matrix and Haar wavelet responses for its 

computation [8], local binary pattern (LBP) based on local 

intensity of pixel is reported in [9], Gabor filter for texture 

classification and matching is suggested in [10], histogram of 

oriented gradients (HOG) suggested in [11] counts the 

gradient orientation’s occurrences in sub part of an image, 

edge histogram direction (EHD) for capturing global and local 

details of edgels based on its orientation is reported in [12, 

13], center-symmetric local binary pattern (CS-LBP) based on 

intensity off centrosymmetric pixels is introduced in [14], 

local intensity order pattern (LIOP) is described by Wang et 

al, to compute order pattern between pixels located at a fixed 

radius [15], local contrast and ordering (LCO) descriptor for 

image matchiing is reported in [16] and exhaustive study on 

CBIR are revealed in [17,18]. 

On other side, owing to well performance of 

covariance descriptor, it is extensively used in various 

application including face recognition using covariance matrix 

is suggested in [19]; Gabor-LBP based region covariance 

descriptor (GLRCD) computed using RGB components, 

spatial coordinates, LBP decimal values and Gabor features is 

reported in [20]; identification of objects using covariance 

matrix is reported in [21]; compact form of LBP is derived 

using local binary covariance matrix (LBCM) is proposed in 

[22]; texture classification using covariance matrix is 

described in [23-26]; human detection  using covariance 

matrix is introduced in [27,28]; mean riemannian covariance 

grid (MRCG) in [29] combines gradients magnitude and 

orientation of each RGB channel and fire and flame 

identification using covariance descriptor is suggested in [30] 

owiing to its resilient behavior to scaling and rotation and 

considerably resilient to uniform luminance variation [31]. 

Therefore, in this paper, novel feature descriptor 

using mean and covariance of BVLC and BDIP in RGB color 

space is proposed.  
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II. RELATED WORK 

Chun et al., [32] reported BVLC and BDIP of image 

for retrieval and are utilizing local probabilities and variations 

off local correlation coefficients correspondingly to assess 

local brightness variation and texture smoothness respectively. 

The authors computed low order moments for BVLC and 

BDIP and are combined with color autocorrelogram for 

retrieval of images. Later, low order moments for BVLC and 

BDIP are computed from multiresolution domain and is 

reported in [33]. In [33], authors converted images from RGB. 

too HSV space then each component off HSV space is 

decomposed using Haar wavelet transform and the level of 

decomposition is 2. From the decomposed V component, first 

order moments for BVLC and BDIP then from H and S 

images, color autocorrelogram is estimated for all sub-bands 

and in all level of decomposition. 

Later on, both low and high order statistical moments 

for BVLC and BDIP is introduced in [34] for retrieval of 

images. Subsequently, since histogram representation is 

resilient to noise, scaling, translation and small rotation, 

histogram for BVLC and BDIP is computed [35] from 

quantized BVLC and BDIP values. The author fixed the level 

of quantization to 57. Thus, histogram for BVLC and BDIP 

has 57 bins [35] respectively. To encompasses spatial details 

off textures, edges and valleys, histogram off local spatial 

correlations among identical BVLC and identical BDIP values 

are computed and are combined with color autocorrelogram 

for retrieval [36]. 

Afterwards, in [37], retrieval of histology image is 

reported in which wavelet Packet and Daubechies-4 

transforms are utilized together with orthogonal polynomial 

model coefficient for histology image decomposition then 

authors computed BVLC and BDIP from high frequency sub-

bands, and dominant color descriptor and color 

autocorrelogram is computed from low frequency component. 

Recently, BVLC and BDIP  is combined with color histogram 

for retrieval [38]. 

Inspired by the efficiency of BVLC and BDIP in 

exploiting texture, edges and valleys respectively, we 

introduced novel feature representation for image retrieval in 

which images in RGB space are separated into R,G and, B 

channels and BVLC and BDIP is computed for each channel 

image separately then mean and covariance matrix for BVLCs 

and BDIPs of R, Gand B channel images are computed 

individually. The covariance matrices of BVLC characterizes 

image using correlation between identified texture within the 

individual channel and between the channels respectively. 

Similarly, covariance matrices of BDIP characterizes image 

using correlation between edges and valleys within the 

individual channel and between the channels respectively. The 

diagonal values of covariance matrix specify correlation 

among  BVLCs/ BDIPs of each channel image whereas non-

diagonal values specify correlation between BVLCs/ BDIPs of 

each pair of channel image. Thus, proposed descriptor 

estimates directional relationship among identified texture, 

edges and valleys in R, Gand B channel images more 

powerfully. The proposed embedding of BVLC and BDIP in 

covariance matrix with statistical measure off divergence is 

assessed experimentally on different datasets and results 

recommended that proposed approach enhances compactness 

and descriptiveness of BVLC and BDIP  descriptors at locally 

as well globally, produces better accuracy and resilient to  

scaling and rotation. The remainder off this work is explaiined 

as follows. Section 3 elucidates proposed technique and 

recalls, BVLC, BDIP and covariance computation. Section 4 

explains experiments followed by conclusions in Section 6.  

III. PROPOSED IMAGE  RETRIEVAL TECHNIQUE 

In this, section, techniques that are used in proposed 

image retrieval i.e., descriptor computation, measure off 

divergence and measure of accuracy are discussed. 

The basic idea behind the proposed BDIPs inclusion 

in covariance is capturing the spatial dependencies of textures 

and BVLCs inclusion in covariance is capturing the spatial 

dependencies of edges and valleys. The proposed algorithm 

consists off three steps. First, input image in RGB is separated 

into R, Gand B images. Later, BDIP and BVLC is computed 

separately for R,G and B respectively using eq. (1) and (3). 

Later on, covariance among BDIPs of R, Gand B images 

followed by covariance among BVLCs of R, Gand B images 

are computed using the eq. (4) and (5). Then mean for BVLCs 

and BDIPs of R,G and B images are computed. Therefore, 

proposed descriptor has two parts: first one has BDIPs in 

covariance and mean of BDIPs in R,G and B images 

respectively, and the second part has BVLCs in covariance 

and mean of BVLCs in R,G and B images respectively. 

Since covariance is not lie on L1 and L2 norm [39], 

statistical measure off divergence namely Chernoff and 

Bhattacharya are employed.  We compared the performance off 

Chernoff with Bhattacharya for proposed retrieval. In our 

approach, distance among proposed first part of descriptors 

(i.e based BDIPs) of input annd target image is computed  then 

distance among proposed second part (i.e. based on BVLCs) 

of descriptors of input image and the target image is 

computed. Later, average of distance results of first and 

second part of proposed descriptors is computed and is 

considered to measure the degree of similarity in the proposed 

CBIR. The results on standard Corel database [40] shown that 

proposed approach achieve noticeably better results than 

conventional techniques. It also noticed that Chernoff distance 

outperforms Bhattacharya for our approach. The proposed 

approach is illustrated in Fig.1. Computation of BVLC, BDIP 

and covariance is expressed as follows.   

A. BDIP 

BDIP [32], a sketch feature consisting of edges 

depicted by local intensity maxima and valleys depicted by 

local intensity minima and is given as [32]   
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Where f(x,y) designates an intensity of pixel at position (x, y) 

in image block k
lB  of dimension (k+l)x(k+l), k denotes the 

utmost distance among pixels pairs and l denotes place index. 

Thus, 2k
l )1+k(=B . In equation (1), numerator and 

denominator defines maximum intensity variation and 

representative value in a block respectively. 

B. BVLC 

BVLC [33], measures texture smoothness using 

difference among local correlation coefficients corresponding 

to  45-,45,90,0 orientations and is given by [33] 
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Where B denotes image block of dimension M x M and 

l,k0,0 μμ  and l,k0,0 σσ are local mean and standard deviation. 

The (k,l) denotes a pair of horizontal and vertical shift 

connected with orientations  45-,45,90,0 . Subsequent to 

shifting of M x M mask in each of 4 directions, p(0,1), p(1,0), 

p(1,1), p(1,-1) is calculated. After that BVLC is calculated as 

follows 
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Where ))k(Δ),k(Δ(=)k(Δ yx  denotes shift in one four 

directions and (k,0)}k), (0, -k),,0(),0,k-{(=O4  

C. Covariance matrix 

Let I be a 3D color image in RGB color space. Let 

nfcfK ,...,2,1}{   and nfcfL ,...,2,1}{  be a set of BVLC/ BDIP 

descriptors of each individual color channel images, K and L  

are corresponding mean vectors, c is either R orG or B 

channel image then covariance [41] between BVLC/ BDIP 

descriptors of two individual color channel images is given as 
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The mean off feature vector of R,G and B channel 

images is defined as. follows 
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The covariance measures [41] spatial relation among 

features of two images, is low dimensional one, removes noisy 

textures, edges and valleys by doing averaging in its 

computation. The covariance matrix for BVLC and BDIP 

descriptors of R,G and B channel images is expressed as 

follows 
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Where   and  represents spatial relation among descriptors 

and variance among descriptors respectively. 

D. Measure of Divergence 

The retrieval performance is not only. depends on 

discriminative power off feature descriptor, it is also depends 

on measure of divergence. Since proposed BVLCs and BDIPs 

in covariance not lie in the L1 and L2 norm, we selected 

Chernoff and Bhattacharya measures [42]. We analyzed the 

competence of both measure for the presented covariance of 

BVLCs and BDIPs. The Chernoff distance measure [42] is 

given by  
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Where )(, sqpD is the Chernoff distance,
 q , t ,

 

q and q denotes mean and covariance of query and. the 

target descriptors, and the optimum s provides maximum 

value for Chernoff distance and is attained by using various s 

and it falls in range 10  s .    

 

The Bhattacharya distance measure [42] is expressed as  
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Where q , t ,
 q and q denotes mean and covariance of 

query and target descriptors respectively. 

E. Measure of Accuracy 

Each database image is used as query in the experiments. The 

proposed approach is assessed by precision P(N) and recall 

R(N) for retrieving top matched N images and are expressed 

as in [33, 34] 

 N

NI
NP )(
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M
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Where NI
, M and N denotes number of f related images, total  

number off retrieved images and total number off images in 

database.   
 

IV. EXPERIMENTS 

In this section, we assessed the performance of 

proposed BVLCs and BDIPs in covariance with Chernoff 

measure then proposed BVLCs and BDIPs in covariance with 

Bhattacharya measure to confirm the superiority of each using 

the Corel- 1k, Corel-5k and. Corel-10k databases[40]. Finally, 

we assessed computational and storage cost of BVLCs and 

BDIPs in covariance and mean.  

Corel datasets are widely used to assess the 

performance off image descriptors. The Corel 1k [40] database  
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Fig.1. Proposed image matching technique using BVLCs and BDIPs. in covariance and mean 

    
(a) (b) 

Fig.3 Precision and reecall with number off images retrieveed for database 1. 

   

(a) (b) 

Fig.4 Precision and reecall with number off images retrieveed for database 2 

                        

(a) (b) 

Fig.5 Precision and reecall with number off images retrieveed for database 3 
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contains 10 classes of images whereas Corel 5k [40] and Corel 

10k [40] databases consists of 50. and 100 classes of images 

like elephants, buses, horse, lion, ship, Africans, flowers, train, 

waves, forest, mountain, etc. and some samples are shown in 

Fig.2. The images in each database are categorized into five 

groups in which images in one group are utilized for training 

and others groups for testing process. The proposed syystem is 

developed such that all five groups off images are be included 

in both training and testing process. We compared proposed 

descriptors with the descriptors of [34] and [36]. 

A.  Database 1 

In the first experiment, Corel 1k database images are 

used. Each image is roughly of size 120x80 or 80x120. P(N) 

and P(R) for BVLCs and BDIPs in covariance and 

conventional techniques are computed and is illustrated 

through graphs. In Fig. 3, plots of P(N) and P(R) are shown. 

Fig. 3(a) illustrates variation in P(N) with number off images 

retrieved and Fig. 3(b) illustrates plots among R(N) and 

number off images retrieved. Both the plots evidently 

illustrates that presented approach is better too others by means 

of P(N) and P(R). Average retrieval rate (ARR) of presented 

approach with Bhattacharya and Chernoff distances have been 

augmented from first order moments of BVLC and BDIP [34] 

and histogram representation of BVLC and BDIP [36] by 

13.23%, 3.89% and 13.96% and 5.03% respectively and are 

presented in Table.1 and Table. 2 respectively. 

B. Database 2 

In the second experiment, Corel 5k database have 

been taken and database have 100 images for each group and 

approximately the dimension are 120x80 or 80x120 and 

images are in. jpg. The results, of presented approach in, the 

form, of P(N) and P(R) are depictedf in graphs. Graphs for P(N) 

and P(R) with number off images retrieved is exemplified in 

Fig.4. The presented, approach is more agreeable, than other 

approaches and is obviously visible in the plots. The ARR of 

presented, approach with Bhattacharya and Chernoff distances 

increases from moments of BVLC and BDIP, [34] and BVLC 

and BDIP, representation of [36] by 12.11%, 3.79% and 

12.88%, 4.06% respectively and are depicted in, Table. 1 and 2 

which entail that additional related images are retrieved by 

presented one when compare to conventional approaches.  

C. Database 3 

In the third experiment, Corel 10k database has been 

taken and has roughly 100 images for each group and sizes off 

images are 120x80 or 80x120. Outcome for Corel 10k 

database is presented in Fig.5. The yields from experiments 

obviously illustrates that presented approach is superior then 

others. The ARR of presented approach with Bhattacharya and 

Chernoff distances improved from [34] and [36] are 12.01%, 

3.83% and 13.03%, 4.17% respectively and are depicted in 

Table.1 and Table 2. Thus, presented approach is promising 

then other techniques [34, 36] in terms off accuracy. Feature 

descriptor length of each technique is depicted in. Table 3. 

The feature descriptor of presented approach is comparatively 

less than [34] and [36]. Even BVLC and BDIP reported in 

[37] performs well than [36], its computational cost is very 

high. Thus, the approach presented in [37] is not consiidered in 

comparative study. From the results depicted in Table.1 and 

Table.2, it is obvious that combination of Chernoff with BDIP 

in covariance and BVLC in covariance approach outperforms 

when compare to fusion of Bhattacharya with proposed BDIPs 

in covariance and BVLCs in covariance approach. Fig.6 

depicts retrieval outcome off query image and top 4 retrieved 

images from Corel database for proposed approach with 

Chernoff and Bhattacharya distance measure. 

    

 

    

 

Fig.2 Example images from Corel database 
 

Table 1. ARR of all databases using Bhattacharya Distance 

Method Corel 1k Corel 5k Corel 10k 

Proposed method 67.23 66.32 64.56 

Chun et al.,[34] 54.00 54.20 52.55 

Sathiamoorthy [36] 62.23 62.53 60.73 
 

Table 2. ARR of all databases using Chernoff Distance 

Method Corel 1k Corel 5k Corel 10k 

Proposed method 68.74 67.99 66.18 

Chun et al.,[34] 54.78 55.11 53.15 

Sathiamoorthy [36] 63.11 63.93 61.01 
 

Table 3. Dimension of feature descriptor. of different methods 

Method Feature descriptor length 

Proposed method 12 

Chun et al.,[34] 32 

Sathiamoorthy [36] 114 

 

V. CONCLUSION 

A novel approach, named BVLCs and BDIPs in 

covariance has been suggested in this paper. The presented 

method computes linear association among textures using 

BDIPs in covariance and linear association among edges and 

valleys using BVLCs in covariance. In this work, first we 

compute the BVLC and BDIP for R,G and B components off 

an image in RGB space then the mean for BDIPs in  R,G and 

B components, mean for BVLCs in  R,G and B components,  

covariance of BDIPs among  R,G and B components and 

covariancee of BVLCs among R,G and B components are 

computed. The presented descriptors are combined together 

and compared with wavelets based moments of BVLC and 

BDIP and histograms of BVLC and BDIP approaches. All the 

approaches are tested on Corel 1k, corel5k and Corel.10k. 

databases. Precisiion and recall illustrates that proposed image 

descriptor is proficient and suitable for image retrieval, and 

dimension of descriptor is also more acceptable. Outcome of 

presented system also reveal that Chernoff outperforms 

Bhattacharya distance measure for retrieval. In future, 
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proposed descriptors can be combined with color information 

off an image to increase the retrieval rate of CBIR. 

Query Image Retrieved related images 

    

    

Fig.6 Query and top 4 retrieved images from Corel database 

for proposed approach with Chernoff (1st row) and 

Bhatacharya (2nd row) distance measure 
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Abstract— In this work, Multi-trend0structure descriptor is 

suggested for retrieving images from heterogeneous medical 

image dataset. The multi-trend structure descriptors acquires 

structures in the form of large, small and equal trends along four 

directions at both global and local level. For the retrieval of gray-

scale medical images, only the structure information computed 

by Multi-trend structure descriptor from the texture and edge 

information of an image is used while for color medical images 

the color information acquired by Multi-trend structure 

descriptor is also taken in to consideration for attaining effective 

retrieval rate. The fuzzy k-NN approach is incorporated to 

classify the feature vectors and it enhances the retrieval accuracy 

as well it increases the speed of retrieval. The results obviously 

shown that the fusion of Multi-trend structure descriptor and 

fuzzy k-NN outperforms the state-of-the-art approaches. 

Keywords— Multi-trend structure, fuzzy k-NN classifier, 

Euclidean measure, Precision, Recall. 

I.  INTRODUCTION  

Nowadays, rapid growth in medical imaging 

modalities produces gigantic quantity of medical images in 

hospitals and most of the medical diagnostic approaches and 

health monitoring are completely depends on medical images. 

As a resulta, medical image repositories serve as a very 

important resource for physicians for making decisions by 

retrieving proper medical cases from extremely enormous 

medical image repositories. Day to day these data stores grow 

massively and diversely. Beside this, representing the rich and 

very subtle information is more difficult. Hence, extracting the 

relevant medical case images and annotating the vast and 

diversity of medical images turn out to be more complicated 

task and become a hot area of research. For this reason, 

number of new algorithms has been developed to aid 

physician and to tackle the massive collections of medical 

images.  

Today, most of the hospitals use Picture archival0and 

communication systems (PACS) which stores and searches  

images based on textual keywords and the textual keywords 

are plagued with many drawbacks like inadequate 

representation of medical images which results in difficulty of 

identifying and locating relevant images from the vast and 

diverse medical image collections and it necessitates the 

physicians to search the desired medical images manually and 

is wearisome and physicians get tired [1]. Further, Mustra et 

al., reported that medical imagess in DICOM format is error-

prone [2]. Thus, the troubles with PACS led to the evolution 

of CBMIR system, where the contents of the medical images 

like shape, color and texture are exploited to access the related 

medical images from the massive repositories. Even  though 

CBMIR has been studied broadly, most challenging problem 

remains in CBMIR systems is mapping the low level visual 

contents with high level semantics which is still more complex 

one because same semantics may represents different images 

and visual similar images may have different semantics [3, 4]. 

The gap among the semantics and low-level image descriptors 

is defined as semantic gap and it could affect the precision of 

retrieval by retrieving the irrelevant images. For example, the 

physician wants to retrieve a particular stage of breast cancer 

image from the collection of mammogram images, but the 

system may retrieve benign cases due to the less 

discrimination ability of the feature vector. Thus, the 

researchers attempted to reduce the gap by utilizing the 

machine and relevance feedback learning methods [5]. But, 

still the gap exists. Thus, it is really important ongoing issue 

and most vivid study area in the purview of multimedia and 

medicine. 

In the CBMIR approaches, image representation is 

modeled using feature vector which is computed from the 

image itself by extracting the low level visual features. 

Subsequently, the similarity among input and the medical 

images in the enormous repository is estimated in the feature 

space using the similarity measures. Thus, image 

representation and similarity measure are the core component 

of CBMIR systems. Further, dimensionality reduction and 

classification techniques are adopted to diminish the 

dimension of computed image descriptor and to diminish the 

search space respectively. 

Over the decade, researchers are working towards an 

effective CBMIR. ASSERT, a system for lung image retrieval 

in which shape and texture features of region of interest is 

used [6].  In [7], mean and covariance are computed for 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2092



representing the color information and grey-level co-

occurrence matrice is computed to represent texture 

information for the retrieval of skin lesion images. In [8], 

retrieval system for dermoscopic medical images of pigmented 

lesions is performed by texture and color image descriptors. 

The scatter-plot of R Vs G, G Vs B and B Vs R color channels 

are employed as color feature, and co-occurrence distribution 

of color ratio and variance at local level image are utilized as 

texture descriptor. Lan et al., used bag of words for CT images 

which is computed from localized texture feature obtained by 

applying the Gabor and Schmid filters followed by uniform 

and non-overlapping partitions [9]. Wei et al., introduced a 

retrieval system for CT images of lung nodule in which both 

semantic and visual similarity measures are employed [10]. 

Quellec et al., extracted signatures from the wavelet 

transformed image and is used for image retrieval instead of 

domain specific features [11]. MedFMI-SiR system is 

presented in [12] that integrate the content and metadata-based 

queries for effective medical image searching. Murala and Wu 

[13] suggested local mesh patterns which capture the 

association between neighboring pixels instead of neighboring 

pixels and a pixel at the center of the mask and they verified 

the efficacy of local mesh patterns on MRI and CT image 

databases namely VIA/I-ELCAP, OASIS-MRI and0NEMA-

CT.  

In [14], local binary patterns are computed from the 

binary wavelet transform applied binary bit planes of gray-

scale images and is termed as directional binary wavelet 

patterns which reported more efficient for CT and MR image 

datasets. Murala and wu presented local ternary co-occurance 

patterns for effectively retrieving CT and MR images and it 

captures co-occurrence of akin ternary edgels from the gray-

levels of center pixels and neighbors of it [15]. Center 

symmetric local binary patterns based on local wavelet is used 

with  random forests in [16] for annotation of medical images 

and the annotated keywords are used for medicallimage 

retrieval and to enhance the retrieval accuracy, relevance 

feedback approach is used. Local wavelet patterns suggested 

by Dubey et al. in [17] for CT image searching and retrieval in 

which local neighboring information is computed using local 

wavelet decomposition then the authors utilized the 

decomposed gray-level values and wavelet transformed center 

gray-level values to compute local wavelet pattern. It is 

described in [18] that features fromm deep convolutional 

neural networks achieved better retrieval results and localized 

sensitive hashing based approaches also performs well for 

large image datasets. Jamil Ahmad et al., computed 

convolutional descriptors using deep learning method and by 

using fast Fourier transform, convolutional descriptors are 

compressed to binary codes and is utilized as a descriptor for 

searching and retrieving the radiology and endoscopy images 

[18]. 

Bag of visual words constructed from SIFT 

descriptor is described in [19] for brain MRI. Zhang et al., 

introduced scalable retrieval approach for histopathological 

medical images of breast tissues utilizing supervised kernel 

hashing method [20]. Nowaková et al., utilized vector 

quantization, fuzzy signatures and fuzzy S-trees for 

mammogram image retrieval [21]. In [22], bag of color is 

computed using SIFT for CBMIR. Haas et al., suggested bag 

of visual words, computed from the interest points resultant 

from super pixels using SIFT for medicallimage retrieval [23]. 

In sequence with this, many researchers presented CBMIR 

based on bag of visual words [24-27]. Seetharaman and 

Sathiamoorthy [28] suggested a system for retrieving images 

from heterogeneous medical image database using the fusion 

of color autocorrelogram, micro-textures and enhanced edge 

orientation autocorrelogram which are estimated from a 

framework based on Full range Autoregressive Model and 

outperforms the conventional methods due to the ability of 

capturing texture, color, shape and spatial details of them at 

both local and global level. In the past, many researchers 

presented the available literature for various technologies used 

for medicallimage retrieval [30-36] and described that the 

existing technologies presented for medicallimage retrieval are 

not proficient.  

Lately, Zhao et al., [37] suggested Multi-Trend 

Structure Descriptor (MTSD) for image retrieval that captures 

structures in the form of equal, large and small trends for  

texture, color and shape details separately and extensive 

experiments are done to demonstrate theleffectiveness of 

MTSD on benchmark datasets namely Corel image and 

Caltech datasets [37], and described that MTSD is superior in 

performance then the existing outstanding techniques namely 

MSD, TCM, SSH and MTH descriptors for retrieval of an 

image. According to the aforementioned revealing discussion, 

in this paper, fusion of Multi-trend structure descriptor [37] 

and fuzzy k-nearest neighborhood approach is proposed for 

medicallimage retrieval from heterogeneous image dataset. 

This paper is drafted as follows: The proposed 

MTSD and fuzzy k-NN based CBMIR approach is defined in 

Section 2. In the 3rd Section, experimental results and 

discussion is described. Section 4 presented the conclusion. 
 

II. PROPOSED MEDICAL IMAGE RETRIEVAL SYSTEM 
 

Herein, the feature computation using MTSD, 

classification of computed feature vector using fuzzy k-NN 

classifier and the distance and evaluation measures employed 

in this study are discussed. 

A. Feature Extraction 

In this manuscript, we employed MTSD [37]. In 

order to compute MTSD, an image in RGB colorrspace is 

transformed to HSV [37] color space then uniform 

quantization is done as in [37] which results in 12, 3 and 3 

quantization levels for color i.e. totally 108; 20 is the leveloof 

quantization for texture which is estimated from the V 

component and 9 is the quantization level for edge information 

which is estimated from the edge detected image using the 

Sobel operator on V component of an image [37].  

Subsequently, Zhao et al., partitioned the image into 

number of 3 x 3 non overlapping blocks in order to discover 

the structures on local level in the method of equal, small and 

long trends along 0°, 45°, 90°0and 135° orientations [37]. For 
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each color quantized value, Zhao et al., route through bottom 

toatop and leftato right direction throught theaentire image to 

discover the number of equal, small and long trends. 

According to Zhao et al., pixel values from small to large, 

pixel values from large to small and pixel values are same 

along 0°, 45°, 90°0and 135° orientations for each non 

overlapping blocks corresponds to large, small and equal 

trends respectively [37]. In the same manner, large, small and 

equal trends are identified for each texture and edge quantized 

values respectively. The color, edge and texture information 

estimated by MTSD are concatenated for histopathological 

images and color information is excluded for gray-scale 

medical images where the role of color is not                      

significant in distinguishing the images. Thus, the feature 

vector is expressed as (NE
Qc , NS

Qc , NL
Qc), (NE

Qt , NS
Qt , NL

Qt), 

(NE
Qe , NS

Qe , NL
Qe) in which N, Qc / Qt / Qe, E, S and L  represents 

the number of trends, quantized color/texture/edge value, 

equal, small and large trends respectively. Therefore, MTSD is 

feature vector of quantized color/texture/edge values versus 

trends. The feature matrix computed by the MTSD for color is 

depicted in Fig.1 where number of equal, small and large 

trends for quantized color value 0 to 108 is depicted. Small 

and large trends along 0° and 45° and equal trends along 90° 

and 135° is illustrated in Fig.2.  
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Fig.1. MTSD for color feature 
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Fig.2. (a). Small trends along 0° (b). Large trend along 45° (c). Equal trends 

along 90° (d). Equal trend along 135° 

B. Fuzzy k-NN classifier 

Classification of images is successfully based on low-

level features and is very difficult task in CBMIR and it 

significantly advances the performance of CBMIR by 

eliminating the images that are not relevant from the search 

space. Thus, more familiar fuzzy k-NN classifier is 

incorporated in this work due to its uncertainty in the results. 

The fuzzy k-NN is coming under supervised learning 

approach and deterministic form of k-NN [38] with the 

benefits of fuzzy set theory [38]. Though the computation time 

of fuzzy k-NN is significantly higher than the k-NN, due to 

the consideration of unbiasedaweighting of instancesain the 

decision rule nevertheless of its distance toathe pattern to be 

categorized, fuzzy k-NN attains better classification rate [38]. 

In the literature, fuzzy k-NN has been employed effectively by 

many researchers [39-41]. 

Let assume that the fuzzy k-NN classifies feature 

vectors  𝐹 = {𝐹1, 𝐹2, … 𝐹𝑁} into C classes where 1 < C < 𝑁 and 

the fuzzy membership matrix D for N number of feature 

vectors and C number of classes is computed and Dij is the 

degreeeof fuzzy membershippof feature vector  Fj where 

j=1,2,…Naand i=1,2,…C. In fuzzy membership matrice, the 

degree Dij lies within 0 to1 for all i and j. If Dij = 1 for class i 

then the  Dij for other classes are 0. The summation of Dij of 

all feature vectors must be greater than 0 for class i or else the 

class i does not exist. In fuzzy k-NN classifier, membership of 

feature vector F to class i is estimated by utilizing the feature 

vector’s distances from their k-NNs membership [38], is 

expressed as  

Di(F) =

∑ (
Dij

‖F−Fj‖

2
(w−1)

)k
j=1

∑ (
1

‖F−Fj‖

2
(w−1)

)k
j=1

           (1) 

Where k is predefined and designates the numbers of 

nearest neighbor, ‖F − Fj‖ designates the Euclidean distance 

among F and k nearest neighboravector Fj, w is the weight 

parameter of the fuzzy distance function. Dij is determined a-

priori from the training data and is the degree of the fuzzy 

membership of 𝑗𝑡ℎ neighbor to 𝑖𝑡ℎ class. The k is chosen 

through trail and error process. 

We employed 5 fold cross validation for evading  

over-fitting and for attaining better generalization which 

occurs when the dataset is partitioned into training and testing 

is not adequate [28, 38]. That is, the dataset are randomly 

alienated into five folds without imposing any damage to the 

data. The size of each fold is approximately equal and for each 

run of five- folds cross validation, four data sub sets are 

utilized in training and the 5th one is utilized in testing like all 

5 data sub-sets are utilized in both learning and testing phase.  

C. Similarity Measuremnt 

The relevancy is measured among input and the dataset 

images using distance measure which is an essential 

component of CBMIR system. In this work, 

Euclideanadistance [42] is employed to discover the distance 

among input and the dataset images, and is expressed as 

follows      

𝑆(𝑄, 𝑇) = √∑ (|𝑄𝑖 − 𝑇𝑖|)2𝑁
𝑖=0                                 (2) 

Where T and Q designate the input image and target 

image feature vector and N designate the number of 

descriptors in an image feature vector. 

D. Performance Assessment 

The retrieval rate of proposed CBMIR approach is 

evaluated using the accuracy which is estimated based on most 
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frequently used precision (P) and recall (R) measures [28] and 

is described as  

Precision (P) =
Number of relevant images retrieved

Total number of images retrieved
          (3) 

 

Recall (R) =
Number of relevant images retrieved

Total number of relevant images in the database
         (4) 

 

III. EXPERIMENTAL AND RESULTS 

The proposed CBMIR approach is evaluated by 

utilizing the heterogeneous medicallimage dataset [28] which 

has 6400 images of 83 concepts of 1510, 592, 858, 580, 1708, 

663 and 489 images captured using X-ray, CT,aMammogram, 

MRI,aMicroscopy, Ultrasound, andaEndoscopyamodalities 

respectively and are collected with ground truth fromathe 

RMMCH, Annamalai University,aAnnamalai Nagar,aIndia. 

Fig.3 depicts some examples images from the dataset. 
 

Table. 1. The dimension ofaproposed MDLDPTS andastate-of-art techniques 

 

Methods Dimension Accuracy rate 

Seetharaman and Sathiamoorthy’s 

approach   

 

361 64.43 

MTSD (for color medical images) 

 

137 66.12 

MTSD (only considering the texture and 

edge information for gray-scale medical 

images ) 

29 65.87 

 

In this work, better image retrieval can be achieved 

with the fusion of high discriminate feature vector, MTSD 

[37] and efficient fuzzy k-NN classifier [38]. Since color 

information extracted by MTSD is not helpful for gray-scale 

images, the structure information estimated by the MTSD 

from the edge and texture information of an image is 

considered and its dimension is 29 whereas histopathological 

images requires color information also for significant 

differentiation. Thus, the dimension of MTSD for color 

medical images is 137. The MTSD is computed as discussed 

in section 2.1. To validate the performance of proposed 

mixture of MTSD and fuzzy k-NN approach, image database 

used in [28] is employed and theaproposed results were 

evaluated with thearesults of [28] in experiments. 

In the experiment, every image is utilized as input 

image and for every input image,athe system reacts to the user 

with N number of relevant images that are having shortest 

distance matching with the input image and areadisplayed in 

theaascending order ofadistance matching value. The accuracy 

rate of responding a query is measured by utilzing average 

Paandaaverage R. We compared retrieval accuracy of MTSD 

with the approach described in [28] and the results are 

summarized in Table.1. Since the MTSD captures the 

structures in an image for color, texture and edges at both 

local and global level, better results is achieved. The 

experimentation was conducted with N number ofaretrieved 

images and isaset as 10 to evaluate the Paof each input image 

and we finally attain average P that is P/M where M 

designates number ofaimages in aaclass. In addition, recall of 

each retrievedaimage and the average R isaestimated. The 

average P and average R of retrieval results is depicted in 

Fig.4 and 5 and it depicts the variation of P and R with respect 

to number offimages retrieved The experimentalaresults 

obviously reveal that proposed approach is notably superior to 

an approach in [28]. In the experiment of average R, image 

retrieval P raises with the number N of returned images. Thus, 

the propoosed approach is more superior to the approach of 

[28]. We also used MTSD for gray-scale medical images 

without excluding the color information that it captures. 

However, there is no significant raise in the accuracy rate 

instead computational cost is amplified owing to an enclosure 

of color information which is 108 in dimension.   

 

    

    
 

Fig.3.Some example images from the dataset 

 

 

Fig.4.Averageaprecision for proposedaand existing approaches 
 

 

 
 

Fig.5.Average recall for proposedaand existing approaches 

The dimension and accuracy rate of the MTSD and 

the feature vector suggested in [28] is illustratedain Table.1. 

From theaexperimental results, it is obvious that fusion of 

MTSD and fuzzy k-NN not only attains better accuracy but 

can also reduced the time complexity of CBMIR. The 
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experiments are carried out in core i3 processor, 4aGB RAM 

and 64 bitaWindows OS.  

IV. CONCLUSION 
 

We proposeda a novel approach for heterogenous 

medical image retrieval system. Due to the diversity and very 

minute deformations in medical images, a feature vector with 

high discrimination ability is incorporated, MTSD which 

characterizes an image by using structures in the form of large, 

small and equal trends along 0°, 45°, 90°0and 135° 

orientations. The MTSD captures texture, color and shape 

details at local as well global level. Fuzzy k-NN classifier is 

incorporated for classification task to avoid uncertainty in 

results. The experimental resultsareveal that  fusion of MTSD, 

fuzzy k-NN classifier and Euclidean similarity measure is 

much better thanathe existing CBMIRa methods. In future, 

proposed descriptor can. be utilized in otherr domains   
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Abstract—Shape is prominent information in the image. 

Commonly shape analysis approaches based on edges for 

image retrieval simply consider the frequency of edgels or 

orientation of edgels which ignores local information and 

spatial relation among adjacent edgels. The BDIP (Block 

Difference off Inverse Probabilities) computes the edges 

with valleys instead of edges only and it gives more shape 

information. By computing the co-occurrences among the 

neighboring gray levels, GLCM (Gray level co-occurrence 

matrix) computes the spatial relations. Thus, in this paper, 

we addressed the above said issues with the 

characterization of edges using histogram by integrating 

the GLCM with BDIP, referred as co-occurrence matrix of 

BDIP (CMBDIP). The proposed CMBDIP considers 

valleys of edges also. After computing the edges and 

valleys, GLCM is applied over the BDIPs off the image 

along four directions. The results are four co-occurrence 

matrices of BDIPs and are integrated to form the proposed 

CMBDIP. The proposed CMBDIP is extensively tested on 

Holiday, Corel 10k and Caltech 101 datasets and results 

evident its efficiency by comparing low order moments of 

BDIP in multiresoultion domain and histogram of BDIP 

approaches.     

  
Keywords— BDIP, GLCM, Canberra distance, CMBDIP. 

Co-occurrence 

I.  INTRODUCTION  

With significant progress in imaging technology, 

image datasets are rapidly increasing in numbers as well in 

size and these encouraged researchers to centre their attention 

on inventing novel methodologiies for retrieving images in less 

time span and with high accuracy rate. Normally, content 

based image retrieval (CBIR) incorporates information that 

encompasses shape, texture or color or mixture of theses to 

typify the image and it facilitates image retrieving. Despite 

noticeable advances in CBIR, image retrieval remains 

challenging one, particularly with diversity of images and ever 

raising image data.  

In real world, objects are characterized 

predominantly by their distinct shape information. Among the 

commonly utilized image descriptors, shape represents 

essential and prominent structure information, and is more 

important for human perception. Thus, over the decade, shape 

information of an image has been explored intensively in 

numbers and plays central role in image retrieval. In recent 

years, center of interest of many researchers are on local 

image characterization because easy differentiation from 

others and its resilient against occlusion, scaling, rotation, 

distortions and illumination variation. Thus, dozens of local 

level shape descriptors were reported based on d iifferent image 

characteristics [1-7]. Commonly, shape descriptors are of two 

types: 1. Contour based 2. Region based. The former one 

includes approaches like Fourier descriptor [8], elastic 

matching [9], contour point distribution histograms [10], 

curvature scale space [11], edge histogram direction [12, 13], 

MSD [14], Edge orientation autocorrelogram [15], etc and 

offers characteristics of image shape. The later one includes 

approaches like moment invariants [16], Zernike moment 

descriptor [17], generic Fourier descriptor [18], etc. and are 

coined as global shape descriptors. 

Among the aforesaid shape techniques, BDIP [19] 

have come out as one of the prominent shape descriptor 

because of its outstanding performance. The BDIP operator is 

well-known method for shape analysis and it characterizes  

image using edges and valleys. Subsequently, many of its 

variants also been reported in [20-24]. The BDIP descriptor 

has been applied successfully with other characteristics of 

image for image retrieval [25]. Even if BDIP has gained 

success in image retrieval and most of f the variants of BDIP 

have increased the performance of BDIP, it still suffers in 

accuracy.  

On the other side, literature reports that histogram has 

been utilized widely for representing the most off local 

descriptors [1-7, 12, 13, 15, 22]. But [28, 29] reports that 

histogram ignores relationship among neighborhood gray 

levels and any correlation between gray levels, and it reduces 

the retrieval rate of histogram based descriptors. It is also 

reveled from literature that histogram based image descriptors 

are computationally cost and results in large dimensionality of 

descriptors [30].  Since descriptors based on edges [12-15], 

edges and valley [20] and textures [3, 4] has limitation with 

histogram representation, they are to be efficient to some 

extent only.  

Thus the researchers turned their interest from 

histogram representation of descriptors. One among the 

ending of aforesaid weakness of histogram is gray level co-
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occurrence matrix (GLCM) and is reported by Haralick [31] 

for gray levels and it measure the texture information of the 

image by computing the co-relation of neighborhood pixels 

and gives more spatial information. Thus it is incorporated in 

many applications [29, 32-36] and combined with other image 

descriptors including co-occurrence of adjacent local binary 

patterns (LBP) [28], co-occurrence of Center-Symmetric LBP 

[37], local ternary co-occurrence patterns [38], Gabor co-

occurrence [39],  co-occurrence of edges [40] and color edges 

[41] are reported for image retrieval..  

Thus, in this manuscript, to address the weakness of 

BDIP as aforementioned, we propose simple, effective and yet 

robust approach by computing the co-occurrence of edges and 

valleys. Since edges and valleys are identified using BDIP, the 

proposed co-occurrence of BDIPs (i.e. identified edges and 

valleys) is referred as co-occurrence matrix of BDIP 

(CMBDIP) which captures spatial correlation among BDIP 

values i.e. edges and valleys Therefore, the approach 

presented by us takes the benefits of both co-occurrence 

matrix, and edges and valleys computed by BDIP and thus 

proposed method considerably improving the discriminative 

power of BDIP. Besides, to verify the accuracy of proposed 

CBDIP, a detailed comparative study using co-occurrences of 

adjacent edges and valleys, histogram of BDIP [22] and low 

order moments of BDIP in multiresolution doamin [20] is 

performed. The experimental outcome indicates that proposed 

CMBDIP approach offers high accuracy in image retrieval. 

The remaining of this manuscript t is given as: recall 

of conventional descriptors is précised in Section.2 and 

Section 3. Section 4 and 5 deals with proposed approach and 

experimental evaluations and conclusion are reveled in 

Section 5. 

II. BDIP 

BDIP [20], a sketch feature consisting of edges 

depicted by local intensity maxima and valleys depicted by 

local intensity minima and is given as [32]   
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Where f(x,y) designates an intensity of pixel at position (x, y) 

in image block k
lB  of dimension (k+l)x(k+l), k denotes the 

utmost distance among pixels pairs and l denotes the place 

index. Thus, 2k
l )1+k(=B . In equation (1), numerator and 

denominator defines the   maximum intensity variation and 

representative value in a block respectively. 

III. GRAY LEVEL CO-OCCURRENCE MATRIX 

GLCM [31] is second order statistical method and is described 

over the image to be a distribution of co-occurring of gray-

levels at a specified offset. The co-occurrences are computed 

according to specific distance and in a specific direction. The 

GLCM for an image is computed as  
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Where I(p,q) denotes gray level at p row and q column, i and j  

are gray levels for which co-occurrence is computed, x   and 

y are positional offsets in x and y directions, 1{} is the 

indicator function, M and N denotes dimension of  input 

image. For instance the GLCM calculation is given in. Fig.1 
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Fig.1. (a).Sample image pattern (b). GLCM of image (a) at 0
 

 

Therefore, the proposed CMBDIP is an average of GLCMs of BDIPs 

along 0°, 45°, 90°,.135° directions and is:  
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IV. PROPOSED CMBDIP 

We proposed an approach based on the.combination 

of more familiar GLCM and BDIP. In this work, we used 

BDIP to identify the edges and valleys and the GLCM is 

incorporated to get the frequency of co-occurrence of 

neighboring BDIPs and is used as descriptor for the  proposed 

CBIR. In our work, the GLCM is computed at distance 1 

andin 0°, 45°, 90°and 135° directions. Therefore, we attained 

four co-occurrence matrix and are integrated together to form 

the proposed CMBDIP which overcomes the pitfalls of 

histogram characterization of BDIPs by encompassing  spatial   

relations among the edges and valleys. The reason for 

choosing distance as 1 in CMBDIP is, it captures details more 

locally. Fig.2 illustrates the computation of proposed 

descriptor. Fig.3 has shown the edges and valleys computed 

using the BDIP for bus and cat images of Corel dataset. 

A. Measure of similarity 

After computing the proposed descriptor for every 

image in the dataset, they are stored separately, called as 

feature vector dataset. The descriptor matching for input and 

target images is performed using similarity measures. The 

output of the similarity measure falls in range 0 to 1 and 0 

stands for similar and 1 stands for dissimilar. In our approach, 

we incorporated Canberra distance [41] for measuring the 

similarity and is:  
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Fig.2. Proposed CMBDIP computation   
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Fig.3.(a) and (b). Example image from Corel Dataset (c) and 

(d).BDIP of images of (a) and (b) 
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Where Q and T denotes input and target image 

descriptors and N denotes number off features. The computed 

distances among input and target image descriptors are sorted 

in ascending order using Bubble sort which is incredibly 

simple for sorting. 

B. Measure of Accuracy 

Each database image is used as query in the 

experiments. The proposeed approach is assessed by precision 

P(N) and recall R(N) for retrieving the top matched N images 

and expressed as in [41] 
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Where NI
, M and N denotes number off relevant images, total  

number of retrieved images and total number oof images. in 

database. The average P(N) and P(R) [41] for each class of 

images is as: 
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where C and i denotes the image class and number off images 

in each class, 
i
k

I  
 is the k th image from class i. The average 

P(N) rate (APR) and average P(R) rate (ARR) are computed 

as in [41]: 
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Where Nn denotes number off image classes in the dataset.
 
 

V. EXPERIMENTS 

Holidays [42], Corel 10k [43], and Caltech 101[44] 

datasets are chosen for experiments. The Holidays dataset 

consists of 500 classes of images like water, natural, man-

made, etc., and the numbers of images in each group differs 

and are in size 2448x3204. In our experiment, we resize it to 

256x256. The Corel 10k dataset consist of approximately ten 

thousand images of  100 classes like African, cat, tiger, beach, 

sunset, door, waves, etc., and each class approximately has 

100 images, the size of images are roughly 120 x 80 and 80 x 

120 and images are in JPG format. Caltech dataset consists of 

101 classes of 9,146 images and approximately image size is 

300 x 200 and each class has roughly 40 to 800 images like 

ant, brain, chair, crab, cup, pizza, faces, panda, starfish, etc., 

and are in JPG format. Few examp,le images from the 

experime,ntal datasets are shown in Fig.4. In all the 

experiments, initially 10 images are retrieved later we 

increased it by 10 and it continues until number of images 

retrieved grows to be 100, and all the images of each class are 

used as query. Holidays dataset is taken in the experiment 

1.The P(N) and P(R) curves for the CMBDIP [20] and [22] 

which obviously shown the variation in P(N) and P(R) with 

different number off retrieved images and shown in Fig.5 and it 

also obviously shown that CMBDIP is superior to the 

approaches presented in [20] and [22]. 

In Fig.8., 1st image belongs to query and remaining 

are the retrieve,d relevant images. The proposed CMBDIP has 

Input 

image 

Edges and 

Valleys 

Using BDIP 

 

GLCM 

(d=1 and 0  ) 

GLCM 

(d=1 and 45  ) 

GLCM 

(d=1 and 90  ) 

GLCM 

(d=1 and 135  

) 

Proposed 

Image 

Descriptor 
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the ARR of 57.12% for Holidays dataset and is significantly 

improved than others and is reported in Table.1.  
 

 

   

   

   

Fig. 4. Few example images of Holidays (Row 1 images), Corel 10k 

(Row 2 images) and Calitech 101 datasets (Row 3 images) 

In the experiment 2, Corel 10k dataset is considered 

for evaluating proposed CMBDIP. The P(N) and P(R) is 

computed and performance of proposed CMBDIP is compared 

with histogram of BDIP [22] and low order moments of BDIP 

in multiresolution doamin [20]. Average P(N) Vs number off 

images retrieved and average P(R) Vs number off images 

retrieved for proposed CNBDIP, [20] and [22] is illustrated in 

Fig.6, which obviously reveals the dominance of proposed 

CMBDIP and the variations in P(N) and P(R) with respect to 

number of related images retrieved. The proposed CMBDIP 

has the ARR of 58.23% for Corel dataset and is higher than 

other approaches [20, 22] and is reported in Table.1. The 

query iimage and its top 4 retrieved relevan,t images are 

depiicted in Fig.8. 

Calitech 101 dataset is used in third experiment. The 

graphs for P(N) Vs P(R) of proposed CMBDIP, [20] and [22] 

with different number off retrieved images is illustrated in 

Fig.7 which obviously evident the supremacy of proposed 

CMBDIP and the variations in P(N) and P(R) with respect to 

number of related images retrieved. The proposed CMBDIP 

has the ARR of 61.81% for Calitech dataset and is noticeably 

superioor to other methods [20, 22]. The query and retrieeval of 

top 5 outcome of proposed CMBDIP for the dino, bus and 

sunflower images of Corel and Calitech dataset is depict.ed in 

Fig.8. 

 

 
Fig.5 (a). Average precisioon of all the methods in Holiday dataset 

 
Fig.5 (b). Average reecall of all the methods in Holiday dataset 

 

 
Fig.6 (a). Average precisioon of all the methods in Corel 10k dataset 

 
(b) Fig.6 (b). Average reecall of all the methods in Corel 10k dataset 

 

 
Fig.7 (a). Average precisioon of all the methods in Caltech dataset 

 
Fig.7 (b). Average reecall of all the methods in Caltech dataset 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2101



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.8. First top 5 retrieeval results for the dino, bus and sunflower images in Corel and Calitech database 
 

 
Table.1. ARR for proposed andd other approaches 

Methods Holiday 

Dataset 

Corel 10k 

Dataset 

Calitech 101 

Dataset 

Proposed 57.12% 58.23% 61.81% 

Chun [20] 50.78% 49.23% 52.39% 

Sathiamoorthy [22] 52.67% 51.45% 54.78% 

 

In all the experiments, while we increase the number 

of related images retrieved above 200, the ARR remains stable 

and there is fluctuation in the plots of average P(N) and 

average P(R). The ARR values attained for proposed 

CMBDIP and others methods [20, 22] are reported in Table.1 

and it is evidently understandable that proposed CMBDIP 

drastically outperforms for holiday, Corel and Calitech  

datasets than conventional approaches [20, 22]. In Fig.8., first 

two columns corresponds to the dino and bus images of Corel 

dataset and 3rd row had shown query and its related retrieved 

images for sunflower in Calitech dataset. 

VI. CONCLUSION 

In this papeer, a novel edge baseed shape descriptor is 

proposed by combining BDIP with GLCM and named as co-

occurrence matrix of BDIP (CMBDIP) which effectively 

computes local information and spatial information among 

adjacent edgels along 0°, 45°, 90°,.135° directions and thus it 

overcomes the pitfalls of histogram of BDIP and integrates the 

gains of BDIP and GLCM. The proposeed approach computes 

four CMBDIPs i.e. one for each direction and are joined 

together to construct the final CMBDIP. The proposeed 

approach is verified on three image datasets namely Holiday, 

Corel10k and Caltech 101 and the results obviously 

demonstrate that proposed CMBDIP is significantly effective 

than conventional approaches. In future, proposed approach 

can be extended for various application domains.     
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Abstract—In this work, an efficient multiresolution 

approach based geometric details of localized edgels is 

proposed to represent an image, called wavelet based 

chordiogram image descriptor. The proposed approach 

mainly focuses on reducing the computational cost of  

retrieval system with the preservation of accuracy and 

resilient to illumination, scaling, noise and small rotations, 

and is performed by deriving the geometric features from 

the pyramid structure of annimage using Discrete Haar 

WavelettTransform. The proposed multiresolution 

approach based chordiogram imageedescriptor is 

comprehensively tested on benchmark datasets. The 

experimental results proved that proposed approachhis 

considerably better in terms offtime cost and retain the 

accuracy of existing approach.     
. 

Keywords— Chordiogram image descriptor, L1 similarity 

measure, Haar wavelet, Multiresolution. 

I.  INTRODUCTION  

Nowdays, most offthe services and human 

communication in mosttof the domains rely heavily on digital 

images owing to ease of recognition for human as a 

consequence of rich amount of details available in digital 

images. With hasty increase of digital images, the sizeeof 

digitaliimage archives and libraries are expanding day byyday 

and it leads to the core objective of retrieving system. Since 

the use ofiimage retrieval has beennflourishing in speed, 

researchers have much attention in the advancement of proper 

techniques to satisfy the users of all domains in image 

searching and retrieval from massive image archives and turns 

out to be most trendy subject in the domain of pattern 

recognition. Generally speaking, image retrieval approaches 

are categorized under three labels namely text, content and 

semantic based approaches. 

Since 1970’s, more numbers of research works 

contributed for image retrievall based on text. But, well 

annotation of digitall images turns into inefficient and 

impractical owing to the massive digital image archives and its 

vast diverse image gathering, and it leads to the emerging of 

content based image retrieval (CBIR) in 1980’s and numbers 

of  CBIR approaches including QIBC [1], Virage [2], Web 

seek [3], and PicToSeek [4] have reported successfully. In 

CBIR approach, image representation is relying on feature 

vector which is formed using various low-level visual 

descriptors including color, shape andttexture. In CBIR 

approach, according to similarity among the feature vectors of 

input image and dataset images, most pertinent imagesaare 

retrieved by users. Commonly, feature descriptors falls intoo 

global and local categories. The first one focuses at whole 

image whereas the second concentrates on prominent key 

points and patches in an imageeand it has high discriminative 

ability then the global one. Since the semantic gap exists 

among the low level image descriptors and high level image 

concepts perceiveddby human, the retrievalpperformance of 

CBIR approaches are limited and to tackle this subject, 

approaches including dictionary learning and relevance 

feedback are introduced.  Besides, researchers believe that 

optimized and locality preserving information is suitable for 

increasing the retrievall performance of CBIR approach 

because it characterize the imageecontent accurately and 

viaduct the semanticcgap as much  as possible. [5] suggested 

that representing the image descriptors using histogram based 

feature representation is compact one and significantly 

decreases the noise and compact one.   

Color-based clustering descriptor (CBC) and 

border/interior pixel classification descriptor (BIC) is 

described by Stehling et al., in [6]. In BIC, border and iinterior 

pixels are characterized by two separate histograms that count 

the intensity and locations of border/interior pixels. In [7], 

edge histogram descriptor is reported by Jain and Vailya, 

depicted based on edges computed by canny approach. It is 

also described in [7] that normalization of edges reduces the 

problem of resilient to scale and small rotation. Afterwards, 

EHD is developed by MPEG-7 [8] in which Sobel approach is 

incorporated for edge computation.  

Along this way, Liu et al., [9, 10] defined that EHD is 

rich in texture, shape and spatial details of texture and shape, 

and thus extensively incorporated in numbers of CBIR 

approaches [11-18]. Edge orientation autocorrelogram 

(EOAC) is suggested by Mahmoudi et al. [19] and it exploits 

shape, textures and spatial details by utilizing the correlationn 

among neighboring edgels based on its orientation and is 

demonstrated that performance of EOAC is noticeably better 

than EHD [8] and invariant to illumination, translation, 
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viewing position and minute rotation. Later, Liu et al., [16] 

suggested micro-structure descriptor (MSD) that exploits 

texture, color and shape particulars of annimage by utilizing 

the orientation resemblance of edgels with an underlying 

color. Toshev et al. [20] suggested chordiogram which 

computes the geometric details of selected set of edgels found 

using segmentation. The exploited geometric details are 

distance and orientations of pair of eedgels and also thee 

degree of the vector connecting them. Thus, chordiogram is 

represented using a four dimensional histogram. But, 

boundaries attained through segmentation include fake edgels 

that affects the results. In [21], Kovalev and Volmer exploited 

the intensity and distance among thee each pair of eedgels and 

is characterized by utilizing a three dimensional histogram. 

Zitnick [22] presented a binary coherent edge descriptor, 

illustrated using a four-dimensional histogram which 

characterizes the coordinates and orientation of each edgels 

and length of an edge passing via the edgles. 

Later on, Seetharaman and Sathiamoorthy presented 

an enhanced variety of EHD and EOAC [23-25] in HSV color 

space based on Full Range Autoregressive (FRAR) model 

with Bayesian Approach and it exploits incredibly minute and 

very fine edgels, also proved that their approach considerably 

best than the existing EHD [8] and EOAC [19] and owing to 

the behavior offthe FRAR model their approaches also robust 

to noise to some extent. [16, 23, 25] reported that edge 

detectors including Sobel, Prewitt, Canny and Robert are 

developed for the images of gray-scale even they converts the 

color into gray-scale images for computing the edges and thus 

they failed in exploiting incredibly minute and very fine 

edgels owing to chromatic and spectral changes. Further, it is 

defined in [16] that finding edgels from H or S or V channels 

alone failed in exploiting incredibly minute and very fine 

edgels owing to spectral changes and such a loss play vital 

task in medical color imagee retrieval [24]. 

Afterward, a novel hybrid scheme is proposed in [26] 

which uses the statistical approaches namely color 

autocorrelogram (CA) and texture autocorrelogram (TA) 

together with the geometric approach namely chordiogram 

image descriptor (CID) for each region of a image for medical 

image retrieval. Since the localized geometric descriptors 

among edgels have been treated as resilient cauterization of 

shapes and images, Wang et al.,[27] proposed chordiogram 

image descriptor (CID), a histogram of chord details. The 

authors divided the image iinto number off patches then find 

the edges using the edge detectors [27] for eachppatch. Later 

geometric details including the distance among thee pair of 

edgels, orientations of each edgel and degree of angle among 

line segment between a pair edgels and horizontal plane is 

exploited for every patch and they depicted it as local edgel 

chordiogram (LEC) [27]. The fusion of all LECs of image,  

named as CID. The authors demonstrated that CID exploits  

spatial structure in annimage and is resilient to illumination.  

It is affirmed by Zhang and Lu in [5] that contour 

extracted from spatial domain are sensitive to noise, and  are 

not apt to be aaseparate descriptors, implementation and 

matching is also complex and cost. Thus, in this work, we 

proposed discrete Haarr wavelet transformation based 

chordiogram image descriptor (CID) using for CBIR 

approach, called Wavelet based chordiogram image descriptor 

(WCID) which depicts the shape and exploits the localized 

geometric details from the locations of edgels computed from 

Haar wavelet transformations. The implementation and 

matching cost of proposed WCID approach is too less than the 

CID and the proposed WCID preserves an accuracy and 

robustness against illumination as that of CID.  

The propoosed work is expressed as follows. The 

proposed image feature is introduced in Section-2. Section-3 

illustrates experimental results. Section-4 concludes the work. 

II. DISCRETE HAAR WAVELET TRANSFORM 

Over the decades, researchers are working in spectral 

domain including Fourier [28, 29] and wavelets [30], and the 

descriptors computed from wavelet domain is superior to 

Fourier, more number of researches carried out using wavelets 

[31-37]. Accordingly, in thisspaper, discrete Haarrwavelet 

transform [38] is incorporated and it does the decomposition 

by calculating the approximations and details till the fine level 

and provide outcome in the form off wavelet pyramid image 

[38].  

The discrete Haar wavelet transform is incorporated 

to attain the multi-resolution pyramid image as reported in 

[38] and is expressed as  
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Where kIII ,...,, 1,0  are the input images and contains k 

coefficients in which there are k/2 approximations and k/2 

wavelet coefficients and are stored in the upper  31,0 ,., aaa   and 

lower  31,0 ,., www  arrays respectively and this method is 

repeated till fine level is attained and the fine level in this 

work is 3, is computed on the trial and error process. Multi-

resolution pyramid image is constructed by utilizing a sub-

sampling rate of 2 with no overlap method as described in 

[38]. Fig. 1 portrays the pyramid structure of a self 

photographed sample image upto the level 5. The dimension 

of self photographed sample image is 256 x 256 in level-0, 

128 x 128 in level-1, 64 x 64 in level-2, 32 x 32 in level-3, 16 

x 16 in level-4 and 8x8 in level-5. For each level of 

decomposition, the dimension of sample image is decreases to 

half of sample image at previous level and image at level 4 

and 5 is not clear one. In the suggested approach, we fix the 

fine level experimentally.    
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(a) (b) (c) (d) (e) (f) 

Fig.1.Multi-resolution pyramid image from level-0 to 5 [(a)-(f)] using the discrete Haar wavelet transform. The input image at 

level 0 is of size 256 x 256 and images of succeeding level are of size 128x128, 64x64,032x32, 16x16 and 8x8 respectively. 

 

 

 

 

 

 

 

 

Fig.2. Image divided into 32 numbers of non-overlapping 

rectangularr patches of size 8x8 for computing LEC 

III. CHORDIOGRAM IMAGE DESCRIPTOR 

Given imageeis partitioned iinto number of non-

overlapping rectangular patches, numbered from 1, 2, 3, . . . , 

N. Each patch is characterized using LEC. In order to compute 

LEC, salient edgels are identified forr each patch then local 

geometric features are computed from the salient edgels. 

Later, the LECs of all patches are collected in an order to 

construct a CID. The chord particulars of the patch image are 

computed from each pair of salient edgels coordinated at p and 

q and is described as in [27] as follows 

),,,( qppqpqipq
C              (1) 

Where ppqpq  ,,  and q designates the distance among 

edgels p and q, angle between line and horizontal plane, 

degree of orientations of edgels p and q about the normall 

directions respectively, and the values of  pq  ranges from 00 

to diameter of ana image patch and ppq  , and q falls in  

between  0 and 2Π. The values of pq  aare discretized in 

logarithmic space and are divided into d  bins where dd is the 

distance and is 4 in our work [27]. ppq  , and q are 

quantized into88 bins of 50 degrees each [27]. Thus, CID is a 

4D histogram and is normalized as in [27], and it encompasses 

chord details for every pair of salient edges in image patch.  

Since CID is not sensitive to edge detector, in the 

experiment, Sobel operator is incorporated to compute the 

edges in each patch. After computing the edgels, response off 

each edgels are computed and are sorted. Then, proportion p 

off edgels having highest responses are preferred as in [27] to 

compute the LEC i.e. the salient edgels are preferred from the 

patch image with the intention of reducing the calculation cost 

by means of considering the less numbers of salient edgels and 

the selected salient edgels must exploits the shape details of 

patch and it must provide robustness against illumination and 

small rotation. Thus, the set off preferred salient edgels has 

two information: one is response of edgels and other is 

proportion p which decide the dimension of set of salient 

edgels and is decided experimentally as in [27] using n=pm 

where m and n are the amount of edgels in a patch and 

preferred salient edgels respectively and p is constant for all 

patches. Finally, the computed LECs of all patches are 

collected in an order to form a CID and is described as [27] 

),...,,( 21 NCCCF               (2) 

Where NCCC ,...,, 21  are the LEC of patches 1, 2, ..., N 

respectively. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Datasets 

In the experimental study, Gardens Point Walking 

[39], UA Campus [27], St. Lucia [27] datasets and some self 

photographed images are utilized and some example images of 
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dataset consumed in the experiments are depicted in Fig.3. 

The Gardens Point Walking dataset has 3 folders namely day-

left, day_right and night_right and each folder contains 200 

images and are taken twice in day that is in a day anddnight 

and are roughly in 960x540 size and in JPG format. The 

datasets consists of images taken at varied times with sever 

and mild illumination changes. St. Lucia datasets consist  

of images taken at 5 varied times among early morningaand 

late afternoon of a day and a day after two weeks. Thus, 

totally it has ten datasets. We have also used some self 

photographed images taken at varied time offa day in the 

experiments and it consists of 1140 images and are in JPG 

format and size of images are approximately 1280x720 and 

1040 x780.  

 

     

     

     

Fig.3.Few example. images of experimental datasets 

 

        

(a) (b) 

 

        
(c) (d) 

Fig.4.Precision Vs. Recall for the proposed Haar wavelet based CID and the conventional CID approaches for (a) Gardens Point 

Walking (b) UA Campus (c) St. Lucia (d) Self photographed image Datasets 
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B. Similarity Measuremnt 

In the suggested work, L1 similarity measure is used and it 

computes sum of absolute differences of the variables [40] as 

a distance among 2 points in an Euclidean space with fixed 

Cartesian coordinate system [40]. The L1 distance among two 

images is given by  

   




k

i

t
i

q
i

tq IIIIS

1

,             (3) 

where, 
q
iI  and 

t
iI  are input and target image descriptor 

vectors respectively and k is size off the combined feature 

vector. 

Instead of computing the similarity among query 

andatarget images based on the summation of similarity 

measures of all the corresponding patches, similarity measures 

of all the corresponding patches are computed and are ordered 

in ascending manner as in [27]. The higher similarity values 

between two images are eliminated to avoid impact of noise in 

thee image which leads to false matching [27]. Thus, the 

summation of n smallest similarities computed from the 

corresponding patches of query and target images are summed 

finally to get the matching.   

C. Performance Assessment 

 The capability of proposed wavelet based CID approach 

for image searching is illustrated on the basis of precision 

aand recall. Innthe image retrieving process, for an input 

image, several images areeretrieved and few of them are 

relevant to input image and remaining retrieved images are not 

relevant. The images satisfies the interest of user are known as 

relevant and total number off images retrieved for an input 

image is known as retrieved images. Precision (P) and recall 

(R) is calculated as [41,42] 

 

retrieved images ofnumber  Total

images) (Retrieved images)(Relevant 
P                 (4) 

database in the imagesreleveant  ofnumber  Total

images) (Retrieved images)(Relevant 
R       (5) 

 

The P and R associated with a class are computed as [41,42] 
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Where C designates the class number, N designates total 

number off images in each class. For complete dataset, the P 

and R is calculated as in [41,42] 
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Where N denotes number of classes available in the dataset. R, 

also named as average retrieval rate (ARR). In the suggested 

approach, each image in the dataset is used as query to the 

proposed retrieval system and for each of them, P and R is 

measured. For each class, P and R is measured.  

D. Experimental setup  

To prove the competence of the proposed WCID, 

input image is transformed into fine level using the discrete 

Haar wavelet and the level of fine is 3 which is decided 

experimentally. The images in theedatasets are resized to 1028 

x 512. The wavelet transformed image is partitioned in to 

number of patches of 8 x 8 sizes. Thus, for an image of size 

1028 x 512, we obtained 512 x 256, 256 x 128, 128 x 64, 64 x 

32 and 32 x 16 in level-1 to level-5 respectively and we have 

32 numbers off 8x8 patches in the optimum level 3 and is 

depicted in Fig.2. According to [27], 15% of salient edgels are 

preferred from the patch for computing the LEC.  

E. Results and Discussion 

Gardens Point Walking dataset is considerd in the 

experiment1. P and R for the proposed WCID and 

conventional CID are computed and demonstrated via graphs. 

In Fig.4, plots for P and R are depicted. Fig.4a depicts 

variation in P with respect to R and very clearly it 

demonstrated that the suggested WCID approach is equalently 

performing with conventional CID and Table.1 depicts that the 

suggested scheme requires less time cost than the conventional 

CID. The P and R of presented WCID and conventional CID 

at level 0 and level 3 are 65.78%, 65.64% and 8.41%, 8.51% 

respectively. From the results it is obvious that the change in 

the values of precison and recall is very small from level 1 to 

level 3. But, from the level 4, there is drastic change in the 

values of both P and R.  

In the second experiment, UA campus dataset have 

been used. The results off the proposed wavelet based CID 

and CID in the form of P and R is depicted in Fig.4b. The 

proposed approach is equally satisfying with the CID and is 

obviously visible in the graph. The P and R of presented and 

conventional techniques are 57.23%, 57.11% and 9.86%, 

9.85% respectively. The outcome shown in Table 2 clearly 

depicted that after the 3rd level decomposition, the change in 

the P and R values are for above the normal.   

Table 1. Computational complexity offWCID and CID 

 
Methods Time in 

seconds  

Wavelet 

based CID 

22 

CID 45 

 

In the third experiment, St.Lucia dataset has been 

taken for image retrieval. Results for St.Lucia dataset have 

been presented in Fig.4c. The results of performance measures 

clearly demonstrated that the proposed WCID equally 

outperforms the CID with leas computational time and 

preserves robustness capability of CID against illumination, 

noise scaling and small rotation. The P and R attain by 
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proposed and existing CID are 67.32%, 67.15% and 7.67% 

and 7.79% respectively.  

In the fourth experiment, self photographed images 

are considered. The results of proposed WCID and CID in 

terms of P and R  is depicted in Fig.4d. The precision and 

ARR for the WCID and CID are 66.23% and 66.05% and 

6.68% and 6.79% respectively. Table 2 illustrates the average 

P and R for all the datasets used in the experimental study. In  

 

Fig.5 and 6, query image to the suggested system and its top 

five retrieval results are depicted which is similar to the results 

of CID. From Fig.5 and 6, it is obviously understood that the 

proposed WCID is illumination to invariant and for query 

image of day left category, the suggested system also retrieve 

images from day right and night right category as that of CID 

that is the results confirmed that proposed WCID is strongly 

invariant to illumination. 

 

      

(a) (b) (c) (d) (e) (f) 

Fig.5 (a). An example query image (b)-(f). Top 5 retrieval results using the WCID  

      

(a) (b) (c) (d) (e) (f) 

Fig.6. (a). An example query image (b)-(f). Top 5 retrieval results using the WCID  

Table 2. Precisionnand Recall for proposed WCID and CID at various levels offdecomposition by Haar wavelet transform 

           Level of Decomposition  

                                    and Methods 

.Datasets 

Performance 
0L  

CID 
1L  

WCID 

2L  

WCID 

3L  

WCID 

4L  

WCID 

5L  

WCID 

Gardens Point Walking Precision (%) 65.78 65.73 65.68 65.64 64.00 62.21 

Recall (%) 8.41 8.44 8.47 8.51 8.99 9.88 

UA Campus  Precision (%) 57.23 57.19 57.15 57.11 56.01 54.10 

Recall (%) 9.76 9.78 9.81 9.85 10.88 11.90 

St. Lucia Precision (%) 67.32 67.26 67.18 67.15 65.09 63.22 

Recall (%) 7.67 7.70 7.76 7.79 8.82 9.85 
Self Photographed Images Precision (%) 66.23 66.16 66.10 66.05 64.00 62.16 

Recall (%) 6.68 6.71 6.75 6.79 7.82 8.86 

 

V. CONCLUSION 

A shape based image descriptor called chordiogram 

image descriptor is computed from the multi-resolution 

resolution domain which captures the local geometric 

descriptors rather than image intensities. The pyramid 

structure of an image is obtained using discrete Haar wavelet 

transform and is used for computation of chordiogram image 

descriptor which reduces computation time drastically for 

descriptor extraction and matching and preserves the same 

average retrieval rate as that of CID and also resilient to sever 

illumination, scaling, noise and small rotation. The presented 

approach is extensively tested on Gardens Point Walking, UA 

campus, St. Lucia datasets and the presented approach depicts 

a excellent tradeoff between interclass separability and 

interclass variance. In future, the proposed  scheme can be 

combined with other visual details of  image to further 

improve the accuracy of retrieval.  
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Abstract— Weapropose a novel descriptor for content based 

image retrieval called wavelet based multi-trend structure 

descriptor (WMTSD). The proposed WMTSD is an enhanced 

approach of multi-trend structure descriptor (MTSD). To 

diminish the computational cost of MTSD with the preservation 

of retrieval rate, WMTSD is derived. In order to diminish the 

time cost, an image isadecomposed into optimum level using 

discrete Haarawavelet transform and it produces multi-

resolution pyramid image. The multi-resolution pyramid image 

at optimum level is utilized to estimate the feature descriptor. 

The optimum level for the decomposition of an image is 

determined empirically. The proposed WMTSD is exhaustively 

tested on Corel 1k, Corel 5k, Corel 10k and Caltech benchmark 

datasets. The experimental study very clearly illustrated that the 

proposed WMTSD and MTSD attains almost similar retrieval 

accuracy. But, the time cost of WMTSD is too small then the 

MTSD which is required more in the era of big data. Euclidean 

distance measure is adopted to assess the similarity between the 

images. Precision and Recall are the measures used to assess the 

proposed approach. 

. 

Keywords— Multi-Trend Structure descriptor, Euclidean 

similarity measure, Haar Wavelet, Wavelet based Multi-Trend 

Structure descriptor, Sobel operator. 

I.  INTRODUCTION  

Today, in the domain of pattern recognition, content 

based image retrieval (CBIR) is an energetic area of 

research. Over more than three decades, more and more 

number of effective CBIR approaches has developed with 

reasonable retrieval rate and time. However, with an 

extensive uses of varieties of images like medical, 

biometric, historical archives, agriculture, media, etc over 

the web, the performance of existing systems for CBIR 

need to be enhanced.  

Image retrieval system permits the end users to 

browse and access images more effectively from the 

datasets. The feature computation is the main component of 

retrieval system which entails an image to be characterized 

by high discriminative feature with high and small changes 

between the features of inter and intra class images, and the 

images are characterized either at global or local approach. 

The global approach disregard the local characteristics of 

pixels in an image and thus it endure issues related to 

scaling, translation, occlusion, illumination, noise etc and 

are overcome by the local approach which characterizes an 

image from local regions or partitions of an image.  

It is reveled from the literature that more and more 

numbers of global approaches has suggested based on 

texture, shape and color details of an image including 

Tamura features [1], Gabor filtering [2], Markov random 

field model [3] and gray-level co-occurrence matrices [4] 

for texture details; contour features like circularity, 

eccentricity,  convexity, major axis orientation [5, 6], shape 

signatures like curvature, cumulative angle, tangent angle, 

chord-length [7, 8], boundary moments [9, 10], edge 

histogram descriptor (EHD) [11-13] for shape details and 

color histogram (CH), dominant color descriptor (DCD), 

scalable color descriptor (SCD) and color layout descriptor 

(CLD) for color details [14].   

Though global approach is the core of numbers of 

CBIR approaches, the aforesaid issues related with global 

approaches have required the characterization of images 

using local approaches including SIFT [15], SURF [16], 

LBP [17], HOG [18], local ternary co-occurrence patterns 

[19], local mesh pattern [20], multi-texton histogram [21], 

micro-structure descriptor [22], saliency structure histogram 

[23], structure element descriptor [24], texton co-

occurrence matrices  [25], multi-trend structure descriptor 

(MTSD) [26], etc. Among various local approaches MTSD 

has demonstrated to be the more efficient in state-of-art 

retrieval approaches and is successfully verified on 

benchmark datasets namely Corel and Caltech. The MTSD 

captures correlation of local structure in the form of trends 

for edge orientation, color and intensity details using the 

information variation of pixels along 0°, 45°, 90°and 135° 

orientations. It also found from literature that many of  

conventional local approaches characterizes an image using 

either texture or color or shape and very rare local 

approaches encompasses texture, color and shape and 

MTSD is one among them. But, we found that  

computational complexity of MTSD is significantly 

intensive. For example, consider an image of size 256 x 256 

for which large, equal and small trends either for texture or 

color or shape details along 0°, 45°, 90°0and135° 

orientations is computed from 7,281 non-overlapping 

windows of size 3 x 3. Thus, to compute texture, color and 
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shape details MTSD uses 21,843 non-overlapping windows 

of size 3 x 3. The major aim of this proposed work is 

developing a CBIR system that compromises between 

retrieval rate and computational cost.  Hence, in this work., 

computational intensive issue of MTSD is addressed by 

computing the MTSD from the image which is decomposed 

into pyramid like multi-resolution structure utilizing 

discrete Haar wavelet transform [27] and the approach, is 

named as Wavelet based multi-trend structure descriptor 

(WMTSD) in which an example image of size 256 x 256 is 

decomposed into optimum level i.e. 3, which is determined 

based on trial and error approach. Thus, we obtain 32 x 32 

image at fine level from which we compute the MTSD. 

Large, equal and small trends either for texture or color or 

shape details along 0°, 45°, 90°0and135° orientations is 

computed in the proposed approoach (WMTSD) from 113 

non-overlapping windows of size 3 x 3 and for 

encompassing all the three details mentioned above 339 

non-overlapping windows of size 3 x 3 is used. Thus, in the 

proposed wavelet based approach, computational cost of 

MTSD is reduced without diminishing the discriminative 

power of MTSD and is demonstrated using the benchmark 

datasets. 
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Fig.1. MTSD for color feature 

 

 

68 80 55  60 43 55  80 70 80  80 43 36 

70 68 55  70 36 80  55 70 55  55 80 0 

36 80 9  10 43 8  0 70 70  70 60 80 

(a)  (b)  (c)  (d) 

Fig.2. (a). Small trend along 0° (b). Large trend along 45° (c). 

Equal trend along 90° (d). Equal trend along 135° 

This manuscript is structuredaas follows. In section 

II, overview of conventional MTSD is provided. The 

discrete Haar wavelet transform has been described in 

section III. Feature estimation is explained in section IV. 

Similarity and performance measures used in the proposed 

approach are explained in section.V and VI. Exhaustive 

experimental analysis based on retrieval rate and 

computational cost is reported in section VII. Conclusion is 

defined in section VIII. 

II. MULTI-TREND STRUCTURE DESCRIPTOR 

The MTSD [26] estimates the correlation of local 

structure in the type of trends for edge orientation, color 

and texture details using the information change of pixels 

along 0°, 45°, 90°0and135° orientations. For estimating the 

MTSD, an image is alienated into 3 x 3 non overlapping 

windows. In [26], Zhao et al., defined large, small and 

equal trends based on quantized pixel values and are small 

to large, large to small and same along 0°, 45°, 90°and 

135° orientations respectively.  

The MTSD [26] is estimated from HSVcolor space. 

For estimating the local structure of color, texture and edge 

details based on trends, color quantization is carried out by 

separating the H, S0andV channels into 12, 3 and 3 bins 

and it gives 108 colors; intensity details in V channel is 

quantized into 20; Sobel edge detection approach is applied 

on V channel image to extract edge details and the 

identified edges are quantized into 9 based on the 

orientations of edge pixels.      

Accordingly, trends are estimated for quantized edge 

orientation, color and texture details and are integrated to 

form a feature vector. Fig.1 illustrates the image feature 

matrix estimated by the MTSD for color information where 

numbers of each trends for quantized colors 0 to 108 is 

described. Fig.2 illustrates an example for trends along 0°, 

45°, 90°and 135° orientations.  

III. DISCRETE HAAR WAVELET TRANSFORM 

In recent years, researchers working in CBIR, 

employed wavelets due to its multi-resolution ability and 

attained better retrieval performance [27]. Subsequently, in 

the prooposed work, discrete Haar wavelet transform [27] is 

employed which performs decomposition by estimating the 

approximations and details till the optimum level and 

results in wavelet pyramid image formation [27]. The 

multi-resolution pyramid image is obtained using discrete 

Haar wavelet transform as in [27] and is described as 

follows 
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kIII ,...,, 1,0  are the input images and contains k 

coefficients in which there are k/2 approximations and k/2 

wavelet coefficients and are stored in the upper  31,0 ,., aaa   

and lower  31,0 ,., www  arrays respectively and this 

procedure is repeated till optimum level is achieved. In this 

work, optimum level is 3 and is determined based on trial 

and error approach. Multi-resolution pyramid image is 

framed by a sub-sampling rate of 2 with no overlap 

approach as in [27]. Fig. 3 illustrates the pyramid structure 

of an example image for the optimum level i.e. 3. The size 

of an example image is 256 x 256 in the first level and is 
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decomposed up to optimum level i.e. 3. At each level of 

decomposition, the size of an example image is 

diminishing to half of an example image at previous level. 

Thus, we obtained 128 x 128, 64 x 64, 32 x 32 dimensions 

at levels 1st, 2nd and 3rd respectively.   

   

 
(d) 

 
(c) 

 
(b)  

 
(a) 

Fig.3.Multi-resolution pyramid image from level-0 to 

level-3 [(a)-(d)] utilizing discrete Haar wavelet transform. 

The input image is of size 256 x 256 and images in the 

next  level are of size 128 x 128, 64 x 64 and 32 x 32 

respectively.    

IV. PROPOSED WAVELET BASED MTSD ESTIMATION 

The input images are in RGB color space, converted 

into HSV0color space then for diminishing the time 

complexity without reducing the retrieval performance. 

The discrete Haar wavelet transform is utilized to form a 

multi-resolution0pyramid image [27]. The level in which 

the numbers of details are very less without dropping the   

dominant details in an image is called fine or optimum 

level and is set to 4 in the proposed approach based on the 

trial and error process of retrieval. From the fine level of 

decomposed image, H, S0and V channels are separated and 

color quantization is accomplished into 108 bins as in [26] 

and the WMTSD for color details are described as  

 ccc Q
L

Q
S

Q
Ec NNN ,,              (1) 

Texture details in the V channel are quantized into 20 

bins as in [26] and the WMTSD for texture details are 

described as 

 ttt Q
L

Q
S

Q
Et NNN ,,             (2) 

Using Sobel operator, edge information are identified 

and the detected edge pixels are quantized into 9 bins 

based on orientation details [26] and the WMTSD for edge 

orientation details are described as  

 eee Q
L

Q
S

Q
Ee NNN ,,             (3) 

N, etc QQQ ,, , E, S and L represents the number of 

trends, quantized color/texture/edge orientation details, 

equal, small and large trends respectively. 

Finally, WMTSD for color, a texture and shape detail 

are integrated to form a combined feature vector and is 

defined as follows 

 etc  ,,               (4) 

The integrated WMTSD is employed for image 

classificaton and retrieval. 

V. SIMILARITY MEASURE 

Since the retrieval performance of CBIR approaches 

is also strongly associated with similarity measures and 

Euclidean distance [28] is more efficient and widely 

utilized in literature, we adopted it for estimating the 

similarity between input and the images in the benchmark 

dataset and is given as follows  






N

i
ii TITIS

0

2)(),(                           (5) 

where I and T are the input and the target image 

feature vector and N is number0of image features in image 

feature vector. 

VI. PERFORMANCE MEASURE 

In this work, each image in the benchmark dataset is 

utilized as an input to CBIR. The retrieval performance is 

estimated using precision P(N), recall P(R), mean average 

precision (mAP) and mean average recall (mAR) for top N 

retrieved images and are described as in [29] as follows 

N

I
NP N)(              (6) 

M

I
NR N)(              (7) 

Where NI designates number of top related images 

retrieved same as input image and M designates the total 
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number of related images in the benchmark dataset same as 

input image.  

The average P(N) [29] for a givenaquery image (I) is 

defined as an average of P(N) values of top N relevantly 

retrieved images and is given as follows 
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             (8) 

The mAP [29] is defined as average P(N) for all the 

input images and is expressed as follows 
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Where IN designates total number of input images. 

VII. EXPERIMENTAL RESULTS AND DISCUSSIONS 

A. Datasets 

Corel dataset [22, 26, 30, 31]: Corel 10k dataset 

consists of 10800 natural and textural images of 80 

concepts like dog, elephant, iceberg, ship, lion, flower, tier, 

mountain, car, ocean, fort, duck, train, fish, sunset, etc. and 

each concept consists of roughly 100 or more images. 

Corel 1k and Corel 5k datasets contains the 1st 1000 and 

5000 images of Corel 10k dataset. The sizes of images are 

differ and are roughly in 384 x 256 or 256 x 384 or 126 x 

187 or 187 x 126 or 192 x 128 or 128 x 192 sizes and the 

images are in JPEG format.  

Caltech-101 dataset [26, 32]:  

It contains 9,146 images of 101 concepts like 

octopus, crab, dolphin, rhino, pizza, panda, lamp, emu, 

cup, ant, etc and each concept consists of roughly 40 to 

800 images. The sizeaof the images is approximately 300 x 

200 and are in JPG format. 

B. Results and Discussions 

In this section, experimental results are reported to 

reveal an effectiveness of proposed WMTSD and its results 

are compared with MTSD [26]. We carried out detailed 

experiments for each level of decomposition of images on 

benchmark datasets and the results are depicted in Table.1. 

From the results, it is obviously illustrated that WMTSD 

estimated from decomposed image at level 3 significantly 

provides better retrieval result than the decomposed image 

at level 4 and 5 despite the fact that its computational cost 

is less; and the retrieval results of decomposed image at 

level 3 and level. 0 to level. 2 are more or less similar 

nevertheless the computational cost of WMTSD from level 

4 and 5 is too less and is shown in Table 1. As a result, in 

all our forgoing experiments we use optimum level as 3 for 

estimating the MTSD [26]. 

For example, in Fig.3, the size of an image at 

decomposed level 3 is 32 x 32 and the proposed approach 

estimates large, equal and small trends for texture, color 

and shape information along 0°, 45°, 90°and 135° 

orientations from 339 (i.e. 113+113+113) non-overlapping 

windows of size 3 x 3 as described in section 1. Whereas 

estimating the MTSD [26] from the level 1 image that is 

input image uses 21,843 non-overlapping windows of size 

3 x 3. Thus, the proposed WMTSD approach preserves the 

accuracy of MTSD and demising the cost of computational 

complexity. 

The retrieval performanceaof proposed WMTSD is 

compared with MTSD [26] using mAP and the mAP values 

attained by WMTSD and MTSD for top 10 images (N=10) 

on Corel 1k, 5k and 10k and Caltech-101 datasets are 

illustrated in Table 2. It is reveled from the Table 2 that  

proposed WMTSD maintains the mAP of MTSD on 

benchmark datasets and there is not much difference seen 

in between the mAP of MTSD and WMTSD. We also 

illustrated the mAP values for randomly selected 10 classes 

of Corel and Caltech datasets in Table 3 for N=10 which 

also reveal that proposed WMTSD and MTSD attains more 

similar results. Therefore, the proposed WMTSD maintains  

tradeoff between retrieval rate and computational cost. 

Thus, when compare to MTSD [26], WMTSD is the best 

choice.  

Table 2. mAP for top 10 images retrieved by MTSD 

and WMTSD on Corel 1k, 5k, 10k and Caltech-101 

datasets 

Datasets mAP 

MTSD Proposed 

WMTSD 

Corel -1k 76.29 74.21 

Corel- 5k 74.45 72.40 

Corel -10k 70.19 70.11 

Caltech-101 69.89 69.83 
 

Table 3. Randomly selected class wise mAP for top 10 images 

retrieved by MTSD and WMTSD on Corel 1k, 5k, 10k and 

Caltech-101 datasets 

Class mAP 

MTSD Proposed 

WMTSD 

Cat 82.34 82.30 

Flower 75.45 75.42 

Eagle 84.41 84.37 

Deer 79.83 79.79 

Lion 80.34 80.29 

Elephant 86.71 86.66 

Wolf 78.31 78.28 

Sunset 74.34 74.30 

Rhino 77.21 77.18 

Bonsai 72.45 72.40 
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(d) 

Fig.4.Precision Vs. Recall for the MTSD and the proposed 

WMTSD for (a) Corel 1k  (b) Corel 5k (c) Corel 10k (d) 

Caltech Datasets 

Table 4. Time taken (seconds) by the MTSD and the   

proposed WMTSD 

Methods Time taken             

for feature 

computation 

MTSD 39 

Proposed 

WMTSD 

15 

 

Fig.4 illustrates the plot of precision versus recall for 

both MTSD and WMTSD for Corel 1k, 5k, 10k and 

Caltech-101 datasets. It is reveled from the graph that the 

proposed WMTSD consistently provides retrieval 

performance which is more similar to MTSD. The retrieval 

performance of both MTSD and WMTSD with respect to 

the size0of the Corel1k, Corel5k, Corel 10k and Caltech- 

101 datasets is consistent. While the size of dataset rises, 

there is a fall in the mAP values for both MTSD and 

WMTSD and the fall is almost similar. 

Time complexity of any CBIR system encompasses 

feature estimation, similarity measure between input and 

database image and sorting of N related retrieved images 

based on the result of similarity measure. In this work, we 

employed very simple bubble sort. We integrated the times 

for feature estimation, similarity measure and sorting and 

is referred as retrieval time and is illustrated in Table 4. It 

is revealed from Table 4 that the proposed WMTSD takes 

least time for feature extraction then the MTSD and is 

because of decomposition of images upto level-3 utilized 

Haar wavelet transform. Since, similarity measure and 

sorting approaches are same for proposed and existing 

CBIR systems, the time taken for both of them are same. 

For quantitative analysis, we illustrate the time analysis of 

both MTSD and WMTSD in graphical form and is exposed 

in Fig 5.  

Some sample images taken from the benchmark 

datasets are depicted in Fig.6. An example input image and 

its top 5 retrieval results are depicted in Fig.7 which is 

common for the MTSD and the proposed WMTSD.  

 

Fig.5. Time taken for MTSD and proposed WMTSD 

computation 
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VIII. CONCLUSION 

The wavelet based multi-trend structure descriptor 

(WMTSD) is proposed in thi.s work and is compared with  

multi-trend structure descriptor (MTSD). The WMTSD and 

MTSD provides almost similar retrieval results but the 

computational cost of WMTSD is too less. In the proposed 

work, to diminish the computational cost of MTSD, we 

decompose an image into level 3 utilizing discrete Haar 

wavelet transform, formed the multi-resolution pyramid image 

which in turn used to estimate the proposed WMTSD.  Thus, 

the proposed WMTSD tradeoff between accuracy and time 

cost. In future, WMTSD representation may be combined with 

effective classifiers and implemented in the domain of medical 

to attain better results. 

 

     

     

Fig.6. Example images from Corel 1k, Corel 5k, Corel 10k and Caltech Datasets 

   

   

Fig.7. An example query image and its top 5 retrieval results for Corel dataset using the MTSD and proposed WMTSD  

Table 1. Similarity values between input and the target image based on MTSD and WMTSD estimated at various level of 

decomposition using Haar wavelet transform 

           Level of Decomposition  

                         and Methods 

Concept 

and Image No. 

0L  

MTSD 

1L  

Proposed 

WMTSD 

2L  

Proposed 

WMTSD 

3L  

Proposed 

WMTSD 

4L  

Proposed 

WMTSD 

5L  

Proposed 

WMTSD 

Rhino: 

Image_0011 Vs Image_0022 
0.5234 0.5259 0.5280 0.5294 0.5357 0.5579 

Snoopy: 

Image_0011 Vs Image_0014 
0.2451 0.2461 0.2485 0.2499 0.2589 0.2701 

Wolf: 

110022 Vs 110022 
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

Bus: 

581010 Vs 581111 
0.4532 0.4544 0.4578 0.4589 0.4709 0.4987 

Horse: 

113089 Vs 113099 
0.3812 0.3843 0.3868 0.3879 0.3955 0.4589 
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Abstract—An L-shaped double gate tunnel field effect 

transistor (DG L-TFET) results in better ON-current (Ion) due to 

its wider tunnelling area. Hetero dielectric Box (HDB) helps in 

suppressing current conduction in ambipolar region. Hetero-gate 

dielectric is included to improve Ion. To suppress ambipolar 

conduction further, dielectric pockets are introduced at both the 

drain ends. It suppresses ambipolarity by 1.5×108 times 

compared to structure without dielectric pockets. However, Ion 

remains same for both the structures.  For boosting Ion, 
Germanium (Ge) source is included instead of Silicon as source. 

Use of Ge-source not only enhances Ion but also OFF-current 

(IOFF). It enhances Ion by almost a decade. 

Keywords—Tunnel Field Effect Transistor (TFET), L-shape, 

hetero-gate dielectric, hetero dielectric box (HDB), ambipolarity, 

dielectric pocket 

I INTRODUCTION 

Semiconductor devices follow Moore’s law for low power 
applications. Devices having low power dissipation and high 
switching speed are in trend and demanded world widely. The 
regime of down scaling is difficult to carry out in devices 
below 32 nm as it would result in very high power 
consumption and large leakage currents. Tunnel Field Effect 
Transistor (TFET) is considered to be a potential solution in 
state of low power and high frequency applications. TFET is 
discernible from Metal Oxide Semiconductor-Field Effect 
Transistor (MOS-FET) as its current conduction depends on 
Band-to-Band Tunneling (BTBT). Owing to BTBT 
mechanism, TFET is highly unsusceptible to short channel 
effects (SCEs). TFET crosses the thermal limit of MOS-FET 
and results in steeper subthreshold swing (SS) of 
<60mV/decade. However, TFET has some setbacks in the form 
of low current conduction in ON-state and heavy current 
conduction in ambipolar region [1]. Many solutions were 
proposed for enhancing performance matrices of TFETs.  

 Ritesh et al. [2] boosted electric field at the tunnel 

junction by inserting a source-pocket offering higher Ion and 

steepness in SS. Saurabh et al. [3] suppressed ambipolarity by 

introducing a pocket at drain with high drain doping (as high 

as source doping). Raad et al. [4] designed and simulated 

dopingless TFET with a metallic layer in the oxide region at 

source-gate interface. This proposed solution is helpful in 

achieving reduced barrier width of the source-channel 

tunneling junction, enabling higher tunneling rate of charge 

carriers at this interface. Virani et al. [5] investigated that 

increase in the gate dielectric in dual-k spacer underlap 

structure degrades the performance of the device. 

Mallikarjunarao et al. [6] proposed a symmetric double gate n-

type TFET with underlap single-k spacer structure to improve 

the device performance.  

 Abdi et al. [7] proposed gate-drain overlap structure 

of a TFET which exhibits suppressed conduction in ambipolar 

region. Sahay et al. [8] proposed a hetero dielectric box 

(HDB) instead of SiO2 box above a highly doped substrate. It 

controls the tunnelling barrier width at the drain-channel 

interface and thereby suppresses ambipolar current. Upasana 

et al. [9] incorporated dielectric pockets at source-channel 

and/or drain-channel tunnelling junction for improving device 

performance.  

 Yang [10] designed a TFET with L-shaped gate. The 

proposed device increases the ON-current (Ion) by enhancing 

the electric field. Li et al. [11] introduced L-shaped TFET (L-

TFET) with hetero-gate dielectric and lower drain doping 

(LDD) for improving Ion and suppressing ambipolar current. 

The L-shaped channel of L-TFET has larger tunnelling area 

than conventional Tunnel FET. 
In our previous work, performance of L-shaped DG-TFET 

with HDB and hetero-gate dielectric was analyzed. It was 
observed that this structure had improved Ion, SS but not Iambi 

[12]. Addition of dielectric pockets in DG-TFET reduces 
amount of carriers tunneling at drain-channel interface in 
negative gate bias or ambipolar state [9]. 

In this work, a novel L-shaped DG-TFET with dielectric 
pockets at drain end is proposed to improve performance 
metrics. 

II DEVICE STRUCTURE AND SIMULATION SETUP 

 TCAD tool (Version J.2018) of Sentaurus is used to 

perform all the device simulations [13]. All regions (Source, 

drain, channel and substrate) are uniformly doped. Tunnelling 

width between source region and gate dielectric is 5nm.  

 The simulation results are obtained using phonon 

assisted tunnelling and nonlocal BTBT model. Phonon 

assisted tunnelling is used for indirect bandgap 

semiconductors like Silicon (Si) and Germanium (Ge). 

Enormal model with default parameters is added because of 

high-k dielectrics. Philips unified Mobility (PhuMob) model is 
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incorporated. For heavily doped source and drain regions, 

OldSlotboom is added as Band gap narrowing (BGN) model. 

Use of WKB (Wentze Kramer Brillouin) method is done for 

calculating tunnelling probability and their numerical solution. 

Auger and Shockley-Read-Hall (SRH) are incorporated as 

recombination models [13]. 
 

Table 1: Design parameters of L-TFET 

Parameters Value 

Drain doping [cm−3]  [n-type] 5×1018 

Source doping [cm−3] [p-type] 1×1020 

Drain length [Ld] [nm] 40 

Drain height [Hd] [nm] 16 

Substrate doping [cm−3] [p-type] 1×1018 

Source length [Ls]  [nm] 33 

Gate length [Lg] and height [Hg] [nm] 30 

Channel doping [cm−3] [n-type] 1×1017 

Gate oxide thickness [nm] [tox] 2 

Gate metal work function [eV] 4.2 

Gate oxide permittivity [HfO2] 15 

Gate oxide permittivity [SiO2] 3.9 

Height of HDB [nm] 25 

Source height [Ls]  [nm] 24 

Length of DP [nm] 2 

  

III RESULTS AND DISCUSSIONS 

L-TFET has high Ion and steep subthreshold swing (SS) due 
to vast tunnelling area at source-channel junction. However, it 
exhibits heavy current flow in ambipolar region which draws 
attention and needs to be optimized. At gate, hetero dielectric is 
added to boost the device characteristics. Addition of high-k 
gate dielectric at source is to amplify Ion and low-k gate 
dielectric at drain end to reduce ambipolarity [12]. 

 Hetero dielectric box reduces the current flow in ambipolar 

state. An HDB consists of HfO2 under drain and SiO2 under 

channel and source regions. It suppresses ambipolar current 

(Iambi) to certain extent [8]. For further suppression, dielectric 

pockets (DP) are introduced at drain ends. Dielectric Pocket 

based L-TFETs are highly advantageous and efficient with the 

use of high-k gate dielectric material [9]. DP increases the 

tunnel barrier width at drain-channel interface in ambipolar 

state. Iambi depends on the barrier width at drain-channel 

junction. 

 It is observed that the use of high-k gate dielectric increases 

the device leakage and ambipolar current [9]. The usage of DP 

results in negligible tunneling at drain-channel junction. It 

turns off DP Si L-TFET during ambipolar state or negative 

gate bias. Fig. 1 (a)-(b) shows the device structure of 

conventional Si L-TFET and DP Si L-TFET. 

For this device, Ion is calculated at gate voltage (Vgs) =1V and 

drain voltage (Vds) =1V. OFF-current (IOFF) is the amount of 

current at Vds =1V and Vgs=0V. Iambi is observed at Vgs= −1V 

and Vds =1V. 

   
                         (a)                                                     (b) 
 

Fig.1. Schematic of (a) Conventional Si L-TFET (b) DP Si L-TFET 
 

Calculation of threshold voltage (Vth) is done by constant 
current (CC) method assuming reference current to be 10

-7
 

A/µm [14]. Average SS is the amount of Vgs applied to alter 
drain current (ID) by a decade.  

 

)()( Voffvth

offth

ILogILog

VV
SS






                                        (1) 

 

Voff is the amount of applied Vgs at which ID begins to take off, 

IVth is the ID at Vgs = Vth and IVoff is the ID when Vgs = Voff [14]. 

 

 The energy band diagram for conventional Si L-

TFET and DP Si L-TFET in ambipolar state are shown in Fig. 

2. The reduction in Iambi for DP Si L-TFET is the result of 

increased barrier width at drain-channel junction. In ambipolar 

state, tunneling width for DP Si L-TFET is higher than 

conventional Si L-TFET structure.  

 Fig. 3 depicts the transfer characteristics for 

Conventional Si L-TFET and DP Si L-TFET. Characteristic 

curve plotted between ID and Vds is shown in Fig. 4. 
The ON-state characteristic of DP Si L-TFET is very 

similar to Si L-TFET but the former has reduced Iambi by a 
large amount. According to Fig.3, application of dielectric 
pockets at both drain ends in an L-TFET does not alter drive 
current and results in Ion of 6 ×10

-6 
A/µm. The ON-current for 

both L-TFETs is equal due to nearly equal amount of carrier 
generation rate. Ambipolar current in DP Si L-TFET is 
suppressed by 1.5×10

8
 compared to conventional structure. 

IOFF and SS for Conventional Si L-TFET are 8.47×10
-17 

A/µm 
and 49.83 respectively whereas IOFF and SS for DP Si L-TFET 
are 1.03×10

-16
A/µm and 46.7 respectively. 

 

 
 
Fig.2. Conduction band (Ec) and valence band (Ev) diagrams for Conventional 

Si L-TFET and DP Si L-TFET in ambipolar state  
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Fig.3. Plot between drain current and gate voltage (-1V≤Vgs≤1V) for 

Conventional Si L-TFET and DP Si L-TFET 

 

 
 

Fig.4. Plot between drain current and drain voltage (0V≤ Vds ≤1V) for 

Conventional Si L-TFET and DP Si L-TFET 
 

 

 
 
Fig.5. Band-to-band generation diagram for Conventional Si L-TFET in 

ambipolar state 
 

 
 

Fig.6. Band-to-band generation diagram for DP Si L-TFET in ambipolar state 
 

Figs. 5-6 illustrate band-to-band (B2B) generation rate in 

ambipolar state for Conventional Si L-TFET and DP Si L-

TFET. The B2B generation depicted is due to tunneling of 

carriers at drain-channel interface. The B2B generation is 

suppressed by almost 10
9 

times in DP Si L-TFET resulting in 

reduction of Iambi. 

  

A. BOOSTING Ion 

Current conduction in ambipolar state has been a serious 
concern in case of L-TFETs. DP Si L-TFETs show better 
characteristics in context of Iambi compared to conventional L-
TFETs. However, Ion in DP Si L-shaped TFET can be 
improved. Instead of Si as source material, usage of Ge-source 
helps in boosting Ion [15]. Use of low bandgap material like Ge, 
the tunnelling probability of carriers and Ion of the device are 
increased. However, Ge-source increases Ion as well as IOFF as 
per Table. 2. Fig. 7 illustrates the DP Ge-source Si L-TFET 
structure.  

 

     
 
 

Fig.7. Schematic of DP Ge-source Si L-TFET 

 

 Owing to Ge-source, the tunneling width at source-

channel interface is decreased resulting in higher Ion in ON-

sate. ON-current in DP Ge-source Si L-TFET is incremented 

by a decade compared to DP Si L-TFET. 
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Table.2. Performance comparison between DP Si L-TFET and DP Ge-source 

Si L-TFET 
 

Parameters DP Si L-TFET DP Ge-source Si L-TFET 

Ion (A/µm) 6 ×10-6 5.755×10-5 

IOFF (A/µm) 1.027×10-16 1.074×10-15 

Iambi( A/µm) 4.52×10-16 6.60×10-16 

Vth (V) 0.55 0.318 

SS (mV/decade) 46.7 39 

 

  

 Band diagrams for DP Si L-TFET and DP Ge-source 

Si L-TFET in ON-state is shown in Fig.8. Ge deployed as 

source lowers energy bands at source region. The transfer 

characteristic for DP Si L-TFET and DP Ge-source Si L-TFET 

is depicted in Fig.9.  

 
 

 
 

Fig.8. Conduction band (Ec) and valence band (Ev ) energy diagrams for DP  
Si L-TFET and DP Ge-source Si L-TFET in ON-state 

 

 

 
 

Fig.9. Plot between drain current and gate voltage (-1V ≤ Vgs≤ 1V) for DP Si 

L-TFET and DP Ge-source Si L-TFET 
 

 

 
 

Fig.10. B2B Generation diagram for DP Si L-TFET in ON-state 
 

 
 
Fig.11. B2B Generation diagram for DP Ge-source Si L-TFET in ON-state 

 

 Figs. 10-11 illustrates B2B generation rate in ON-state for DP 

Si L-TFET and DP Ge-source Si L-TFET. The B2B 

generation depicted is due to tunneling of carriers at source-

channel interface. The carrier generation rate is increased by 

37.4 times and thus increasing Ion. 

IV CONCLUSION 

Simulation study shows that dielectric pocket Si L-shaped 
TFET has enhanced characteristics in context of ON-current, 
OFF-current, SS and ambipolar current. Dielectric pockets 
applied at both the drain ends help in improving ambipolar 
characteristics. In ambipolar-state, the carrier generation rate 
for dielectric pocket Si L-shaped TFET is suppressed by 10

9
 

times as compared to conventional Si L-shaped TFET. For 
boosting Ion, Si source is replaced by Ge. In ON-state, rate of 
generation of carriers for Ge-source L-TFET is improved. It 
enhances ON-current as well as OFF-current.  
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Abstract— The term cognition is defined as how 
person understand the world, how person respond, 

how person react to particular situation. The basic 
definition of Cognitive Impairment is that person may 
not able to think properly, has some communication 

and language problem. There are lots of causes for 
having Cognitive Impairment such as infection, 
vitamin deficiency, dehydration, brain injury and 

many more. It is necessary to identify cognitive ability 
of person so that further treatment can be done on 
person for their better health.  There are many ways 

to identify Cognitive ability. In this paper 
Electroencephalogram(EEG) signal and Screening 
test named as Mini Mental State 

Examination(MMSE) are used for knowing cognitive 
ability of person. Lot of previous work done on 
detecting Cognitive Impairment. In previous work 

they have used traditional Electrode system for 
capturing EEG of brain.  In this non-invasive and 
portable device known as Emotiv Insight is used to 

capture brain activity. Real time data from different 
person of different age groups is collected by using 
combination of EEG signal and MMSE. Once Data is 

collected it has to go through different steps for 
knowing cognitive ability. Different techniques such 
as pre-processing, feature extraction, feature 

selection, classification which includes algorithm such 
as Linear Regression, Decision Tree, Support Vector 
Machine are applied on data.  

 
 
 

Keywords—Cognition; Cognitive Impairment; 

Mild Cognitive Impairment; 
Electroencephalogram; Mini Mental State 

Examination. 

 

 

 

I  INTRODUCTION  
 

 

The term cognition is  defined as something that is 

relating to different intellectual activities such 

thinking, logical reasoning, remembering things. 

Cognitive ability is known as person’s ability of  

 

 

 

 

thinking i.e. how person think or even respond to 

some situation. In figure1[13] it shows how 

psychology of cognitive covers different areas such 

as language, thinking and problem solving, 

memory, attention. Perception, human Intelligence  

Cognitive Impairment in simple term defined as 

memory problem i.e. person with cognitive 

impairment may not able to perform their daily 

tasks, lack of communication problem, poor 

judgment,  may not able to think properly as 

compared to normal healthy person. So there are 

different causes for this cognitive impairment such 

as brain injury, stroke, infections and many more.  

 

 
 

 
Fig. 1. Cognitive Level Of analysis 

 

There are different stages of this cognitive 

impairment such as Mild, Severe and Medium. The 

person with mild cognitive impairment may begin 

with certain changes but they able to perform their 

daily tasks. The person having severe type of 

cognitive impairment include that they lose ability 

to talk, they can’t go outside individually, 

understanding problem, lose the importance of 

something.  Some of the major key facts regarding 

cognitive impairment are memory loss, frequently 

asking same questions, behaviour changes, mood 
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swings, difficulty in carrying out tasks, vision 

problem, not recognizing family members, friends, 

neighbours, problem in planning, taking decision. 

 

 

 

 
 

Fig. 2.  MCI stages 
 

 

Severe cause of Cognitive Impairment 

may lead to more higher type of disease such as  

Alzheimer’s Disease(AD), Vascular 

Dementia(VD), Parkinson’s dementia.  The above 

figure 2[14] shows how mild cognitive impairment 

leads to different stages of dementia i.e. mild 

dementia, moderate dementia and severe dementia. 

Dementia is such kind of disease in which person 

loses memory. Such kind of disease mostly occurs 

at late ages i.e. may be at 60’s. There are many 

symptoms of dementia which includes memory 

problem, communication and language problem i.e. 

problem while talking, not easily able to 

communicate with other person, have less ability in 

focus and attention, poor judgmental , short term 

memory, problem in performing daily activities like 

eating, dressing. 

  In hospital domain for identification of 

cognitive impairment lots  of techniques carried out 

such as MRI, EEG, different blood tests. These 

several tests require large of amount of time and 

efforts. So there is need for such tools which ease 

in process of detection of cognitive ability. EEG 

and Screening Test are used for detection of 

cognitive ability. EEG (Electroencephalography) is 

used in capturing brain activity i.e. it helps in 

knowing functionality of brain. Screening test 

includes Mini Mental State Examination which 

helps in knowing cognitive ability of person. This 

test covers different areas of cognition such as 

language, attention and calculation, recall, 

orientation, memory, registration. It contains 

different questions which cover all above areas of 

cognition. It has total score of 30. Using 

combination of these two factors helps in giving 

good result for knowing cognitive ability of person.  

 
  

II   LITERATURE REVIEW 

 

 

This section describes the previous work that has 

be done for detection of Cognitive Impairment of 

person using traditional method of collecting EEG 

signal of person and using device Emotiv Insight 

which is new and non-invasive technique to collect 

EEG signal of person. 

 

 In this paper[1]  EEG signals and 

Screening test known as Montreal Cognitive 

Assessment(MOCA) were used in detection of 

Mild Cognitive Impairment(MCI). Different steps 

such as feature extraction, feature selection, 

classification and finally evaluation are used for 

detection of MCI. In classification different 

algorithms such as Support Vector Machine(SVM), 

Logistic Regression(LR) , Random Forest(RF) was 

used.  At the end as a result it was proved that time 

frequency features are best among all other 

features. Classification accuracy got here was 

87.9%. 

 

 

In this paper[2] how EEG is used in 

detection of disease known as dementia is 

explained. EEG signal processing contains different 

steps such as pre-processing, features extraction, 

classification. Independent Component 

Analysis(ICA), Wavelet Transform(WT) methods 

was used for EEG signal processing.  For 

classification different algorithms are used among 

which Support Vector Machine gives good result at 

detection of disease. So finally EEG is considered 

great biomarker for detection and classification of 

disease.  

 

 

In this paper[3] EEG is used for detection 

of Alzheimer Disease(AD). Processing of EEG 

signal is explained in detail. EEG methodology 

includes Pre-processing, Feature extraction, feature 

selection, classification and finally Diagnosis. In 

classification, algorithms such as  Linear 

Discriminant Analysis (LDA), Support Vector 

Machine (SVM) are used. Accuracy got with 

different algorithms in detection of Alzheimer 

Disease is compared with each other. Finally in 

conclusion EEG is found to be good technique in 

detection of Alzheimer Disease. 

 

 

This paper[4] gives description about 

different frequencies of EEG signal which are helps 

in diagnosis of dementia. Different frequencies 

such as Dominant frequency, dominant frequency 

variability and dominant frequency prevalence was  

are used for detection and their corresponding 

performance is compared. The main goal is to 

distinguish MCI from healthy control. Finally 

conclusion is that EEG helps in finding dementia 

disease at early stage. 

 

 

In this paper[5] screening test known as 

Mini Mental State Examination is used for 
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detection of Mild cognitive impairment. This 

MMSE test is used for knowing cognitive function 

which covers different areas such orientation, 

registration, attention and calculation, recall and 

language. Total MMSE score is 30. Individual 

score is given to each area. So as a result MMSE is 

good at detection of MCI and its different subtypes. 

 

 

In [6][13] EEG is used in detection of 

dementia stage known as Mild Cognitive 

Impairment(MCI). Different spectral features are 

used and extracted for further processing. For 

classification k-nearest neighbour(KNN) is used. 

As a result it is found that EEG is great tool for 

detecting MCI stage. 

 

 

In this paper[7] EEG signals are used in 

detecting Alzheimer disease(AD). EEG is great at 

early detection of disease. Relative Power(RP) 

feature of EEG signal is used in classifying  healthy 

controls from MCI. For classification Deep Neural 

Network(DNN), Neural Network(NN) are used for 

early detection of disease. Accuracy got with these 

algorithm is compared for analysis purpose. Deep 

Neural Network(DNN) gives good result as 

compare to Neural Network(NN) for detection of 

Alzheimer Disease(AD).  

 

 

In [8][12] EEG signals are used for 

detection of stroke related Mild Cognitive 

Impairment(MCI). Capturing of EEG signal is done 

when person performing some tasks. Wavelet 

Transform(WT) method is used for pre-processing 

of data i.e. removal of artifacts, noise. 

Approximation Entropy(ApEn) and permutation 

entropy(PerEn) features are used for detection.  

These feature shows less irregularity in EEG signal 

of MCI people as compare to normal healthy 

people. So in conclusion EEG is considered great 

technique at diagnosing MCI. 

 

 

This paper[9] EEG is used for early 

detection of Alzheimer’s Disease(AD). EEG is 

good at distinguishing AD  from healthy control. In 

this  EEG of Subjective Cognitive Impairment(SCI) 

patients, Mild Cognitive Impairment(MCI), 

Alzheimer’s Disease(AD), and healthy control is 

captured. Features such as epoch based entropy and 

bump modelling are used for classification purpose.  

91.6% accuracy is obtained while distinguishing 

SCI from AD patients. Sensitivity is 87.8% and 

specificity is 100%. 

 

 

This paper[10] Mini Mental State 

Examination is used for knowing cognitive 

function. This test is very easy and takes only 5-10 

minutes to complete. It covers all different areas of 

brain functioning. Standrad score of MMSE is 30. 

At conclusion it is said that MMSE is one of the 

great test at finding cognitive function. 

  

 

In this paper[16] different EEG headset 

such as Emotiv Epoc, Emotiv Insight, InteraXon 

Muse and Imec EEG headset are explained. These 

device helps in knowing cognitive ability. Emotiv 

Insight device is used for capturing EEG of brain. 

Emotiv Insight helps in detecting stress or stress 

level of person as it helps in knowing brain 

functionality. 

 

 

III METHODOLOGY 

    

 

Use of EEG signal for detection of cognitive ability 

is considered one of the great technique to capture 

brain activity. In hospital region EEG is captured 

using electrodes which are placed on human brain 

with position specified by standard 10-20 

International electrode position system. The basic 

flow for identification of cognitive ability contains 

different steps such as pre-processing, feature 

extraction, feature selection, classification and 

finally evaluation i.e. result of detection of 

cognitive ability. In this paper Emotiv Insight 

device is used to capture EEG  of person of 

different age groups as EEG is one of the good 

factor for identifying cognitive impaired person.  

Emotiv Insight is non-invasive and portable device 

i.e. person need not go to hospital for recoding of 

EEG signal. Emotive device here used has 5 

channels for capturing brain activity. When this 

device is connected on person head MMSE 

questions are asked. MMSE is  used so that it covers 

functioning of all brain areas. Emotive pro software 

is used to capture this signal. Data is collecting 

from different people of different age groups using 

above two factors i.e. EEG and MMSE. After 

collection of data pre-processing need to perform 

as while capturing these signals person may 

perform some irrelevant movement such as eye 

moment or muscle moment so value may differ 

than original value while capturing these signal so 

pre-processing removes all this. After this , feature 

extraction is performed and then classification is 

performed which includes algorithms such Linear 

Regression(LR), Support Vector Machine(SVM), 

Decision Tree(DT), Naïve Bayes, K-nearest 

neighbour(KNN). Model is trained with these 

algorithms. These algorithms give different 

accuracy. Among this Decision Tree gives good 

result at detecting cognitive ability as compare to 

other algorithms. 
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                Fig.  3. System Architecture 
 

 

Emotiv Device: 

 
Fig. 4.  Emotiv Insight Headset  

 

The above figure [15] is an image of Emotiv 

Insight device. Emotiv Incorporation is one of the 

technical company which contribute in developing 

manufacturing wearable 

electroencephalography(EEG) products including 

other software, developing few mobile application 

regarding their software and some data 

products.  Emotive Design of Emotive can be used 

for various purpose such as for brain-computer 

interface, and  for research purpose also. EMOTIV 

device is available with different number of 

channel i.e. it is  available with 5-channel and with 

14-channel also. Emotiv basically used for 

producing clean, strong, robust signal of human 

brain irrespective of time and location of person i.e. 

location doesn’t matter for producing signal of 

person brain. Emotiv is very user friendly device 

and its setup require hardly 2-3 minutes. Also it is 

wireless device and can be connected to computer. 

Its main goal is to produce EEG signal of human 

brain so that it helps in understanding brain activity 

of person while thinking or performing some tasks 

and finally it convert that EEG data into 

meaningful data that can be easily understood by 

user.  

1. Pre-processing: 

 This is initial stage after collection of data 

from different people of different age groups . Pre-

processing must be performed in order to remove 

irrelevant data. When data recording is performed 

there may be noise or person may perform some 

irrelevant tasks such as opening, closing eyes, 

muscle movement. So all this noisy data must be 

remove from original data in order to process 

further. For feature extraction phase data must be 

noise free which helps in giving good result. 

Method such as Independent Component 

Analysis(ICA) is used for pre-processing for 

removal of noise and artifacts . 

 

2. Feature Extraction: 

 This is feature extraction phase where 

some of the features are extracted which are helpful 

in giving good result.  EEG signal contains  

frequencies such as alpha, beta, gamma, theta and 

delta. When EEG test is performed on person as 

output of EEG signal these different waves are 

generated. These frequency have certain ranges. 

These all frequencies plays important role in 

detecting cognitive ability of person. So these 

features are extracted from original data. 

Techniques such as Fast Fourier Transform(FFT), is 

used for feature extraction.  

 

3.  Feature Selection: 

 This is third step of data processing. In 

this only some features are selected which 

contribute in giving cognitive ability of person. So 

these selected features are given to classification 

for further processing. 

 

4. Classification: 

 This is the phase where actual model is 

going to build for detection by various algorithms. 

Features selected in earlier phase are going to use 

for applying algorithms.  In this step algorithms 

such as Support Vector Machine(SVM), Linear 

Regression(LR), Decision Tree(DT), Naïve Bayes, 

K-nearest neighbour(KNN) are used in detection of  

cognitive ability of person. 

 

5.  Evaluation: 

 This is the final step where finally 

cognitive ability of person is detected. Accuracy 

obtained by various algorithms in earlier stage are 

going to compare for analysis purpose.  

 

Decision Tree gives accuracy up to 90%. 

Naïve Bayes gives accuracy up to 75%. 

K-nearest neighbour gives accuracy up to 80%. 
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IV Result and Discussion 

 

  

On real time dataset that I collected from different 

people of different age groups I applied some pre-

processing techniques in order to remove noise, 

artifacts or any movements done by person while 

recording EEG of person. Pre-processing such as 

removal of blank fields, missing entry in some 

columns of CSV file i.e. data of people are 

removed. 

 Once pre-processing is done feature 

extraction is performed. Features such as Alpha, 

Theta are selected for further processing. After this 

Decision Tree, K-nearest neighbour, Support Vector 

Machine are applied on these features. Decision 

Tree gives highest accuracy of up to 90% among all 

algorithm. 

 

 
 

Fig. 5. Confusion Matrix For Fine Tree Algorithm  

 

 

Above Figure 5 shows confusion matrix for Fine 

Tree Algorithm. It shows matrix of True class and 

Predicted class. Region in green colour should 

show highest value i.e. diagonal elements of matrix 

should contain highest value among all other values 

of matrix. Region in green colour shows True 

positive value and region in pink colour shows 

false negative value. True positive class contains 

value in which actual values and predicted values 

are matched. False negative class contains value in 

which actual values and predicted values are not 

matched.    

 Below figure 6 shows ROC curve for fine 

tree. ROC(Receiver Operating Characteristics) 

curve is a graphical plot which is used for checking 

performance of binary classification models. This 

curve plots two parameters such as true positive 

rate false positive rate. ROC represent probability 

curve.  

  

 

 
 

Fig. 6.  ROC curve for Fine Tree 

 

 

V   Conclusion and Future Scope: 

 

 

 EEG with combination of Screening test can be 

consider as valid and very useful tool in finding 

Cognitive Ability. Use of Emotiv Insight device for 

capturing EEG signal helps in giving good result. 

Real time data from people of different age groups 

is collected. Data collection is done by using 

combination of EEG signal and MMSE test.  

Various abnormalities are found in data collected 

that are removed by pre-processing. Various feature 

extraction methods, classifiers helped in detection 

of cognitive ability. EEG and MMSE helps in 

identifying cognitive ability of person so that it 

helps in further better treatment if there any serious 

cause. Use of Decision Tree for classification gives 

accuracy up to 90%.  Use of Naïve Bayes classifier 

gives accuracy of 75%. In this paper emotiv insight 

device used to capture brain activity has only 5 

channels so if in future if we use 14-channel emotiv 

device then it may help in increasing accuracy of 

model as it covers more region of brain which 

helps in collecting very good brain activity and will 

give better result as compare to present result. 
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Abstract—Effect of imperfect channel state information
on achievable data rates of a two user downlink non
orthogonal multiple access scenario is considered in this
paper. The optimum antenna array weight that steers the
downlink beams towards the two users has been reported
earlier based upon perfect knowledge of downlink chan-
nels at the base station. This antenna weight vector is no
longer optimum as soon as the channel state information
available with the base station becomes outdated. The ef-
fect of wrong angle of departure information and/or wrong
channel gain information reduces the advantage of above
access scheme over orthogonal multiple access scheme.
How reduction in achievable data rate in a non orthogonal
case depends on different transceiver parameters, such as
the error in angle information, the absolute value of the
angle of departure, number of antenna elements at the
base station is shown in this paper.

Index Terms—Non Orthogonal Multiple Access, Mil-
limeter Wave communication, Beamforming, Imperfect
CSI.

I. INTRODUCTION

Next Generation Mobile broadband network is ex-
pected to support data rate of the order of Gigabits per
second. An efficient radio access technology integrated
with greater spectrum availability is vital to attain the
above goal [1]. Huge bandwidth available in the wave
band (20 GHz to 100 GHz) prompted engineers to look
into transceiver techniques suitable for use in the this
band [2].
Non Orthogonal Multiple Access (NOMA) is one of
the key enablers that addresses the immense data rate
requirement. Existing wireless communication standard
employs orthogonal access techniques in which differ-
ent users are assigned orthogonal resources such as time
and/or frequency to minimize inter user interference [3].
Power domain NOMA uses same radio resource for
more than one user but modulates individual user’s
data with different power levels.Power domain NOMA
employs Superposition Coding (SC) allocates different
powers to the two downlink users wherein the power
distribution between the two users depends on the
channel gains seen by the two users. The underlying

assumption is that the two users see significantly dif-
ferent channel gains. The user which sees a weaker
channel treats the other user’s data as noise and decodes
his data. The user which sees a stronger channel needs
to perform Successive Interference Cancellation (SIC)
to recover the data meant for him [4]. In a multiple
antenna wireless communication scenario, number of
radio frequency (RF) chains decides the number of users
to be supported simultaneously. In fact number of users
that can be supported by one time or frequency or code
unit per RF chain is one. Increase in number of RF
chains increases the hardware cost [5]- [8]. In such a
case, NOMA can be used to effectively increase the
number of users served in one resource block to two or
more.
Beamforming is used in mmwave MIMO communi-
cation systems to generate highly directional beams
to compensate for the losses incurred in mmwave
band of frequencies.Various beamforming techniques in
Rayleigh fading environment are discussed in [9]. The
authors of [10] have considered a random beamforming
approach to maximize the achievable sum rate of two
downlink NOMA users. The users experience different
channel gains but are at same azimuth angle or angle of
departure (AoD) with respect to antenna array in [10].
Beam Sweeping is an approach where the base station
radiates multiple beams in different directions assuming
an uniform distribution for AoD. The handset reports
the index of beam with highest received power to the
base station. The number of beams used by the base
station, i.e, the codebook size, depends on available
number of antenna elements [11]. Given that codebook
size cannot be chosen to be very large in a practical
case, and the feedback link between the handset and
base station introduces delay as well as error, we will
not have perfect channel knowledge at the transmitter.
No doubt, the deviation from correct value also depends
on the speed at which the handset is moving and the
channel propagation characteristics.
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We consider a downlink NOMA scenarion in mmwave
channel with two users where the base station has one
RF chain and multiple antenna elements connected to
the ouput of the RF chain via different weights. There
are two users at different distances as well as at different
azimuth angles with respect to the antenna array at
the base station. The aim is to design the Antenna
Weight Vector (AWV) as well as power allocated to
the two users’ data such that achievable sum data rate
gets maximized. Xiao et. al in [12] have considered the
above scenario but assumed that base station has per-
fect channel knowledge. We study the above downlink
NOMA scenario where the base station does not have
perfect CSI.
In this paper we show how an error, whether an error in
azimuth angle information or an error in channel gain
information causes a decrease in the achievable data
rates for the two users. The reduction in achievable
data rates is shown to depend on number of antenna
elements, error in angle information, and the absolute
value of AoD as well. Section II describes the system
model. Simulation results are available in section III
and we conclude the paper in section IV. Bold lower
case letters denote vectors, (.)H denotes Hermitian
operation, (.)T denotes Transpose, |.| is for absolute
operation, and (.)∗ is used for conjugation.

II. SYSTEM MODEL

We consider downlink mmWave NOMA for two
users with multi-beamforming which means that base
station can form multiple narrow beams with different
beam gains where the beams are steered towards multi-
ple users that are spatially located at different azimuth
angles. The transceiver at the base station is assumed to
have one Radio Frequency chain whose output is con-
nected to a Uniform Linear Array (ULA) of N antenna
elements via N phase shifters and N Power Amplifiers
(PA). The antenna elements are assumed to be λ/2
apart from each other where λ is carrier wavelength.
Proper choice of the N phase shifts or AWV, w, will
give rise to beams in the intended directions. All the
power amplifiers are assumed to have same scaling
factor. Throughout the paper it is assumed that the base
station forms two narrow beams with different beam
gains to serve two NOMA users as shown in Fig. 1.

The underlying assumption in NOMA is that the
channel gains experienced by the two downlink users
are significantly different. The base station uses super-
position coding to send data to the two NOMA user
equipment where relatively more power is assigned to
the data that will pass through the weaker channel. The
sum-rate achieved by the two user downlink system
depends on the power allocated to the two bit streams.
The authors in [12] came up with an AWV that would
maximize the downlink sum-rate with the constraints
that the AWV, w is constant modulus and the data rate

Fig. 1: Block Diagram of a two-user NOMA system
with downlink beam-forming

achieved at the individual links is above a threshold
value. The AWV calculation assumes that the base
station knows the channel gains and the azimuth angles
at which the two users are located accurately. The base
station is assumed to steer the downlink beams towards
the strongest multipath components of the respective
users.
In a practical deployment scenario, the base station
cannot have correct knowledge of channel gains and the
azimuth angles of the users as explained in Introduction
section. The present work aims at studying the effect
of imperfect CSI on downlink user data rates. The
mmWave channel between the base station and i-th user
corresponding to the strongest multipath component is
given by

hi = λiai(N, θi) i = 1, 2. (1)

where λi is the complex gain of the strongest multipath
between base station and i-th user equipment, ai(.) is
antenna array response vector at the base station, and
θi ∈ [0, π] is the azimuth angle of departure (AoD) of
the strongest multipath component between base station
and i-th user equipment. The antenna array response
vector is given by

ai(N, θi) = [1 ejπΩi ejπ2Ωi .......... ejπ(N−1)Ωi ]T

(2)
where Ωi = cos(θi).
λi is assumed to be Gaussian distributed and Ωi ∈
[1,−1] as θi is uniformly distributed ∈ [0, π]. Through-
out the paper it is assumed, without loss of generality,
that |λ1| ≥ |λ2|, which means that channel gain of user
1 is better than that of user 2. In mmWave frequency
range of operation, the strongest multipath component is
typically almost 20 dB stronger than the other multipath
components. Therefore we stick to a single path model
for the channel through out the paper.
Assuming si is the symbol meant for user i, and pi is

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2130



the power assigned to user i, the baseband equivalent
signal transmitted by the base station is given by

s =
√
p1s1 +

√
p2s2 (3)

The baseband equations for the signals received by the
users are respectively given by

y1 = hH1 w(
√
p1s1 +

√
p2s2) + n1

y2 = hH2 w(
√
p1s1 +

√
p2s2) + n2

(4)

where E{|si|2} = 1, n1 and n2 are additive noise with
variance σ2, P = p1 + p2 is the total transmit power,
and P/σ2 is the transmit Signal to Noise Ratio (tSNR).
Noise is white and Gaussian distributed. The AWV, w
should satisfy |wk| = 1√

N
for k = 1, 2, ...., N .

With no loss of generality, we also assume that
|hH1 w|2 ≥ |hH2 w|2. This implies that user 1 decodes
s2 first, subtracts the signal component of s2 from the
received signal y1 and then decodes s1. The achievable
rates of user i, for i = 1, 2, denoted by Ri, under the
above assumption are given by

R1 = log2

(
1 +
|hH1 w|2p1

σ2

)
R2 = log2

(
1 +

|hH2 w|2p2

|hH2 w|2p1 + σ2

) (5)

The problem is to determine the vector w that makes
the achievable sum rate of the two users maximum
assuming that the downlink channels are known to the
transmitter a priori. The constraints are that all the
entries of AWV has to have same modulus and the
individual data rates R1 and R2 should be above a
predefined minimum value, say r.

max
p1,p2,w

(R1 +R2)

subject to R1, R2 ≥ r
(p1 + p2) = P

|wk| =
1√
N
, k = 1, 2, ...., N

|hH1 w|2 ≥ |hH2 w|2

(6)

As described in [12] the solution to the above prob-
lem is found in three steps. In first step, the constant
and equal modulus constraint on the vector w is relaxed.
Powers p1 and p2 and beam gains |hH1 w|2 and |hH2 w|2
are determined that maximize the sum rate of two
users while satisfying the total power avaialable and
the minimum data rate requirement at the two users. In
the second step, a constant modulus AWV, w that gives
rise to beam gains equal to or more than the optimum
beam gains obtained in first step is determined. In the
third and final step, the w found in the second step is
plugged into the expression for sum-rate of two users.
Now the problem reduces to finding the power p1/p2

that makes the sum rate maximum under the minimum

data rate requirements at the two users. Thereby after
three steps, the optimum powers p1, p2, and AWV, w
are obtained, i.e., solution to equation (6) is obtained.
Please refer to [12] for further details.
In this paper we aim to study the effect on imperfect
CSI on the sum-rate of two users. Imperfect CSI can
be of two types. (i) The AoD θi can be wrong and/or
(ii) the channel gain λi can be wrong. We first study
the effect of wrong knowledge of AoD θi at the base
station. Next we study the effect of incorrect knowledge
of channel gain λi at the base station.

III. IMPACT OF IMPERFECT AOD
We assume that θ̃i is the correct AoD corresponding

to the i-th user whereas the base station assumes θi to
be the AoD corresponding to the i-th user equipment.
We also assume that base station has correct knowledge
of λi. In other words the channel knowledge that base
station should have are given by

h̃1 = λ1[1 ejπΩ̃1 ejπ2Ω̃1 .......... ejπ(N−1)Ω̃1 ]T

h̃2 = λ2[1 ejπΩ̃2 ejπ2Ω̃2 .......... ejπ(N−1)Ω̃2 ]T
(7)

Base station calculates optimum powers and AWV
based on h1 and h2 following the three steps described
in the previous section. Let us call these values as p1, p2

and w. Therefore the actual downlink data rates R̃1, R̃2

obtained by the two users will be given by

R̃1 = log2

(
1 +
|h̃H1 w|2p1

σ2

)
R̃2 = log2

(
1 +

|h̃H2 w|2p2

|h̃H2 w|2p1 + σ2

) (8)

where,

h1 = λ1[1 ejπΩ1 ejπ2Ω1 .......... ejπ(N−1)Ω1 ]T

h2 = λ2[1 ejπΩ2 ejπ2Ω2 .......... ejπ(N−1)Ω2 ]T
(9)

hH1 w =

N−1∑
n=0

e−jnπΩ1ejwn =

N−1∑
n=0

αn (10)

Ω̃1 = cos(θ̃1) = cos(θ1+∆θ1) ≈ Ω1−∆θ1sin(cos−1Ω1)
(11)

h̃
H

1 w =

N−1∑
n=0

e−jnπΩ̃1ejwn =

N−1∑
n=0

αne
jnπ∆θ1sin(cos−1Ω1)

(12)

|hH1 w|2 =
(N−1∑
n=0

αn

)(N−1∑
k=0

α∗k

)
(13)

|h̃H1 w|2 =
(N−1∑
n=0

αne
jnq
)(N−1∑

k=0

α∗ke
−jkq

)
(14)

where q = ∆θ1sin(cos−1Ω1). It is clear from the above
equations that for any arbitrary value of ∆θ1 and Ω1

|h̃H1 w|2 < |hH1 w|2. The sum-rate under perfect knowl-
edge of channel gain and imperfect AoD knowledge are
plotted in the paper.
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IV. IMPACT OF IMPERFECT CHANNEL GAIN

We assume |λ̆i| to be the correct channel gain mag-
nitude corresponding to the i-th user equipment. The
base station, however, assumes |λi| to be the channel
gain magnitude. In other words the channel knowledge
that base station should have are given by

h̆1 = λ̆1[1 ejπΩ1 ejπ2Ω1 .......... ejπ(N−1)Ω1 ]T

h̆2 = λ̆2[1 ejπΩ2 ejπ2Ω2 .......... ejπ(N−1)Ω2 ]T
(15)

Base station calculates optimum powers and AWV
based on h1 and h2. Let us call these values as p1, p2

and w. However the actual downlink data rates R̆1, R̆2

obtained by the two users will be given by

R̆1 = log2

(
1 +
|h̆H1 w|2p1

σ2

)
R̆2 = log2

(
1 +

|h̆H2 w|2p2

|h̆H2 w|2p1 + σ2

) (16)

V. RESULTS AND DISCUSSION

Simulation has been done in matlab assuming P =
100 mW, σ2 = 1 mW, |λ1| = 0.85, |λ2| = 0.4, θ1 = 850,
θ2 = 550, N = 32. The data rates that have been plotted
in the following figures are maximum achievable data
rates.
Fig. 2 shows achievable sum rate vs. minimum sup-

Fig. 2: Achievable sum rate vs minimum supported data
rate with perfect and imperfect AoD estimates

ported data rate plot for perfect as well as imperfect
AoD knowledge at the base station. The achievable sum
rate decreases with increase in minimum data rate, r
because data rate of near user decreases at a faster rate
than the rate at which far user’s data rate increases as
evident from Fig. 3. The AWV, w changes so as to
give higher data rate to far user at the expense of near
user’s data rate. The achievable sum rate in presence
of wrong angle values available with the transmitter is
always less than the perfect CSI case. The gap between
sum rates for perfect and imperfect AoD increases as
error in AoD increases. This behaviour is expected and
explained in previous section. The power allocated to

Fig. 3: Achievable data rates for Far and Near User vs
minimum supported data rate with perfect and imperfect
knowledge of AoD

Fig. 4: Power allocated to the two users vs minimum
supported data rate with perfect and imperfect AoD
estimates at the base station

the two users’ data by the base station while performing
superposition coding is shown in Fig. 4. The base
station transmits two users’ signal with equal power at
low supported data rate of 1 bps/Hz. However the gap
between the powers allocated to the two users increases
as the requirement for minimum supported data rate
increases. Fig. 5 is a plot of beam gain as a function
of angle of departure. The beam gain for near user
becomes maximum at 850 because that is the direction
along which the near user is placed. This plot also shows
that as number of antenna elements at the transmitter
increases, the beam becomes narrower, implying that
(1) the total supported data rate would increase with
number of antenna elements, N , and (2) an incorrect
estimate of angle and/or channel gain at the transmitter
would reduce the achievable data rates more, the higher
the number of antenna elements , N . This observation
is supported by simulation result shown in Fig. 6. Fig. 7
shows that incorrect knowledge of channel gain causes
decrease in individual as well as sum data rate. It is to
be noted that wrong channel gain information causes
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Fig. 5: Beam Gain of near user as a function of Angle
of Departure for different no. of antenna elements

Fig. 6: Variation of achievable sum rate with number of
antenna elements

a much less reduction in data rates compared to the
reduction in data rate caused by imperfect knowledge of
AoD. The best sum data rate achievable using TDMA
with perfect CSI at transmitter has also been plotted
here. The transmitter is assumed to allocate equal time
to the two users. The AWV is chosen as w = hi/||hi||
for i = 1, 2. Fig. 8 illustrates that absolute values of

Fig. 7: Achievable data rates when the channel gain
knowledge at the base station is erroneous

AoDs as well determine how much an error in AoD
will affect the achievable data rates. We kept all the
parameters same as before except θ1 = 200. Difference
between Fig. 8 and Fig. 2 is clearly visible.

Fig. 8: Achievable sum rate vs minimum supported data
rate with perfect and imperfect AoD estimates

VI. CONCLUSION

A two user NOMA supported on the downlink of
a mmwave wireless communication system has been
studied here wherein the users are assumed to be at
different azimuth angles. Previous studies on NOMA
assume that bases station has perfect channel state in-
formation. This paper shows how imperfect knowledge
of angle of departure and/or channel gain at the base
station reduces the achievable data rate for NOMA. Too
much imperfection in channel knowledge may actually
destroy the advantage of using non orthogonal multi-
ple access technique compared to orthogonal multiple
access techniques.
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Learning the characteristics of a wireless channel is one of 

the most fundamental and challenging issues in the wireless 

communication. Many conventional signal processing 
techniques have been developed so far to estimate the channel 

state information. In this paper, we present a novel approach 

based on deep learning using long short term memory (LSTM) 

neural network to predict the fast-varying Rayleigh fading 

channel. Having known application of LSTM neural network 
in the field of time-series prediction problems, we have applied 

LSTM to predict the future state of the channel by providing 

the past channel state values. The predicted values of channel 

is used to recover the transmitted symbol from noisy signal 

received at the receiver end. We have optimized the 
configuration of LSTM network by correctly tuning the hyper-

parameters so that we get a correct prediction of channel 

which is in turn used for reconstruction of signal at receiver 

end. The simulated Bit Error Rate vs. S ignal-to-Noise ratio plot 

proves that LSTM based channel predictor works better than 
currently used interpolation based channel predictor. 

 

Keywords— Deep Learning, Rayleigh fading channel, LSTM 

Neural Network, Wireless Communication, SISO system. 

I. INTRODUCTION  

Communication is a rich field consisting of domain 

knowledge regarding modelling different types of channels, 
signaling and detection techniques and different modulation 

schemes [1], [2] that ensure reliability of data transfer 
between transmitter and receiver [3]. Further to increase the 

efficiency in the performance of the wireless technologies. 
We need to be docile in adapting to the latest technologies,  

such as data-driven approaches by using machine learning 

and deep learning algorithms. There were different multip le 
access techniques like frequency division multiple access 

(FDMA) across frequency, time d ivision multip le access 
(TDMA) across time and code division multiple access [4] 

schemes across different pseudo codes helped to increase the 
quality of service(QoS) and showed significant performance 

improvement but we cannot go any further with them. Now a 
days the data centric approach had gathered attention with 

huge success attained in fields as such realization of vision 

through computers, processing of human language and image 
classification [5], [6]. For a reliable data transmission to 

happen we need to model the channel correctly but  accurate 
modelling of channel mathematically is almost impossible so 

we go for a probabilistic based approach. The core signal 
processing algorithms used in communications fails to 

improve in performance [7]. The deep learning based 

algorithms in the field  of wireless communication [8] was 
used because it has the power to improve the performance in 

areas where it is impossible to generate mathemat ical models 

but by considering the deep learning model as a black-box 
we can tune hyper-parameters so that we can control the 

output of the system [9].   

The next  wave of wireless technology suffers with the 

problem of network latency as the number of connections 
over a network increases drastically in number the scope of 

deep learning is such that it has to automatically get tuned to 

the available network and increase or decrease power with 
respect to the corresponding receiver. In recent the machine 

learning which is a root class of deep learning had used in 
the field of communications for tasks such as  recognition of 

modulation scheme, channel encoding techniques and 
decoding techniques, in estimation of channel and channel 

equalization [10], [11], [12], [13].  

In the recent years the computing power has been 
drastically increased and the algorithms have been developed 

so far and fast that uses the data. In physical layer research, 
by considering the applications of deep learning we  are not 

only trying to improve the performance of individual blocks 
but also we try to increase the performance of entire 

communication system by considering transmitter, channel 

and receiver as a deep learn ing model such type of 
arrangement is called as auto-encoder[14]. The channel 

estimation using least squares  (LS) method and minimum 
mean square error (MMSE) method estimators have been 

utilized in many occasions [15]. Of that least squares 
estimator does not require any previous channel values. The 

MMSE estimator works better by considering the second 
order statistics of the channel. In a paper related to 

orthogonal frequency division multiple access (OFDM) [16] 

the application of deep learning which mainly focus on feed 
forward neural network have been studied it presents initial 

results in learning methods to deal with wireless channels 
and the removal of cyclic prefix in OFDM and usage of 

limited pilots and non-linear noise distortions has been 
discussed [17]. 

We, in this paper have opted for a single input single 

output system [18](SISO-system), modeled the channel as  a 
fast fading channel with Rayleigh distribution and a moving 

receiver at 500kmph scenario is considered. Then at the 
receiver end we have built a LSTM neural network and 

trained it online using the data from the zero  forcing 
estimation block after adding additive white Gaussian noise 

(AWGN). We optimized the data over the loss function 

between the true values of the channel and the values that 
were corrupted due to noise. The predicted values have been 

used for channel equalization and successful reconstruction 
of the signal at receiver end. We have fine-tuned the hyper-
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parameters at a certain value of SNR and has been 

implemented for SNR of certain range. Finally, after the 
reconstruction of the transmitted bits the Bit Error Rate over 

different values of Signal to noise ratio has been plotted. 

we will be describing about the wireless system model 

with the block diagram in  Section II. In Section III we will 
be discussing about the Deep Learning basics and Deep 

Learning Architecture being used and how we have obtained 

the data and the corresponding performance metrics used in 
obtaining the results. That was followed by a  discussion on 

the simulation results obtained in Section IV, Section V deals 
about conclusion of the topic and its future scope of the work 

done. 

II. WIRELESS SYSTEM MODEL 

We have assumed the problem of channel prediction as a 
supervised learning problem. Out of all the channel 

characteristics like attenuation, scattering, diversity, 
reflection and refraction we have been considering channel 

fading as the only phenomenon to tackle. The channel we 

have considered here is  a Rayleigh fading channel. As R 
being its corresponding random variable and its probability 

density function is given by 

 we have been considering the case of moving receiver 

which introduces a Doppler shift in the receiving signal. We 
are considering the speed of the receiver as 500kmph in this 

problem. Here we have considered V as velocity and λ as 

wavelength and θ as the angle between the receiver and the 
incoming signal. The value of Doppler shift (ΔØ) affect the 

value of frequency of the received signal the change in 
frequency is calculated using Equation 2 and 3. 

The problem we have taken is a complex optimization 
problem that address the time-series relationship in the data 

and we have modelled it as a supervised regression problem. 

The baseband equivalent of the bandpass SISO (single input 
single output) system for a faded channel of probability 

distribution as Rayleigh in the presence of noise will be  

 

Where y is the received complex baseband signal and h is 

a Rayleigh faded channel |h | is the magnitude of the fading 
and x is the input modulated signal to be transmitted and n is 

the Additive White Guassian Noise (AWGN). Where noise 
follows Guassian distribution. While solving the problem we 

have split the equations into real and imaginary parts shown 

in Equation 5 and 6. 

 

 

 

 

From Fig.1, we have generated the ‘N’ bits where N Ꜫ 

(0, 1) and that bits has been sent to modulator block where 

the QPSK modulation happens on the input bits and the 
modulator block output symbols which are of complex in 

nature and  they are of size N/2. Then those symbols are 
transmitted through wireless channel which in our case is a 

Rayleigh faded channel and the output of the channel is 
received by the receiver and adds an Additive White 

Gaussian Noise (AWGN) at the beginning of the receiver 
after the addition of noise we will consider the signal as y. 

‘y’ is complex signal consisting of real part and imaginary 

part and The first 150 symbols were given as input to the 
zero-forcing estimator the output 150 symbols of the 

estimator are separated into real and imaginary values and 
are given to two LSTM blocks separately the LSTM block 

takes the input as first 150 values of h and predicts the next 
600 values of h in both real and imaginary part. We call it  as 

h’ and then we collect h’ and proceeds for channel 

equalization with the obtained values of h’ and then after the 
channel equalization we will be demodulating the signal to 

reconstruct the originally transmitted information. 

 

Fig.1: Signal-flow Diagram of the SISO system using LSTM 

neural network as channel predictor.  

III. DATASET AND DEEP LEARNING ARCHITECTURE 

A. Dataset 

The dataset we used in this problem is a custom dataset it 
can be obtained by simulat ing the wireless communication 

system under specific channel conditions and the 

corresponding AWGN channel the data collected was the 
data before the noise being added to the wireless system and 

the data after the noise being added those two were collected 
and the data collected after the addition of noise is given as 

the input for the model to learn. 

B. Deep Learning basics 

Neural networks, an extension of machine learning has 
its own significance. Unlike, machine learning there is no 

need for doing feature extraction in neural networks the 
feature engineering is automatically done. The neural 

networks ideally consists of three layers. The first one is 

input layer, next one is hidden layer and the last one is output 
layer. Any neural network layer basically made up of nodes. 

Every node in one layer makes connection with every other 
node of the next layer by a weight and a bias at every node 

this forms the basic structure of feed-forward neural network. 

           0                 (1) 

 

           ΔØ =  =                   (2) 

 

             =  =                        (3) 

 

 

      y = h x + n                               (4) 

                    (5) 

          

                    (6) 
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Usually, the input and output nodes are common and the size 

of the network depends on the count of hidden layers. A 
neural network with one hidden layer can equally 

approximate any mathematical function. The Weights in the 
feed forward neural network are updated by an algorithm 

called back propagation as it updates the weights by 
minimizing the distance between the actual values and 

obtained values. The process of continuous update of 

weights continue until a global minima is attained on the 
error surface curve. The update of weights usually happen by 

a factor called learn ing rate. Generally, the output of a feed 
forward neural network is given by Equation 7. 

C. Deep Learning Architeture  

But, for our problem we need a neural network that 

works a neural network that work well for time -series data. 

So, we have shifted our attention towards RNN (recurrent 
neural network). It has a same function similar to that of a 

feed forward neural network except for that each node in 

RNN consists of a feed-back which makes them efficient to 
deal with time-series data. RNN which is similar to feed 

forward net after unwrapping it in time. After unwrapping 
the RNN it appears like this  

Fig.2:  RNN neural network unwrapping in time. 

 RNN have a problem with length of time-series as the 

length of time-series goes on increasing the RNN suffers 

from a problem of disappearing gradient. The problem of 
disappearing gradient can be resolved by introducing a 

memory  into RNN. This typical structure is named as LSTM 
(long short term memory) neural network which typically 

looks like this 

 

Fig. 3: LSTM memory unit structure 

As in Fig.3, The LSTM memory unit consists of a three 
gates. These gates are responsible for the flow-control and 

storage of informat ion. These functionality of these gates are 

used in naming them. The memory  cell is responsible for the 
storage of current cell state which is to be applied for the 

future time-step. The input gate denoted by i responsible for 
the flow of fresh information into the memory cell. The 

forget gate which is denoted by f is responsible for the 
amount of information to be forget in the current state. The 

output gate which is taken as  o is responsible for the control 

of amount of information to be flown into the rest of the 
network. The last layer in the LSTM neural network is 

connected to a fully connected neural network. The equations 
from 8 to 13 describe the functionality of LSTM. 

      σ(  +  . )                  (8) 

                        (9) 

                         (10) 

                    (11) 

               +                       (12) 

                  tanh(                        (13) 
 

D. Performance metrics 

The predicted values of the channel are evaluated using a 
metric called root mean square error (RMSE) the error 

function upon which the weights are optimized. We will be 
dealing with the real component values and imaginary 

component values of the channel separately using two LSTM 
networks which are tuned differently and the result is 

combined to form a complex value prediction. The RMSE 

values are computed using a mathematical equation given by 

the problem we are solving is a regression problem so we 
have taken the cost function as root mean square error. There 

are different cost functions for different types of problems 

we need to choose the cost function or loss function 
according to the problem in hand. 

IV. RESULTS AND DISCUSSION 

Experiment was carried in a simulation based 

environment using MATLAB 2018b and to implement 
neural networks in  MATLAB we used neural network 

toolbox. A SISO wireless system was simulated and the 
channel was modeled as a Rayleigh fading channel and we 

have considered a moving receiver scenario which is offering 
a Doppler shift of 0.0001534 as we are modeling the channel 

as a fast fading channel and we have been using a predefined 

function to simulate Rayleigh fading channel in MATLAB 
with carrier frequency 2.5GHz and signal bandwidth of 

5MHz and with a sampling rate of twice the signal 
bandwidth and we are considering Jakes spectrum. The 

modulation scheme used at the transmitter side was QPSK- 
modulation and its counterpart QPSK demodulator was used 

at the receiver end. 

Firstly, we have generated 1500 bits and then we have 
passed onto a QPSK modulator so that we may get 750 

symbols which are complex numbers are obtained as the 
output of the modulator block and those symbols were 

transmitted through the channel with specifications as 

            O = Ø (                (7) 

 

 

   RMSE =            (14) 
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mentioned above and at the beginning of receiver we are 

adding a AWGN noise which is a byproduct due to receiver 
components and that is termed as ‘y’. Now y which is given 

as input to zero forcing channel estimator and the output of 
that is of dimension 750x1 is separated as 150 units for 

training is termed as h and the rest of the values are predicted 
using the trained neural network model that predicted values 

is denoted by h’. Here the neural network model consists of 2 

LSTM layers with a fu lly-connected layer in the end and in 
the LSTM layer the activation function used at the gate level 

was sigmoid activation function and at the cell-state level we 
use tanh activation function. We use two separate models 

that were tuned separately one to predict the real values of h’ 
and another to predict the imaginary values of h’. For the 

model which predicts the real values we have taken 50 
hidden units that is 50 nodes and the we have considered 

certain parameters like Max.epochs 200 and Mini Batch size 

as 64 and an Init ial Learning rate as 0.05 and Learning rate 
drop period as 125. And for the other model which predicts 

the imaginary values of h uses 50 hidden units and 
Max.epochs of 250 and a Mini Batch size of 64 and with an 

Initial rate of learning as 0.05 and a Rate of Learning drop  
period as 125. Then the predicted values are combined to 

form a complex value and this is used for channel 

equalization and after that we give the output of this block  
as an input to the demodulator block and after the 

demodulation we will get the transmitted bits while some are 
corrupted due to channel impairments and the receiver noise. 

The hyper-parameters that were considered separately for 
real and imaginary were indicated in Table. I and Table. II  

Table. I: Hyper parameters tuned for real channel value 

prediction. 

Number of hidden units  50 

Max. epochs 200 

optimizer Adam 

Initial learning rate 0.05 

Learning rate drop of period 125 

Learning rate drop of factor 0.2 

Mini Batch size 64 

  

Table. II: Hyper parameters tuned for imaginary channel 

value prediction. 

Number of hidden units  50 

Max. epochs 250 

Optimizer Adam 

Initial learning rate 0.05 

Learning rate drop of period 125 

Learning rate drop of factor 0.2 

Mini Batch size 64 

 

Fig.4, demonstrates the predicted real values of the 

channel at 25dB SNR. Fig.5, demonstrates  the predicted  

 

Fig. 4: predicted real values of LSTM block and Real RMSE 
value for sample. 

 

Fig. 5: predicted imaginary values of LSTM block and 
Imaginary RMSE value for sample. 

 

 

Fig. 6: BER versus SNR plot when N=1500. 

imaginary values of the channel. Fig.6, indicates the Bit 
Error Rate (BER) versus Signal to Noise Ratio (SNR) curve 

for the number of bits equal to 1500. Now we will extend the 

concept further by extending the number of bits to 15000 and 
we will div ide the entire 15000 bits into 10 blocks consisting 

of 1500 each. And then they are QPSK modulated. And these 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2138



symbols are transmitted through the channel modeled and 

AWGN noise was added at the beginning of receiver end. 
Then that symbols were collected. The symbols obtained 

may be represented like Fig. 7.   

Fig .7: Representation of the symbols  training and prediction. 

Now the obtained symbols which have dimension of 
7500x1 can be represented like the above shown figure. We 

consider 750 symbols as one set. Of that we will use 150 for 

training and the next 600 values will be predicted separately 
for real and imaginary values of the channel by using two 

different LSTM neural networks which have the hyper 
parameters as shown in Table. I and Table .II.   

 

Fig. 8: BER versus SNR plot when N=15000. 

We will train for every 150 symbols and predict the next 
600 symbols and we will repeat this until 7500 symbols in 

sets of 750. The entire experiment is repeated for different 
values of SNR and the BER values were obtained. The BER 

Versus SNR plot is shown in Fig. 8. The activation function 

considered are for gate-level is sigmoid and cell-state level is 
tanh. The obtained Fig. 8, BER versus SNR plot indicates 

that LSTM are a good tools that can deal with time series 
data and can be used in application of wireless 

communication systems. 

V. CONCLUSION AND FUTURE SCOPE 

In this paper, we develop a system model that predicts 
the characteristics of a fast varying wireless fading channel 

in a moving/mobile receiver which is moving at a  speed of 
500kmph scenario by using a LSTM neural network and we 

have used that predicted channel values in order to 

reconstruct the message transmitted at the receiver end. For 
that we have tuned the hyper parameters of the LSTM  neural 

network so that we will get a system performance better than 
the existing interpolation based systems. The experimental 

results suggested that LSTM's have the capability of 
predicting the time-series data i.e., getting  insights from the 

historical data to predict the future state. we have modeled a 

SISO channel under the moving receiver case and trained the 
LSTM network online to predict the channel characteristics. 

LSTM's are helpful assets in building the next generation 

wireless technologies. 

By considering this as a sub-channel in an OFDM system 

this concept with a little modification can be extended to 
multiple sub-channels in an OFDM system.  
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Abstract—A monopole antenna for multiband advanced 
wireless services is presented in this paper. Initially a single 
band antenna for 2.45 GHz is designed with Coplanar 
Waveguide (CPW) fed and loop ground plane. A peak gain of 
3.55 dBi is observed for this configuration. Defects are 
introduced in the loop ground plane with the aim of obtaining 
dual frequency bands.  Footprint of the antenna consumes 
same area for single and dual band configurations. The 
antenna characteristics – reflection and radiation properties 
are investigated and optimized using ANSYS HFSS. Prototype 
of the optimized antenna is analyzed using Vector Network 
Analyzer Keysight E 5080 A.  

 

Keywords — Coplanar waveguide (CPW), defected ground 
plane, dual band, Wi-Fi, WiMAX, wireless communication, 
monopole antenna. 

I. INTRODUCTION 

Wireless communication is rapidly emerging in the 
present day scenario. Compact gadgets which are highly 
efficient with large bandwidth operating in different 
frequency bands are preferred in the communication systems. 
There are variant categories of antennas that can provide 
these features applicable for wireless communication as they 
are of low profile, low price and light weight [1]. Wireless 
applications with multi-functional operations require 
multiband antennas. In recent past, multi-functionality has 
become a key component for many gadgets making design of 
compact multiband antenna need of the hour. 

Different antenna configurations for dual band 
performance has been reported of which coplanar 
waveguide (CPW) fed antennas are more attractive as they 
can be implemented on a single plane and can easily mount 
active devices. A loop antenna energized with CPW can 
provide dual frequency band characteristics with enhanced 
gain [2]. Metamaterials can act as ground plane for 
monopole antennas providing good radiation characteristics 
[3]. CPW fed monopole antenna provides dual band when a 
planar patch with a cross slot generates two separate 
resonant modes [4]. A metallic strip which is of C shape 
etched in a rectangular slot is found to provide dual band 
and high bandwidth [5]. CPW fed dual-band circularly 
polarized antenna is discussed in [6]. CPW fed slot antenna 
operating for wireless applications having dual band is 
discussed in [7]. Small monopole antenna with inverted L-
shaped and rectangular stubs can provide dual band 
characteristics [8]. Metamaterial-inspired antenna also 
provides dual frequency operation [9]. A multi-band antenna 
for tri-band applications using CPW is also reported [10]. 

A CPW fed monopole antenna which is designed at 
single frequency is presented in this paper, which is further 
modified to defected ground plane by adding stub in order to 
achieve dual bands. The proposed final antenna on 
measurement gave dual band response at 2.45 GHz and 4.59 
GHz. 

 

II. CONFIGURATION OF THE ANTENNA 

The loop ground CPW fed monopole antenna is as 
shown in Fig. 1. To enable the antenna to radiate at 2.45 
GHz, the parameters of the ground plane and monopole (Lp, 
Lg, Wg and d) (Fig.1) is optimized while    2g + Wp 
provides 50Ω impedance. The studies are carried out in a 
substrate with dielectric constant ɛr = 4.4 and a thickness h 
=1.6mm.  

 
 

Fig. 1. Configuration of the proposed antenna 
(a) Geometry (b) prototype fabricated in FR4 

 
The antenna parameters are optimized as Lg = λg/4,  Lp  

= λg/6, Wg = λg/8, Wp = λg/14 and d = λg/16, for any 
frequency of operation. Based on at 2.45 GHz, a prototype 
is fabricated and tested having a return loss as plotted in 
Fig.2. The antenna offers a bandwidth of 148 MHz at 2.46 
GHz in simulation and 155 MHz at 2.48 GHz in 
measurement. The radiation performance of the antenna is 
studied in the bandwidth range and is presented in Fig.3. 
The antenna has a gain of 2 dBi in the entire bandwidth with 
omnidirectional characteristics. 

This antenna is modified by including a stub in the 
ground plane to obtain dual band performance. This is 
discussed in the next section. 
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Fig. 2. Reflection Characteristics of the antenna 

Lg = 19mm, Lp = 11.8mm, Wg = 8mm, d = 3.5mm 
 ɛr = 4.4, h =1.6mm. 

 

 
Fig. 3 (a). Gain of the antenna 

Lg = 19mm, Lp = 11.8mm, Wg = 8mm, d = 3.5mm 
 ɛr = 4.4, h =1.6mm. 

 
 

Fig. 3 (b). Radiation Pattern of the antenna at 2.46 GHz 
Lg = 19mm, Lp = 11.8mm, Wg = 8mm, d = 3.5mm 

 ɛr = 4.4, h =1.6mm. 
 

III.              ANTENNA CONFIGURATION FOR DUAL 

BAND PERFORMANCE 

The stub loaded CPW fed loop ground monopole antenna is 
as shown in Fig.4. The influence of the stub l1 × sw1 in the 
reflection and radiation characteristics is studied in detail. 
Initially, the position of the stub on the ground plane is 
optimized. For maximum gain the stub position is fixed at 
top middle as in the Fig.4.  

       

 
                                             

Fig. 4. Configuration of the proposed antenna for dual band performance 
(a) Geometry (b) prototype fabricated in FR4 

 
 
When width of the stub sw1 is increased, the first 

resonant frequency f1 decreases and second resonant f2 
increases with decrease in gain. The stub parameters are 
varied in such a way that the maximum length l1 of the stub 
can be varied up to 20mm (λg2/2) and width sw1 can be 
varied up to 8.5mm (λg2/4) only, which gave single band 
response at 9.09 GHz. The stub dimension is optimized to 
get dual frequency bands.  The frequencies f1 and f2 can be 
expressed as:  

f2/f1 = λg1/λg2 

 
For dual band response at 2.45 GHz and 4.59 GHz, it can be 
generalized as f2 = 1.8 f1. With optimized parameters 
antenna is fabricated. The measured and simulated return 
loss is presented in Fig.5. 

 

 
 

Fig. 5. Return loss characteristics of antenna with stub 
Lg = 19mm, Lp = 11.8mm, Wg = 8mm, d = 3.5mm, sw1 = 5mm, l1 = 

8mm,  ɛr = 4.4, h =1.6mm. 
 

In anechoic chamber, the gain of the antenna is measured by 
gain transfer method at both the bands. The obtained gain is 
as in Fig.6. The radiation pattern at both frequencies is 
measured and is as plotted in Fig.7. 
 The obtained results confirm the proposed antenna 
as a good radiator for dual band applications. The 
performance of the antenna with that found in the literature 
is compared and presented in Table.1.  
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Fig. 6 (a). Gain of antenna in the first band  

Lg = 19mm, Lp = 11.8mm, Wg = 8mm, d = 3.5mm, sw1 = 5mm, l1 = 
8mm,  ɛr = 4.4, h =1.6mm. 

 

 
 

Fig. 6 (b). Gain of antenna in the second band  
Lg = 19mm, Lp = 11.8mm, Wg = 8mm, d = 3.5mm, sw1 = 5mm, l1 = 

8mm,  ɛr = 4.4, h =1.6mm. 
 

 
Fig. 7 (a). Radiation pattern at 2.45 GHz  

Lg = 19mm, Lp = 11.8mm, Wg = 8mm, d = 3.5mm, sw1 = 5mm, l1 = 
8mm,  ɛr = 4.4, h =1.6mm. 

 

 
 

Fig. 7 (b). Radiation pattern at 4.59 GHz 
Lg = 19mm, Lp = 11.8mm, Wg = 8mm, d = 3.5mm, sw1 = 5mm, l1 = 

8mm,  ɛr = 4.4, h =1.6mm. 
 
 

TABLE I. COMPARISON - ANTENNA PERFORMANCE 
 
 

Type of 
Antenna 

Frequency 
(GHz) 

Bandwidth 
(MHz) 

Gain 
 (dBi) 

Size ( mm × 
mm) 

Proposed 
antenna 

2.45  
4.59 

338 
210 

3.41 
3.04 

37.8 × 39.7 

Ref [4] 2.48 
5.23 

340 
1280 

3.17 
3.23 

51.55 × 42.06 

Ref [5] 2.42 
6.39 

900 
3220 

3.68 
3.33 

60 × 61 

Ref [6] 2.6 
3.5 

2002 2 
0 

63 × 75 

Ref [7] 2.45 
5.5 

350 
1470 

4 
6 

70 × 70 

Ref [8] 2.624 
4.889 

210 
3591 

Not 
mentioned 

20 × 37 

Ref [9] 2.802 
3.713 

59 
1060 

1 
1.9 

31.7 × 27 

Ref [10] 3.31 
5.3 

780 
1400 

~ 0 
~ 2 

17.5 × 17.5 

 
 

IV. RESULTS AND DISCUSSION 

      A CPW fed dual band loop ground compact antenna is 
proposed. The antenna is simulated using Ansoft HFSS. 
Initial design gave response at 2.5 GHz with 
omnidirectional radiation pattern. The ground loop is 
modified by adding stub at the top of the loop, which gave 
dual band response at 2.45 GHz and 4.59 GHz. The stub is 
placed in such a position in order to obtain maximum gain. 

V. CONCLUSION 

       Multiband antenna plays a major role in wireless 
communication. Multiband CPW fed monopole antenna 
working in Wi–Fi, WiMAX and other advanced wireless 
services is presented. The detailed steps of the design have 
been discussed in the above sections. The proposed antenna 
has been designed and optimized using HFSS and 
measurements are taken using Vector Network Analyzer 
(VNA). Dual bands are obtained by adding single stub to the 
ground loop. The stub dimension is tuned in such a way to 
get maximum gain at the resonant frequency. The simulated 
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result is validated by experiment. The effect of including 
more stubs to the ground plane is the work ahead. 
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Abstract—Prevalent intellective systems assist the driver in 

the navigation errands by taking a number of simple and 

intricate decisions based upon on available input information. 

Such decisions should be astute and prompt so as to provide 

realistic behaviour in   real life navigation scenarios decisions. 

Proposed unified Convolutional Neural Network framework 

ensembles a powerful model that could augment the 

predictability of the system under construction.  

The suggested work is an extension to authors previous work 

in which best input features for decision making neural network 

were obtained by shortlisting eleven texture metrics out of thirty-

six metrics using state of art algorithms: Boruta Algorithm and 

Earth Algorithm [1]. The above said texture metrics were 

obtained using Spatial Gray Level Dependence Matrices 

(SGLDM) , the Gray Level Difference Methods (GLDM) ,First 

order statistics(FOS), the Fourier Power Spectrum (FPS) , the 

Fractal Dimension Texture Analysis (FDTA),Statistical Feature 

Matrix(SFM),Laws Texture Energy Measures (TEM) .  

  In this paper, we have proposed a unification of Best Feature 

Selection Method (our previous work) and Principal Component 

Analysis Technique so as to consummate the most pertinent 

neural network inputs. CNN framework   has been used here to 

provide simple decision that is either to move or stop at a 

particular instant on the basis of finalized inputs.  It was found 

that unified model inputs (based on Best Feature Selection and 

PCA) yield better results in comparison to their standalone 

performance. Furthermore, it was observed that CNN 

framework can perform equally well with minimal training in 

comparison to high order training. It implies CNN’s has 

remarkable ability to learn from imprecise data gives it an edge 

over others. In nutshell, the proposed model was able to decide 

promptly and astutely the next move of   vehicle. 

Keywords— SGLDM, GLDM, FOS, FPS, FDTA, SFM, TEM, 

CNN  

I.  INTRODUCTION  

 

While driving, the driver mind takes choices in every move. 

The choice can be as easy as following the track correctly or it 

can be difficult like finding the correct way through the 

junction. These decisions are dependent upon some permanent 

components like roads, some semi-permanent components like 

traffic signs and some variable components like moving 

vehicles etc. For taking such decisions we need an Intelligent 

decision-making system that should possess full-fledged 

knowledge within a categorical domain just like the human 

mind and at the same time it should be able to acclimate 

themselves and thereby enhance performance in a transmuting 

environment. The system should be able to justify the steps 

being followed to take a particular action or decision. 

 Neural networks are a mimic to biological brain. 

Neural Networks just like human brain have the capability to 

cluster and classify the data. The unlabeled data is managed 

into groups on the basis of similarities. A mathematical or 

statistical function is applied to transform data into neural 

network inputs. The ability of deep learning algorithms to find 

correlations enable it to map inputs to outputs. Approximation 

of the unknown functions is also done using the same 

technique. These abilities of Neural Network have made them 

the most sought choice in a number of real-world applications. 

These networks have found a great usage in identifying 

patterns, classifying them and finding out the outcomes in 

previously unknown situations. Thus, they can be easily tamed 

to take decisions in typical situations of real life. 

A variant of Neural Networks, Convolutional Neural 

Network is powerful enough to make strong assumptions in 

real life navigation scenarios. If we talk about images related 

to navigation, the pixels within are connected to each other 

even if they are far off. CNN’s enable to focus on particular 

area and provides in depth screening of the same and helps in 

making strong decisions. To have a limit on the input search 

space, the most relevant dataset is selected and the outliers are 

removed. The network inputs are minimized using the 

techniques like Feature extraction, Principal components 

analysis etc. 

The working speed and accuracy are the grey areas in 

the field of neural networks. So, more attention must be paid 

to performance issues apart working speed during the design 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2144



and testing phases. For this we need to work upon to find 

appropriate ratio of training and testing datasets. Moreover, 

we should go for proper selection of network architecture that 

is the appropriate no. of participating neurons should be find 

out as too less neurons will result in under training and too 

much will result into overtraining.  

This paper presents a unified CNN framework to find 

out next decision for a moving vehicle that is either to stop or 

move   with better accuracy and   faster response time by 

overcoming the shortcomings of existing systems. 

 

II. LITERATURE SURVEY 

NEURAL NETWORKS IN CONJUNCTION WITH NAVIGATION 

SYSTEMS: 

Navigation Systems have been actively utilizing Neural 

Networks. They learn through examples and create their own 

representation of information received during the learning 

time. Thus, it acts as expert that could be habituated to provide 

forecast in incipient situations of interest and can provide 

reasoning for the decisions taken. A control system based on 

Neural Networks was developed for intelligent planning of the 

path was made in [2]. It dealt with the movement of an 

autonomous robot   in partially structured environment. The 

environment involved random number of obstacles of arbitrary 

shape. The “free” space was found by using ultrasound range 

finder and this sensor information was used for the robot 

movement. The study lagged to find the safe path in optimal 

time. A dynamic artificial neural network based mobile robot 

motion and path planning system was proposed in [3]   to 

navigate a robot car on flat surface among static and moving 

obstacles. It used extended backpropagation through time 

algorithm. Their algorithm worked well only for slow moving 

vehicles as the computation speed of their proposed model 

was quite less. For navigation and control of a robot 

movement in a semi known environment, an integrated system 

was developed in [4]. A path-planning algorithm was 

proposed in it. Here a neural network was used to 

automatically build up the collision penalty function. The 

training procedure used the information of the environment to 

avoid obstacles but because of its gradient character this 

model meets the local minima problem and thus accuracy of 

this model was affected. On the basis of experiences shared by 

human drivers, a vehicle control system was developed in [5]. 

The proposed system used neural networks to learn from 

examples in order to identify navigable and non-navigable 

region. A neural network based sequential machine learning 

technique for autonomous spacecraft navigation was proposed 

in [6]. It fixated on the amendment of precision of the multiple 

inputs used. Neural networks in [7] were tried to control the 

robot to reach a particular target location in urban changing 

scenarios. The robot had to rely on GPS and compass sensor 

to navigate. It was showed that neural controller with 

separated hidden neurons connected to specific inputs only 

outperformed the fully connected input-hidden networks by 

providing a faster response there by laying stress on 

importance of selecting right architecture. An architecture 

based on a neural network named as QMDP-net was created in 

paper [8] for planning under partial observability. This 

network had the capability to combine the strengths of model-

free learning and model-based planning. It involved a deep 

recurrent policy network that embeds POMDP structure priors 

for planning under partial observability. In general, neural 

networks inherit the capability to map the inputs to outputs. In 

contrast the QMDP-net is trained in two aspects related to 

modeling and solving planning task. This approach had 

problem in handling of huge state space representation and its 

counter effects on the working speed of the model. On the 

basis of uncalibrated spherical images, a lightweight robot 

navigation framework was proposed in [9].  It used 

Convolutional Neural Network to overcome the problems in 

conventional algorithms, such as intense computational 

complexity in the testing phase and difficulty in collecting 

high quality labels in the training phase. The robot navigation 

task is formulated as a series of classification problems based 

on uncalibrated spherical images. A practical system related to 

autonomous navigation of a quadcopter was proposed in [10]. 

It had the feature of indoor navigation which enabled it to find 

any kind of target. It used a deep learning model, 

Convolutional Neural Network (ConvNet), to learn a 

controller strategy so that it can reciprocate the driving of an 

expert pilot. 

 

Literature Survey revealed that though the neural networks in 

conjunction with other methods have been used actively in 

navigation systems, still the working speed and accuracy of 

the models have lagged the attention of researchers and need 

to be worked upon .Moreover the input to the neural networks 

play a major role in the accurate predictability/decision of the 

system under construction so the correct choice of input 

dataset is of utmost importance 

 

III. MATERIALS AND METHODS: 

 
Any automated motion planning and navigation system 

needs a data collection system, a decision-making system to 
depict the next action of driving vehicle in real time. Decision 
to navigate or not depends on topological, geometric and 
texture features of road. Based upon these features, the 
decision-making system is expected to take decisions just as a 
real human being. For this the processing capabilities of human 
brain should be inseminated into it. Neural Networks, a 
machine learning approach comes to rescue as it is inspired by 
the way in which the brain performs a particular learning task. 
The proposed algorithm presents a unified CNN framework to 
take intelligent and speedy decisions by overcoming the 
shortcomings of existing neural network-based navigation 
systems. Conv Net’s were chosen over other neural networks 
as it uses variation of multilayer perceptions designed to 
require minimal pre-processing. It has capability to learn even 
without any prior knowledge or insufficient data. Without 
increasing complexity, it can look into all the possible 
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variations before taking any decision, thus its prediction can be 
sought as realistic one.  

The Proposed algorithm comprises steps related to database 
acquisition and getting the best features using a best feature 
selection model and further the unification of this model with 
Principal Component Analysis technique. 

A. Database Acquisition and Selection of Best Features from 

Navigation Images: 

 

• The images related to motion planning like roads, 
buildings, vehicles, signs etc. were collected and 
detailed texture analysis of   images was done. A 
database of thirty-six metrics for hundred images was 
created by using SGLDM, GLDM, FOS, FPS, FDTA, 
SFM, and Texture Energy Measures.  The extracted 
attributes were taken into   consideration to find the   
next action of moving vehicle that is either “Move” or 
“Stop”. The search space is but obviously going to be 
very huge and needs to be cut short. 

• To get rid of irrelevant features   and thereby improve 
the response time and reducing the costs, A Best 
Feature Selection Model [1] was created. This model 
selects out the best features having direct impact on the 
navigation decisions and removes the outliers. 

• The features being extracted from Best Feature 
Selection Model namely Correlation, Sum Entropy, 
Entropy, Difference Entropy, Information Measures of 
Correlation, Kurtosis, Contrast Measure, Average 
Texture Energy from LE and EL kernels, Average 
Texture Energy from LS and SL kernels, Fractal 
Dimension Texture Analysis Area () are fed as input to 
neural networks. 

B. Unified Model 

Unification of both Best Feature Selection Model [1]   and 
principal component analysis technique (PCA) is done so as to 
finalize the most relevant neural network inputs to be feeded 
into CNN framework to achieve better accuracy. 
A Convolutional Neural Network is a Deep Learning 
algorithm. It is strong enough to take decisions by assigning 
importance like weights and biases to various features of the 
images present in the image database. Furthermore, it has 
ability to classify and cluster the patterns on the basis of its 
learning during the training duration. CNN’s have remarkable 
ability to get in depth knowledge upon a focused area and 
thereby it can take strong decisions. To have a limit on the 
input search space, the most relevant dataset is selected and 
the outliers are removed. The network inputs are minimized 
using the techniques like Feature extraction, Principal 
components analysis etc. PCA improves our knowledge by 
providing intelligent insight into the information from input 
features by computing covariance among them. It gives 
independent and different combinations of features to describe 
data differently and thus helps to find out important features 
by revealing previously unsuspected relations and thus adding 
more uniqueness   to the proposed system. Figure 1 shows the 
flowchart of proposed algorithm. Here, we have extracted five 

features from PCA technique. Three scenarios were created 
using different combination of input feature sets for the CNN 
framework. The corresponding neural network input set for 
three scenarios are as follows: 

• Eleven features obtained through Best Feature 

Selection Method 

• Five features obtained from PCA 

• A combination of Best Feature Selection Method and 

Principal Component Analysis 

 

Figure 1: Flowchart of proposed Algorithm 
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Furthermore, we need to find the appropriate ratio of training 

and testing of neural networks.  

Figure 1 clearly represents three approaches A, B and 

C to get accuracies for different ratios of training and testing 

for a dataset of eleven features, five features and sixteen 

features respectively. 

The training time has direct impact on the speed of the any 

neural network system so we need to calculate minimum 

training time required by the network in such a way that it has 

no negative impact on accuracy of the model. 

IV. EXPERIMENTAL SET UP & RESULTS 

 
The algorithm was run in MATLAB for three different 

scenarios. Experimental Set up of CNN Framework in 
MATLAB tool is as follows in Figure:2. Here we have taken 
example of 16 input features whereas the outputs are limited to 
two in all the three cases. The number of hidden layers has 
been taken as 16 in all the scenarios. The performance metric 
being judged here is Mean Square Error. 

 

 

Figure 2: Experimental Set Up of CNN framework 

  As the training time has direct impact on processing speed so 
appropriate ration of training and testing needs to be calculated. 
Here we have assumed the training ration to be in the range of 
ten to seventy. Outside this range, the model will be under the 
effect of undertraining or overtraining. 

We calculated accuracies of decision that is either to move or 

stop using different feature sets as inputs for convolution 

networks. Table 1 shows the accuracies by taking 11, 5 and 16 

features as inputs for Convolutional Neural Networks. Figure 

3 shows the graphical representation of change in accuracies   

with respect to training percentages. 

 

 

Table 1: Accuracies in different scenarios 

 

Accuracy Percentage obtained by using different input 

feature sets as Convolution Neural Network inputs 

Training 

Percentage 

Case A: 

11 features 

Case B: 

5 features 

Case C: 

16 features 

70 66.6667 70 76.6667 

60 67.5 72.5 77.53 

50 68 68 80 

40 73.3333 73.3333 75 

30 68.5714 70 72.85 

20 71.25 72.5 75 

10 73.3333 73.3333 76.6667 

 

 

 

 

 
 

Figure 3:Accuracy graph 

 

Furthermore, true positive rate (that is moves that are correctly 

identified) and false positive rate (that is moves of vehicle that 

were incorrectly identified) were calculated and the AUC 

(Area Under Curve) graphs were plotted for all the three cases 
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: 5 features,11 features and 16 features are shown in Figures 4,  

5 and 6 respectively. The graphs further assert the previous 

accuracy graph and justifies that the results with sixteen 

features are more superior than standalone performance of 

CNN framework with five features and eleven features input 

datasets. 

 
Figure 4: Area Under Curve(5 features) 

 

 

 
Figure 5: Area Under Curve(11 features) 

 

 

Figure 6 :Area Under Curve (16 features) 

V. DISCUSSIONS AND CONCLUSIONS: 

It was analysed that the combination of  five features   

obtained from PCA and eleven  features  obtained previously 

from Best Feature Selection strategy  have yielded better 

accuracies as compared to their standalone performance .This  

shows  that PCA discovered  previously unnoticed relations 

,thus covering the dataset at full length .Its combination with 

inputs from Best Feature Selection Method   provided 

improved  information  for the  proposed model  and paved 

way for better accuracies. Furthermore, it was noticed that the 

results for this feature set combination are same for ten 

percent and seventy percent training. This indicated that the 

ability of CNN to learn   from imprecise data and finding out 

all variations before taking any decision makes it able to train 

itself well with ten percent training only. Thus, this model 

helps to achieve better accuracy rates even by training   the 

model with only ten percent of dataset. 
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Abstract—Speckle alludes to the granular models that occur 

in ultrasound images because of wave impedance. Speckle 

expulsion can extraordinarily enhance the deceivability of the 

basic structures in an ultrasound image and upgrade resulting 
post-handling. A structure for speckle removal dependent on 

fuzzy logic algorithm. The noise present in the image can coat 

and diminish the visibility of specific attributes of the items 

present inside the images. Subsequently making it unfit for 

further upgrades. There has been an examination on the de -
noising filters for long to expel the noise from images. In this 

research, we propose a unique method which beats outstanding 

techniques. 

Keywords—Image processing, Noise reduction, Fuzzy logic, 

Ultrasound images. 

I.  INTRODUCTION 

Unique image de-noising techniques [1]–[4] using 

dissimilar channels  recommended and executed in previous 
decade. A few straight and furthermore non-direct channels [5], 

[6] have been actualized for image de-noising reason utilized 

for various applications. Medicinal images [1], [7] are currently 
utilized for diagnosing the ailments in every single present-day 

clinic in regard to location of variations from the norm in 
human body with the help of a radiologist. Here, Medical 

images are accomplished using therapeutic imaging 
frameworks that give the data about the life systems, physical 

and metabolic exercises of different pieces of human body. 

The discovery and expectation of imaging is getting simpler 
by the headway in the innovation. The snappy improvement is 

a result of the necessity for more quick, exact and less 
meddlesome treatment. Trend setting innovation in radiologic 

imaging rigging has also stimulated the utilization of imaging. 
The higher assurance comes at the expense of a consistently 

growing typical number of patients. The growing number and 
nature of the pictures cripples to overwhelm radiologist's 

capacities to interpret them. In various certifiable radiologic 

practices, automated and smart images examination and 
technique [8]. 

Ultrasound imaging is a standout amongst the most broadly 
utilized imaging advances in drug. This imaging methodology 

has accomplished incredible patient acknowledgment since it is 
sheltered, quick, effortless and generally modest when 

contrasted and the other imaging modalities. It has the extra 

favorable position of convey ability and might be utilized at 

bedside, which is exceptionally helpful for emergency unit. 
Ultrasound gives gritty imaging of delicate tissues that is 

normally clouded in X-beam images. Not at all like other 
tomographic methods, has ultrasound imaging offered intuitive 

representation of the basic life systems progressively [9]–[16]. 

A. Speckle Reduction Techniques 

 Filter has critical job in image de-noising process. Utilizing 
filter system, so as to choose specific estimation of pixel in 

yield image the neighbor pixels additionally take an interest. A 

few techniques have been utilized to decrease the speckle 
impact on ultrasound images. It comprises of a window moving 

over every pixel in the picture and applies a scientific count 
and substitutes for the estimation of the focal pixel under the 

window. The window moves along the picture one pixel at any 
given moment until it covers the whole image. The section 

below shows the different filtering techniques used widely in 
the literature. 

 Mean Filter - It is a conventional technique for 

separating. A mean channel [14] follows up on an 
image by smoothing it. i.e., it decreases the variety as 

far as force between adjoining pixels. The mean filters 
are a key moving window moving filters, which 

replaces the middle an inspiration in the window with 
the common of all the neighboring pixel respects 

including that inside respect. It executed with a 

convolution shroud, which gives an outcome that is a 
weighted total of the estimations of a pixel and its 

neighbor pixels. It is known as a straight channel. The 
spread or bit is a square. Conventional channel 

approach is neighborhood average technique. The 
focal thought of this method is to supplant lessen scale 

estimation of the middle pixel by run of the mill 

estimation of neighborhood pixel diminish scale. It 
used to diminish AWGN, yet it can cause obscuring 

impact. 

 Median Filter - The median filter is performed by 

taking the degree of most of the vectors inside a cloak 
and orchestrated by the degrees. The pixel with the 

center significance is then used to displace the pixel 
pondered the center channel is appointed an 

immediate channel. It works exceptionally to cover 

the Salt and pepper racket. A middle channel goes 
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under the class of nonlinear channel. It is like way 

looks for after the moving window standard, similar to 
mean channel. A 3× 3, 5× 5, or 7× 7 bit of pixels 

moved over the whole picture. First the focal point of 
the pixel respects in the window is taken care and a 

short time later within pixel of the window is 
superseded with the figured center regard. Check of 

Middle is done as first masterminding all the pixel 

regards from the incorporating neighborhood. 

II. FUZZY RULES 

The histogram adaptive fuzzy (HAF) filter is especially 

powerful to expel profoundly indiscreet noises while ensuring 

edge sharpness. This is rehearsed through a fluffy smoothing 
channel created from a ton of fluffiness In the event that made 

from a lot of fluffiness If rules, which substitute adaptively to 
control the yield mean squared goof as information histogram 

estimations change. A calculation is to use (debased) input 
histogram to pick parameters for the close-by impeccable 

comfortable intrigue limits. Advancement of the HAF channel 

incorporates three phases: (1) describe cushioned sets in the 
data space, (2) manufacture a ton of On the off chance that 

norms by combining input histogram experiences to outline the 
feathery support limits, and (3) assemble the channel subject to 

the course of action of standards. Not at all like various neuro-
soft or fuzzy neuro channels, where a subjective strategy is 

used to pick starting enlistment capacities with respect to 
coming about extended getting ready, HAF can achieve close 

perfect execution with no preparation. 

A. Technique 

For the issue of excitement here, we expect an info dark 
image estimated 512×512 and a pixel power from 0 to 255. 

With flexible histogram approach for instance Histogram 

Versatile Channel (HAF), a fluffy method of reasoning-based 
procedure proposed to remove noise from innovative images. 

In this technique, we pick whether a pixel is disorderly or not 
established on the power of the pixels including the given 

pixel. For the said errand, we structure a fuzzy interface 
framework (FIS) that takes two wellsprings of information and 

produces one yield as showed up in Figure 1. The fundamental 

data taken by the FIS is qualification of within pixel and the 
pixel vertically on a dimension plane going before it. Second 

data within pixel and the pixel vertically on a dimension plane 
succeeding it. Figure 2. shows work publication supervisor for 

the FIS. Sugeno sort out is used to make the fuzzy meas ures. 

Figure 2. demonstrates the rule editor for MATLAB tool. 

The pixel is viewed as an uproarious pixel whenever input 1 

and information 2 i.e.; the distinctions of focus pixel with its 
neighboring pixels is higher. There are 49 rules executed in our 

work as appeared in the standard editorial manager. 

 

                       Figure 1. FIS with input and output  

 

                              Figure 2. Rule Editor 

III. PROPOSED WORK 

The proposed work will give the effective filter, which 
expels the noises from dim scale image, and function 

admirably than other existing methods. To expel more than one 
noise from image, essential conventional that is established 

filters, mean filter and middle filter are joined. The proposed 
strategy fuses the fuzzy rationale procedures alongside the 

customary direct and nonlinear channels which makes it 

adaptable and thus ready to diminish more than one kind of 
noise.  

The noise present in the image can coat and decrease the 
detectable quality of explicit characteristics of the articles 

present inside the image. Consequently, making it unfit for 
further updates. There has been an investigation on the de-

noising channels for long to oust the noise from image. In our 

proposed the fuzzy set up channels which empties more than 
one kind of commotions from pictures. Traditional mean and 

center channels joined to empty more sorts of noises. 
Execution of the channel is differentiated, and various channels 

and the proposed technique beats existing methodologies. The 
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work proposed here related to the headway of a novel fluffy 

histogram versatile channel to diminish noise from automated 
images. The proposed procedure is better than other surely 

understood traditional strategies accessible for a similar reason. 
Fuzzy set is crisp sets calculated applying certain conditions 

corresponding to fuzzy set. This process known decussation. 
The field of the restorative image de-noising is extraordinary 

accentuation in different uses of ultrasound images. The aim of 

our proposed work are as follows: 

 To remove the noise from an ultrasound image. 

   To improve the accuracy.  

   The algorithm used in proposed work are fuzzy 

logic alpha trim. 

 
The proposed work is based on the fuzzy logic algorithm 

that works on the basis of fuzzy rules . They consist of two 

networks namely; mamdani and sugeno networks. With the 

help of these networks fuzzy rules are created. There are 49 
rules IF-THEN that works based on various membership 

functions. The Mat lab codes works as initialize the screen and 
read the input image, if image is rgb convert that into gray 

scale and after add speckle noise to the input image. With the 
help of sugeno based network edges are weighted as linguistic 

variable and detect the resolution of the particular image. 

Update the mean and median values and also calculate the 
performance parameters. Thus, by PSNR values are compared 

with the existing system. 

A. Step by Step Procedure 

With the help of fuzzy logic algorithm, the following steps 
are followed: 

Step-1: Input image and reads 

Step-2: Adding noises in Input Image 

Step-3: Create the fuzzy logic-based network 

Step-4: Fuzzy Membership function is defined i.e. F(i, j) 

Step-4: Calculate the weights of Edges in Image 

Step-5: Restoration term for detected noise pixel is computed 

at Edges using Fuzzy Rules. 

Step-6: Delete the d/2 largest and d/2 smallest grayscale values. 

Step-7: Take Median for rest of grayscale values.  

Step-8:Update the median values for every rows and columns. 

Step-9: Reconstruct the de-noised Image 

Step-10:Calculate the performance parameters like 
MSE,PSNR,SC,etc. 

IV. EXPERIMENT  

 

INPUT 1: a synthetic speckle noise model corrupts 
synthetic image input.  

 

                 Figure 3. (a) input image (b) Noised image 

INPUT 2: Despeckled results with fuzzy logic alpha trim 

   
Figure 4. (a) Input image (b) Noised image (c) De-noised image 

 

INPUT 3: Comparing on medical images  

    

   Figure 5. (a) input image (b) Noised image (c) De-noised image 

INPUT 4: Comparing speckle reduction on the image with 

different methods. Here we are comparing performance 
parameters like PSNR, FOM ,SC UIQ etc with the existing 

system. 
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Figure 6. (a) input image  (b) SRAD (c) SBF (d) OBNLM (e) ADLG (f)   
NLMSL (f) LR (g) proposed work  
 

Table 1. Quantitative comparison for results at sigma value of our proposed 
work at 0.35 

   

 PSNR FOM UQI SSIM VIF 

SRAD 27.7 0.4581 0.0965 0.9237 0.2730 

SBF 28.3 0.5238 0.1970 0.9455 0.3618 

OBNLM 29.70 0.5207 0.1246 0.9484 0.3564 

ADLG 30.05 0.7423 0.1318 0.9611 0.4138 

NLMLS 30.315 0.7794 0.3951 0.9548 0.540. 

LR 32.719 0.9242 0.6933 0.9812 0.6964 

Proposed 38.578 1.0163 0.95 0.9661 1.082 

 

GRAPH FIRST: Comparison between PSNR values with 

existing method and our method  

 

 
 

GRAPH SECOND: Comparison between FOM, UQI,SSIM 

and VIF values 

 
 
Table 2. Comparison of PSNR values for de-speckled results for results in 
figure at different noise levels. 

 s
2
s = 0.15 s

2
s = 0.2 s

2
s = 

0.25 

s
2
s = 0.3 

SRAD 27.64 25.56 25.08 23.75 

SBF 27.75 26.04 25.65 23.89 

OBNLM 28.68 26.27 25.90 24.11 
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ADLG 28.97 27.08 26.56 24.59 

NLMLS 29.14 27.98 27.13 26.48 

LR 30.77 29.60 28.42 27.61 

Proposed 38.6684 38.64 38.62 38.60 

GRAPH THIRD: Comparison of PSNR values of de- speckled 

results. 

 
 

INPUT 5:  Speckle decrease on a ultrasound with polycystic 

liver 

   

   
 

   
 

   
Figure 7. (a) input image  (b) SRAD (c) SBF (d) OBNLM (e) ADLG (f)   

NLMSL (f) LR (g) proposed work  

 

 

 
Table 3: Comparison of Performance parameters values for de-speckled 

results for results in figure at different noise levels. 

 s2
s = 0.15 s2

s = 0.2 s2
s = 

0.25 

s2
s = 

0.3 

PSNR 41.1937 41.1713 41.148 41.12 

 

 

 

 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2153



GRAPH FOURTH: Examination of speckle decrease on a 

ultrasound picture with polycystic liver (PSNR) values. 

 
 

INPUT 6:  Comparing speckle reduction on an ultrasound 

image with a malignant papil tumor in bile duct. 

    

 
Figure 8. (a) input image (b) Noised Image                              

    
                                              (c)  Denoised Image      

 
Table 4: Comparing speckle reduction on an ultrasound image with a 

malignant papil tumor in bile duct at different noise levels.                   

 s2
s = 0.15 s2

s = 0.2 s2
s = 

0.25 

s2
s = 

0.3 

PSNR 39.7411 39.7187 39.69 39.67 

 

GRAPH FIFTH: Comparing speckle reduction on an 

ultrasound image with a malignant papil tumor in bile duct  at 

different noise levels 

 

s2s = 0.15
s2s = 0.2

s2s = 0.25
s2s = 0.3

39.62

39.64

39.66

39.68

39.7

39.72

39.74

39.76

PSNR

s2s = 0.15

s2s = 0.2

s2s = 0.25

s2s = 0.3
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V. CONCLUSION 

     It is obvious from the outcomes area that the proposed 

procedure beats the outstanding de-noising channels called 

Mean channel and fuzzy channel. The proposed method, as 

it depends on fluffy rationale, is knowledgeable in dealing 

with the dubiousness of information contained in noisy 

digital images. Both quantitative and qualitative 

assessments on different manufactured and clinical images 

show that our strategy can adequately evacuate speckle and 

better save highlights contrasted and the cutting-edge de-

spotting procedures. This procedure has improved the noises 

evacuation execution and reclamation systems. The 

proposed technique’s performance is observed through 

computing de-noised images’ PSNR value. 

    In future, segmentation comparison can be done different 

algorithm can be used to achieve better results. This work 

can be additionally improved to de-noise the other kind of 

images, too, as RGB, Indexed and Binary images. 
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Abstract—Computer vision methodologies has been 

predominantly used for solving number of problems 

related with pattern recognition, machine vision, object 

detection, object classification and many more. This 

terminology along with soft computing approaches have 

proven to be a solution for various complex problems. 

But, in recent time it has been noticed that when 

conventional methods incorporated with optimization 

methods, the result achieves higher accuracy and also 

lessens the computational time. These Nature inspired 

algorithm (NIA) or Bio-inspired methods have been 

espoused in the number of applications for finding an 

accurate solution working with real-time or complex 

data. Image segmentation is one of them. It is the practice 

of separating an image into its constituent subparts in 

order to extract some meaningful information from it. 

There are number of methods used for performing 

segmentation. In this paper our aim is in studying one of 

the optimization method named as Bacterial Foraging 

Optimization Algorithm (BFOA). This method is then 

used for initializing the weights for Artificial Neural 

Network (ANN) that is deployed for image segmentation. 

Finally, when the results are compared with the other 

methods shows the efficiency BFO-ANN method.  

Keywords—Bacterial Foraging Optimization, Image 

segmentation, Image processing, Nature inspired 

algorithms. 

I. INTRODUCTION 

In image processing, image segmentation or object 

extrcation is the preprocessing and important step 

frequently used in the number of applications for 

partitioning an image in extracting a meaningful 

region of interest or object from given the images. It 

further helps in making an image easier to analyze and  
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interpret useful information. This process of 

partitioning an image is carried out based on some 

homogeneous characteristics of an object. The level of 

segmentation is the process to be carried out until the 

desired object has been segmented. The application of 

segmentation can be found in medical images for the 

segmentation of tumor from magnetic resonance 

images, pedestrian segmentation from the real-time 

images, land-water segmentation from satellite 

images, disease segmentation from the agricultural 

images, handwritten digit or character recognition 

etc.[1]-[5].  

Image thresholding is the most simple and commonly 

used process for separating an image into its 

consequent parts background and foreground (i.e. 

object or region of interest). This process is carried out 

for binary images depending on the thresholding 

parameter known to be T. Each pixel whose values are 

less than to threshold value T will be assigned to black 

pixel (background) and pixels greater than T value will 

be assigned to the white pixels (foreground or object). 

Finding an optimal thresholding value for partitioning 

an image is a complicated task to perform. This 

threshold value is varied until the desired region of 

interest has been segmented [2][4]. More importantly, 

it is a major concern when performing multilevel 

image thresholding. That is when segmentation has to 

be carried out for partitioning an image into different 

regions of interest or extracting multiple objects. In 

this case, optimal various threshold values have to be 

chosen for extracting multiple objects.  

Generally, bi-level or multilevel segmentation is 

carried out with the help of Kapur or Otsu entropy 

functions. These functions are depended on the 
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evaluation of the histogram information and objective 

function for generating an effective optimal value. But 

this process results in enhancing the computational 

burden when opted for multilevel thresholding values 

generation. Nature-inspired algorithms have shown 

great efficiency in providing an optimal solution in 

solving the number of complex problems. The 

heuristic algorithms like Artificial Bee Colony, 

Cuckoo Search, Genetic Algorithm, Firefly 

Algorithm, Particle Swarm Optimization, Bacterial 

Foraging Optimization etc. has been effectively 

applied in solving the thresholding problems [2][4].   

Some of the work includes in [6] Artificial Bee Colony 

(ABC) is used for searching optimum cluster centers 

for Fuzzy c means algorithm, in [7] for maximizing 

different objective functions of methods like Kapur’s 

entropy, Tsallis entropy, Otsu’s method, Shannon 

entropy, Renyi entropy the optimal thresholding value 

is calculated by using Bat Algorithm (BA), in [8] 

Crow Search optimization Algorithm (CSA) is used to 

find out the centroid of the clusters for the Fast Fuzzy 

C Means algorithm, in [9] the weight of the Feed 

Forward Neural Network is rationalized by Genetic 

algorithm (GA) for stated iterations,  in [10] Spider 

Monkey Optimization (SMO) is used for the purpose 

of feature selection, in [11] RBF Network is optimized 

for the structure selection using the GA and Particle 

Swarm Optimization (PSO), in [12] have used 

bacterial foraging optimizing algorithm for assigning 

the weight to the feedforward neural network, in [13] 

PSO is used for the training of backpropagation 

network, in [14] Ant colony optimization is used for 

selecting best discriminant features improving results 

using support vector machine, in [15] used Firefly 

Algorithm (FFA) is used for the optimal number and 

center selection of the Radial basis function network, 

in [16]  Whale Optimization Algorithm (WOA) is used 

for dividing the image into predefined cluster, and so 

on. 

 

These optimization techniques result in improving the 

accuracy of the results and also reducing the 

computational efficiency of the proposed system. 

Therefore, this work aims in studying and presenting 

various applications of one such nature-inspired 

algorithm known as BFOA for the segmentation of 

images. Followed by introduction in section 1, section 

2 presents the literature review with outcomes, in the 

next section 3, the concept and theory behind the BFO 

are introduced, section 4 presents the results, and 

section 5 concludes this article followed by the 

references.  

II. RELATED WORK 

The various studies related with the image 

segmentation or object extrcation incorporated using 

Bacterial foraging optimization algorithm are listed in 

Table I.

 

TABLE I. LITERATURE REVIEW 

Authors Applications of Bacterial Foraging Optimization Algorithm (BFOA) Year 

Mohammad Mahdi 
Dehshibi et al. in [1] 

For improving the accuracy of the segmentation the optimum parameters of Otsu and Kapur 
functions are calculated. 

2017 

Nandita Sanyal et al. in 
[5] 

In this work, the BFOA has been used for optimizing the fitness function of fuzzy entropy. During 
the foraging of bacteria in exploration or exploitation state the algorithm varies the run length unit 

parameter. This causes the movement of bacteria between exploration or exploitation state during 

the execution phase.  

2011 

Ismail Ahmed A. AL-
Hadi et al. in [12] 

BFO is used for the learning process of the Feedforward neural network to increase the 
convergence rate and accuracy. The best bacterium members representing the optimum weights 

are used with the testing of network for calculating the errors of the weights using different data 

patterns. 

2011 

Kezong Tang et al. in 
[17] 

Authors have worked on improving the solution by enhancing global searching ability the 
convergence rate of the algorithm. So, in this work for obtaining the optimal values the Tsallis 

thresholding functions are maximized.  

2017 

Anitha Vishnuvarthanan 
et al. in [20] 

The cluster center of the Modified Fuzzy K - Means algorithm is updated in identifying optimum 
threshold value using BFOA. 

2017 

Nandita Sanyal et al. in 

[21] 

By limiting the population and varying the number of chemotactic steps BFO achieves optimal 

solution and also computational burden of the proposed method is reduced.  

2014 
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Yongsheng Pan et al. in 

[22] 

BFO is used to find the edges by tracking the movement of bacteria. In this the gradients of 

intensities are marked as the nutrient rich location and propel the bacteria to forage in that nutrient 

concentration by mimicking the behavior of E. Coli. 

2017 

Yang Liu et al. in [23] The cell to cell conversation and self-adaptive foraging approach in BFO is used for finding the 

optimal thresholding values.   

2015 

Anitha Vishnuvarthanan 

et al. in [24] 

The optimal threshold value generated by using BFO is used for re-clustering the cluster output 

from the modified Fuzzy C Means.  

2018 

P.D. Sathya et al. in [25] The accuracy and the computational efficiency is improved by using BFO for performing 

multilevel thresholding with the help of Minimum Cross Entropy (MCE) method. 

2011 

Jyotika Pruthi et al. in 

[26] 

The fitness function of the OTSU method is defined by using BFO for the segmentation of optic 

disc from retinal images. 

2018 

Anitha Narayanan et al. 

in [27] 

The optimized cluster heads for the modified Fuzzy c means algorithm is obtained with the help of 

BFO. 

2018 

Mohamad Amin 

Bakhshali et al. in [28] 

BFO is used for finding the optimal thresholding values for the Kapur and Otsu method in 

performing color lip segmentation. 

2014 

A. Sasithradevi et al. in 

[29] 

Optimal thresholding value is obtained by using BFO for image segmentation.  2014 

Hong Wang et al. in [30] Best feature subset from the database with variable dimensionality has been selected with the help 

of BFOA . 

2017 

S. S. Chouhan et al. in 

[31] 

Authors have presented the various studies for the theories of computer vision in plant pathology. 2019 

U. P. Singh et al. in [32]  Convolutional neural network has been used for the classification of mango leaves among healthy 

and diseased ones. 

2019 

 

 

A. OUTCOMES 

Bacterial Foraging Optimization (BFO) algorithm has 

been adopted in number of applications in image 

processing. This includes multilevel segmentation for 

color images, face recognition, lip segmentation, 

classification and identification of diseases from plant 

leaf images, segmentation of pedestrian and many 

more. It has been observed from the literature that 

optimizing the algorithm with the help of BFO results 

in better segmentation results. This confines the 

computational burden of the algorithm being used thus 

increases the efficiency of the algorithm when 

compared with the other optimization algorithms. 

Some of the features of optimization with BFO are 

given as under: 

1.  Finding the optimum parameters (thresholding 

values) for the functions like Otsu and Kapur results in 

improving segmentation performance. 

2.  Selection of optimum weights or initial weights 

helps the learning process of the neural networks, thus 

achieving higher convergence rates and accuracy.  

3. With the help of optimization, the cluster heads or 

optimal cluster values are obtained for the methods 

like Fuzzy C Means or K-Means.  

4. BFO has been used for finding the best feature 

subset from the database. 

5. BFO has been used to find the edges of an object by 

the letting movement of bacteria placed at the rich 

nutrient location that is boundaries.   

III. STANDARD BACTERIAL FORAGING 

OPTIMIZATION (BFO) 

Animals when compared with a high sense of 

foraging, animals with a low sense of foraging 

behavior are having the high probability to extinct. 

Echerichia coli (E.coli) bacteria have one such 

imperative and captivating activity of food searching. 

They have the property of moving in the direction of 

food or nutrients without actually coming close to 

other cells and also avoiding the other noxious matters.  

Proposed by Kevin Passino (2002), BFO algorithm is 

a nature-inspired algorithm stimulated by the group 

foraging behavior of bacteria like Echerichia coli. The 
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bacteria searches for the nutrients in the search space 

taking small steps moving towards or away from the 

signal engendered. Initially, this method was 

developed for distributed optimization and control, but 

later it has confirmed to be an effective optimization 

solution in the number of real-time applications for 

improving convergence speed and accuracy [17]-[19]. 

BFO can be summarized in four basic steps given as 

[19]: 

1. Search for the nutrient or food rich location. 

2. Choosing whether to enter into the existing rational 

nutrient location or not. 

3. If new nutrient location is entered then 

accomplishing thorough and careful foraging. 

4. After consuming some nutrient or food then 

deciding, whether to enter into the new nutrient-rich 

location or continue in the same location.   

These four basic steps are abridged into four stages 

known as 1. Chemotactic, 2. Swarming, 3. 

Reproduction, and 4. Elimination or Dispersal [17]-

[19]. Following we will briefly describe the mentioned 

stages 

1. Chemotaxis: This is the first phase of the algorithm. 

In this phase, the bacteria (E. Coli) starts tumbling to 

change its direction for period of time. After this initial 

step, the bacteria are moved to a step size. At this point 

if the bacteria finds rich nutrient location then it will 

keep swimming in the same direction otherwise it 

stops. Mathematically, if we consider that θ is the 

position of bacteria E.coli and 𝜃𝑧(𝑎, 𝑏, 𝑐)= 𝑧𝑡ℎ 

bacterium in 𝑎𝑡ℎ  chemotaxis, 𝑏𝑡ℎ = reproduction, 𝑐𝑡ℎ  

= elimination – dispersal method. Then the tumbling 

is given by the equation: 

𝜑(𝑧) =
∆(𝑧)

√∆(𝑧)𝑇∆(𝑧)
 

(1) 

where ∆(𝑧), 𝑧 = 1, 2, … 𝑆 is a random vector. Each 

element ∆𝑚 (𝑧), 𝑚 = 1,2, … , 𝑝 of ∆(𝑧) is a random 

number between -1 to 1. S is the number of bacteria.  

The bacteria updating equation is given by  

 𝜃𝑧(𝑎 + 1, 𝑏, 𝑐) =  𝜃𝑧(𝑎, 𝑏, 𝑐) +   𝐶(𝑧) 𝛷(𝑧) 

(2) 

where 𝐶(𝑧), 𝑧 = 1,2, … . , 𝑆 is the moving step size in 

the swimming phase [17] [18].  

2. Swarming: Swarming is the process of signaling or 

passing messages between cell to cell. This has two 

possible scenarios first if a bacteria founds nutrient 

rich location then it passes the signals or chemical 

substances attracting other bacteria and in the second 

case if no nutrient is found and bacteria starts dying 

the they release signal to repel from that bacteria or 

location. This behavior of the bacteria is given by the 

following equation.     

𝐽𝑐𝑐(𝜃,  𝜃𝑧(𝑎, 𝑏, 𝑐))

=  ∑ [−𝑑𝑎𝑡𝑡𝑟𝑎𝑐𝑡 exp (−𝑤𝑎𝑡𝑡𝑟𝑎𝑐𝑡 ∑(𝜃𝑓 − 𝜃𝑓
𝑧)2

𝑝

𝑓=1

)]

𝑠

𝑧=1

 

                                     

+ ∑ [ℎ𝑟𝑒𝑝𝑒𝑙𝑙𝑎𝑛𝑡 exp (−𝑤𝑟𝑒𝑝𝑒𝑙𝑙𝑎𝑛𝑡 ∑(𝜃𝑓 − 𝜃𝑓
𝑧)2

𝑝

𝑓=1

)]

𝑠

𝑧=1

 

(3) 

where 𝜃 =  [𝜃1, . . , 𝜃𝑝]𝑇 = bacterium optimization 

domain, 𝜃𝑓
𝑧 = 𝑓𝑡ℎ  component of the 𝑧𝑡ℎ bacterium 

position 𝜃𝑧. 𝐽𝑐𝑐(𝜃,  𝜃𝑧(𝑎, 𝑏, 𝑐)) = cell to cell 

communication value that is to be added to the result 

of the fitness function in the chemotaxis phase 𝑗. 𝑝 = 

number of problem dimension, 𝑆 = number of bacteria, 

𝑑𝑎𝑡𝑡𝑟𝑎𝑐𝑡 , 𝑤𝑎𝑡𝑡𝑟𝑎𝑐𝑡, ℎ𝑟𝑒𝑝𝑒𝑙𝑙𝑎𝑛𝑡, and 𝑤𝑟𝑒𝑝𝑒𝑙𝑙𝑎𝑛𝑡  = the 

different coefficients which represents the strength of 

attraction or repulsion. Considering the swarming 

effect the fitness value of 𝑧𝑡ℎ bacterium [17] [18] is 

given by  

𝐽 (𝑧, 𝑎, 𝑏, 𝑐) = 𝐽 (𝑧, 𝑎, 𝑏, 𝑐) + 𝐽𝑐𝑐(𝜃,  𝜃𝑧(𝑎, 𝑏, 𝑐)) 

(4) 

3. Reproduction: After chemotactic steps (𝑁𝑐), 

reproduction step is initialize. Let us assume that 𝑆 be 

a positive even number, so 𝑆𝑟  is the number of 

population that splits or reproduce into two having rich 

nutrient value. Given by 

𝑆𝑟 =
𝑆

2
 

(5) 

The accumulated cost of the bacteria is given by its 

health. When the accumulated cost is higher it means 

that the bacteria does not receive enough nutrients 

during its lifecycle of foraging. This means that the 

bacteria is unhealthy and will not get reproduce. The 

bacteria are then sorted according to their health in 
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descending order starting from the 𝑆𝑟  least bacteria to 

𝑆𝑟  healthiest bacteria. In this process, the least bacteria 

dies and healthy bacteria splits into two and placed at 

the same location [17] [18].    

4. Elimination or dispersal: Because of the abiotic 

factors like rise in temperature some bacteria tends to 

die. This process has been replicated by the 

elimination or dispersal of some bacteria with a 

probability of 𝑃𝑒𝑑. On the other hand there is 

possibility of random generated bacteria for 

replacement [17] [18].  

 

IV. RESULTS 

The results were evaluated working on a system with 

4GB RAM, i3 processor, 1TB HDD with the 

MATLAB 2017b environment. A real time dataset has 

been acquired for the images consist of about 240 

images. First, the collected images has been 

preprocessed and divided among the training and 

testing dataset. Then for the segmentation work, we 

proposes an amalgamation of neural network with 

nature inspired algorithm for image segmentation. For 

this purpose a simple artificial neural is considered 

whose initial weight and training procedure has been 

optimized with the help of bacterial foraging 

algorithm. The plant leaf images are collected 

randomly for evaluating the performance of the 

proposed framework. Figure 1 shows the segmentation 

performance of the proposed work. The results are 

compared with k-means and ANN for two evaluation 

parameters known as Dice Similarity Coefficient 

(DSC) and Jaccard Coefficient (JC).  Table II shows 

the segmentation results.  

 

  
 

 

  
 

 

Figure 1. Segmentation results 

TABLE II. RESULTS FOR DIFFERENT METHODS 

Images Image 1 Image 2 

Algorithms  DSC JC DSC JC 

k-means 0.7579 0.7614 0.7618 0.7520 

ANN 0.8012 0.8111 0.8137 0.8145 

BFO-ANN 0.8679 0.8596 0.8522 0.8539 

 

 

V. CONCLUSION 

This work presents, the importance of optimization 

technique for image segmentation. Bacterial Foraging 

Optimization is one of the best optimization methods 

belongs to the family of nature-inspired algorithms. 

This approach of finding an optimal solution has 

overcome the computational overhead and also 

improves the performance of the algorithms or 

methods. This hybridization of the bio-inspired 

algorithm also overcomes the problem of traditional 

approaches in dealing with complex data. Thus for 

attaining higher convergence rates and accuracy, it’s 

been noticed that an optimization phase has to be 

espoused. 
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Abstract— In this paper, we have proposed high speed 

Advanced Encryption Standard (AES) hardware architecture 

by using parallelism in the process. National Institute of 

Standards and Technology (NIST) cases are predefined inside 

the module will be selected by test case bits, according to test 

case bit selection, the key and input will be selected, and 

module generate corresponding output and clock cycles 

reduces to 44 cycles. AES Algorithm synthesized using VHDL 

Code and targeted into FPGA. For Synthesis and Simulation 

Xilinx Design Suit Version 14.7 is used. The design has been 

Successfully tested on ARTIX-7 FPGA. 

Keywords— NIST, AES, VHDL, FPGA, ARTIX-7. 

I. INTRODUCTION 

The Advanced Encryption Standard (AES) is an authorized 

cryptographic algorithm which can be used to secure 

delicate digital information that are sensitive. AES 

algorithm has used for Encryption and Decryption of 
information. The algorithm is designed to use 128, 192, 256-

bit cryptographic keys to encryption and decryption 

information. Before AES, the Data Encryption Standard 

(DES) was standard for encryption [1]. The innovative way 

to implement algorithm on hardware speed and resource 

utilization has been main concern to researchers for 

implementing AES design. This structure includes a looping 

method with 128-bit block and key size. The AES algorithm 

implemented using VHDL coding in Xilinx 9.2 [2], 

throughput reaches in this implementation up to the value of 

352 Mbit/sec for both encryption and decryption process 

with device XCV600 of Xilinx Virtex family. Another 
model has been coded in Verilog and synthesized on 

Quartus 9.0 (Model Sim) has latency of encryption and 

decryption process is 51 clock cycles each, throughput 

reaches to 1054 Mbit/sec and 615 Mbit/sec for respective 

process [3]. 

                                  An implementation of high-speed 

algorithm based on FPGA; to improve the safety of data in 

transmission the design used parallel processing and 

pipelining approach, this design targeted on VIRTEX-5 

FPGA [4]. The design shows the efficient use of inter-round 

and intra-round pipeline [5]. The architecture not store 
round keys and currently calculated accordance that AES 

algorithm used, this design is made to reduce hardware 

structure and used where low throughput is required [6]. A 

design has been implemented on Xilinx Spartan-3 FPGA 

and decrypts on PC, VHDL code synthesized by using 

Xilinx 8.2, uses 1403 slices and operates at 2059 Mbps 

(throughput) [7]. 

                               In proposed work, we are using 

Encryption block, Decryption block and clock generating 
block to simulate, synthesize and implement the 

architecture. Clock generation block generates limited 

number of clock cycle to operate overall architecture and it 

reduces latching problem in design. The architecture uses 

pipeline methodology and parallel processing to reduce time 

cycle. 

                              The generic design and modified design 

are tested with NIST cases by comparing the result we can 

say that the design modification not affect the behavior of 

the architecture. This design is simulated and synthesized on 

Xilinx platform and implementation on Artix-7 platform.  

 

II. PROPOSED DESIGN ARCHITECTURE 

 

In proposed Design, Fig.1 shows the design of AES Block 

which contains 128-bit registers, Mux’s, Flip-flop and 

counter, all these digital circuits have respective uses. The 

final output that of 8-bit LSB of 128 bits displaying in 

FPGA. Fig.2,3,4 and 5 are submodules of AES Block. Fig.2 

describes the clock, how to generate in proposed design. 

Fig.3 is basis block of Encryption that have inputs and 

outputs have describes in submodules section.  Fig. 4 shows 

Encryption process in AES, how these four operations (sub 
bytes, shift rows, mix column and add round key) performs 

in AES. Fig.  5 basic block of Decryption, encrypted output 

is decrypted. Fig. 7 shows decryption process.  

  

               The AES-128 module consists of clock generator 

circuit, encryption block, decryption block and key 

expansion block. The overall inputs to module are clock, 

reset, test cases (T2, T1, T0) and output are operation_done. 

                             In this module NIST cases are predefined 

in registers and selected with the help of test cases (T2, T1, 

T0) through MUX logic. In a test case selection, accordingly 
data and key are selected and pass to the data and key 

register respectively. Data Register available to the 

Encryption block and Key Register available to Key 

Expansion block. Firstly, process start with reset pulse to 

reset the block and initial mode (00) is set after the 

AES_START is high which start clock generator to 

synchronize the module and with initial mode (00) key 

expansion process start, it expands key to ten unique key 
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which are used for encryption and decryption process. When 

the process has completed, it has indicated by OPERATION 

DONE pulse and mode change to 01 with the pulse. 

Encryption process start with mode (01), use data and key as 

input and process them for ten rounds to generate output 
(cipher data). When the process has completed, 

OPERATION DONE pulse is high and mode change to 10 

with the pulse. Decryption process start with mode (10), 

encrypted data and key given as input and generate output. 

When the process has completed, OPERATION DONE 

pulse is high. At the last, decrypted last 8 bit shown in the 

FPGA LED’s. 
                  

             

 

                                              Fig. 1 – Design Architecture of Module  

 

 

Above Designed Architecture to test the Encryption and 

Decryption module on one test bed with clock 

synchronization. After the modules perform Encryption 

and Decryption, the LSB bits (8 bits) of 128 plain text 

displayed on the FPGA board, to check authenticity of the 

architecture. 
 

III.   SUB MODULES OF ARCHITECTURE 

1) Clock Generator Circuit :-   

 
                     Fig.2 - Clock Generator 

 

This circuit contains D flip-flop, AND gate and Counter. 

When RESET pulse high it works as Clock to D flip-flop 

and Set the output of flip-flop. The output of flip-flop is 

one of the inputs of AND gate and it allows to pass the 

Clock to AES Block and start the Counter. When the 
Counter reaches the set count it generates RESET pulse 

(RST) to reset the counter and flip-flop, it reset the output 

of flip-flop and clock to AES Block terminated. 

 

2) Encryption Block: - 

 

Number of rounds in AES process which depends on 

length of Key, for Key Length of 128 bit, rounds are to be 

10. Key Length defined in Bytes. Using Rijndael’s Key 

Schedule each round has separate key which is derived 

from Cipher Key. 
 

In Encryption Block, Plain Text (data) and Key are given 

Inputs according to Control Signal. At time, when Key 

Load is active, Key Expansion block start processing the 

Key and generates Keys for 10 rounds of processing. Start 
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signal start the Encryption Process with synchronization 

of system clk 

 
Fig.3 – Encryption Block 

 

 

 
 

Fig.4 – Encryption Process 

 

First Nine rounds of Encryption Algorithm consist of the 

following steps: 

a) Add Round Key 

b) Sub Byte 

c) Shift Row 

d) Mix Column 

Tenth round of process does not have the Mix Column 

operation. According to Key Length Encryption Process 

performed by doing appropriate number of rounds. 

 

Encryption Process run parallelly with Key Expansion 

block and Key Expansion block gives the current stage 

key to encryption block in synchronization with clk. 
 

3) Decryption Block: - 

 

In Decryption block, encrypted text and key are given as 

inputs according to control signal. When key load signal 

active, the Key Expansion block start processing the key 
and generate keys for 10 rounds of processing and start 

signal start the decryption process in synchronization with 

system clk.  

 

There are four different operations are used in AES, out of 

these one is permutation and three are substitution. 

 

 
Fig.5 – Decryption Block 

 

128-bit encrypted data and 128-bit key are inputs to 

decryption block, a part of that start and key load signals 

uses as inputs, system clock to run the overall process and 

timing utilization. 128-bit plain data are expected output 

and signal done uses as a output to complete the 

decryption. AES Decryption process block describes 

overall process in next section.      

 
Decryption Process follows the same stages in reverse 

order. 

The first nine rounds of Decryption Process consist of 

following steps: 

a) Inverse Sub Bytes. 

b) Inverse Shift Rows. 

c) Inverse Mix Columns. 

d) Inverse Add Round Key. 

 

Tenth round does not have Inverse Mix Column 

Operation. 
 

The Decryption Process run parallelly with Key 

Expansion block and key expansion block gives the 

current key to decryption block in synchronization with 

system clk. 
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Fig.6 – Decryption Process 

 

 

IV. RESULTS 

FPGA Simulation results show the similarity between 

analysis and hardware representation. the details of Xilinx 

tools used tabulated below: 

 

  

Family Artix7 

Device XC7A100T 

Package CSG324 

Synthesis Tool XST (Verilog/VHDL) 

Simulator ISim (Verilog/VHDL) 

Preferred Language VHDL 

 

Table 1 – Xilinx Tools Used 

 

The Parallelism used in the architecture is such that the 

Key Expansion and Encryption block is operated in 

parallel with the delay of one clock cycle. Latency of 

Encryption and Decryption 51 clock cycle [3]. In new 

architecture, the latency comes down to 44 clock cycle

 

 
 

Fig.7 – Simulation Waveform of AES BLOCK 

 

 
 

Fig.8 – Simulation Waveform of Encryption Block 
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Fig.9 – Simulation Waveform of Decryption Block 

 

Target Device: XC7A100T-3-CSG324 (ARTIX-7) 

Timing Summary: 

--------------- 

Speed Grade: -3 

 

   Minimum period: 3.659ns (Maximum Frequency:  
273.289MHz) 

   Minimum input arrival time before clock: 4.431ns 

   Maximum output required time after clock: 0.668 

Logic Utilization Used 

Resour

ces 

Available 

Resources 

Resource 

Utilization 

Number of Slice 

Registers 

811 126800 0% 

Number of Slice LUT’s 2814 63400 4% 

Number of fully used 

LUT- FF pairs 

718 2907 24% 

 

Number of bonded 

IOB’s 

135 210 64% 

Number of Block 

RAM/FIFO 

2 135 1% 

Number of 

BUFG/BUFGCTRLs 

2 32 2% 

 

Table.2 - Device utilization summary (ARTIX-7) 

 

 

V. CONCLUSION 

 

This design of AES – 128 Algorithm is Simulated and 

Synthesized by XILINX – ISE Software and got the 

expected results. This design is tested with ARTIX-7 

board and device utilization summary shows maximum 

resources utilization, clock cycles reduces to 44, 

achievable frequency 273.289MHz.  The main objective 

of paper is to reduces the clock cycles used by generic 

algorithm and efficient utilization of memory. In future, 

this algorithm can be further analyzed to make it faster by 

reducing clock cycles and make it more effective. 
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Abstract- There has been a rapid shift in the medical industry 
from the service point of view. More importance is being 
given to patient care and customer satisfaction than ever 
before. The need to keep the customers happy with the 
hospital's service has increased rapidly and one way they can 
improve a patient’s experience, even more is if they integrate 
cloud, IoT, ML, and AI into their system. This would help the 
medical sector to achieve customization which would enable 
them to address the needs of their customers more efficiently 
and offering personalized solutions. In this paper, we are 
proposing a novel model which focuses on a smart hospital 
information management system that runs by using hybrid 
cloud, IoT, ML, and AI. This system would be beneficial not 
only from the hospitals perspective but also from the patient’s 
side as well. Patients and doctors unique ID would make the 
entire process a lot more efficient and easier. The advances 
happening in the field of AI and ML due to cloud-based 
computing is extremely beneficial for the medical industry. 
By integrating these components along with IoT it is possible 
for multi-specialty hospitals and super specialty hospital to be 
able to set up a smart hospital information management 
system. 

Index Terms-Hybrid cloud, Internet of things (IoT), machine 
learning (ML), Artificial Intelligence (AI). 

I.  INTRODUCTION 
     The boom of the IT sector has revolutionized the face 
of the entire industry ranging from retail to even our 
homes. The focus of this paper is on the medical field 
which is one of the prime sectors that transformed 
immensely after the implementation. With the dynamic and 
complex changes happening in the field of medicine it is 
extremely difficult to operate a multi-specialty hospital and 
super specialty hospital without a proper management 
system. Most hospitals in today’s era are equipped with a 
hospital information system or HIS which helps it to 
manage the functioning of the hospital. This web-based 
system helps them to make the whole process paperless by 
integrating the data regarding the patients, staff, doctors, 
administrative detail, etc to one software.[1]  

     At present there are several hospital information 
systems available in the market however most of them are 
focused on the day to day functionality of the hospital.[2] 
These systems need to be updated to be more streamlined, 
reduce duplicate tests or procedure and automate the 
manual process.[3] This can be achieved with the help of 

our proposed system where the hybrid cloud-based system 
would help to link the public cloud which contains 
information regarding their patients to the private cloud i.e. 
the hospitals on-premises cloud server. This system would 
help the patients to have their medical records available in 
unique ID and as a result, reduce time-lag in providing 
previous records to physicians and the physicians will also 
be able to identify the possible problem the patient is facing 
faster and appropriate treatment can be given.[4] 

     The aim of this paper is to propose a smart hospital 
management system which is self-sufficient and acts as an 
assistant to both the administration and the patients with 
the help of the hybrid cloud, IoT, ML, and AI.[5] This 
system would focus on personalization and systemizing the 
entire process with the help of smart assist and unique ID 
of both the patient and doctor. There have been numerous 
attempts at setting up cloud-based systems and is being 
used by several hospitals at present. However, most of 
these systems are not being used to its maximum potential 
mainly because they haven’t integrated AI along with IoT 
and used ML for furthering its scope. With the help of AI 
and hybrid cloud, they would be able to automize the entire 
administrative and management side of the hospital.[6] 

       It has become quite common nowadays to see doctors 
with hand held display devices like tablets and iPad 
containing patient information and treatment.[7] The data 
collected on these handheld devices are scattered and as a 
result incompatible however if this vast amount of data is 
combined and collected through these devices data can be 
cleaned and processed with AI and hybrid cloud. The 
system would automatically be able to detect the cleaning 
and filtering to be done once algorithms for machine 
learning are applied as well.[8] This way hospitals would 
be able to have access to a large database which would help 
them and the patients in numerous ways.[9] Mainly it will 
help to detect prevalent diseases in the community, 
virology status, and treatments for the same by using the 
database for running various tests and experiments.[10] 

II.PRESENT SCENARIO AND RESEARCH GAP 
    The present scenario of this sector only focuses on the 
secure exchange of health information between the 
hospital, insurance providers and the patient.[11] 
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Electronic health records are starting to be viewed as an 
effective tool to improve safety, quality and organized 
health delivery system. 
• Without the help of a hybrid cloud system, it is hard to 

expand access to healthcare in an affordable manner. 
[12] 

• By implementing this system hospitals will be able to 
reduce overall healthcare cost and increase 
administrative efficiency.  

• With the penetration rate for clouds increasing in this 
sector the scope is widening. Telemedicine is catching 
up in the market soon and this proposed model would 
make it, even more, user-friendly.[13] 

• The volumes of data generated would be useful to have 
real-time figures to identify the medical challenges 
faced by the country as a whole.[14]  

• Public cloud would prove to be a major boon to the 
healthcare sector. Being able to combine data from 
hospitals, insurance providers and other sources would 
make national health data readily available to carry out 
various analysis. [15] 

• The major benefit of this system is it would help to 
reduce the number of medical errors and increase 
accuracy and productivity with the help of the unique 
IDs of the patients and it would also facilities to reduce 
the overall procedural correctness. [16] 

• The proposed model focuses on these problems which 
can be tackled with the help of effective integration of 
hybrid cloud, IoT, ML, and AI. 

III.PROPOSED MODEL 
     The proposed model is equipped with the following 
features- patients would be able to schedule appointments 
with respect to the availability of the physician, view the 
physicians performance rating, read previous reviews, and 
the physician, in turn, would be able to prescribe medicines 
to their patients with the help of medical inventory 
management, use smart assistance for analyzing test 
results, go through the previous medical records of the 
patient for a more accurate problem detection, suggest 
treatment plans and prescription assistance. (Fig 1.1) This 
has been explained in detail below: 
A. Patient unique Medical ID 
     Each patient will be assigned to his or her own unique 
medical ID. This ID would comprise of the patients 
sleeping patterns, workout schedule, and other basic health 
data which would be made available through the patient’s 
smartphones and their smart wearable devices. This would 
also give insights into the patient’s previous doctor’s 
prescription, appointments, diagnosis, test results, allergies 
and also the updated changes get automatically stored into 
the ID.  

 
B. Doctor ID 
    Just like how every patient is assigned with a unique ID 
the doctors would be assigned with the same as well. Each 
doctor would hold a unique ID based on which a time 
schedule can be made which would be in accordance with 
the appointments being scheduled. This helps to ensure that 
both the doctor and the patients time is utilized effectively.       

The doctor's ID would also comprise of the doctor's 
performance records, reviews by previous patients and 
ratings given on the bases of the performance by both the 
hospital and the patients. This would give enough 
information to the patient in order to make the booking. 
 
C. Scheduling and appointments 
      The system would go through the patient's schedule in 
their smartphone to check for an available date/ time slot 
and for the doctor it would go through the system on the 
bases of this recommendations would be given. The most 
feasible solution for both the doctor and the patient would 
be scheduled finally. This would ensure that the doctor is 
available and the patient is also free as a result leading in 
no clashes of schedule.  
      Being able to schedule and book appointments would 
become an easy task for both the hospital and the patients. 
Patients would be able to view the doctor's schedule and 
based on a convenient time slot for both of them and will 
be able to book it accordingly. If the patient is coming for 
a follow-up or for continuing his treatment then the patient 
can book an appointment or the doctor can do the same on 
behalf of the patient. In case the patient is up for an 
ultrasound scan, X-ray or a simple procedure the patient or 
the doctor can book the required room in accordance with 
the availability and the doctor’s preference. 
     If the patient has to be hospitalized then he can check 
for the availability of the beds and book it online. This can 
be achieved by computerizing the entire scheduling 
system.  Al and ML will help to obtain the calendar or 
schedule data from the patient's smartphone and cross 
verify with the doctor's schedule. Once this is being done 
it would be able and identify a slot which is comfortable 
for both the patient and in sync with the availability of the 
doctor. 
 
D. Medical Inventory management 
     Smart medicine dispensers are used to get the 
medication prescribed by the doctor. The patients can get 
the medicines by entering their unique ID into the 
dispenser which would then vend out the medicine by 
identifying the ID and linking it to the prescription given 
by the physician. Doctors would be able to check the 
availability in real time if it is not available AI would 
provide recommendation for alternate medications and 
would also notify the Inventory management team with 
respect to the shortage. On the bases of the operation or 
procedure scheduled, AI will check the inventory to ensure 
that the required supplies and medicines are available if not 
an alert will be given order can be placed accordingly. It 
would usually done on a particular time. This would help 
to reduce the inventory cost exponentially. 

 
E. Smart assistance for test results 
     X-ray, scan, EEG, MRI and other tests or diagnosis 
results are automatically saved in the private hybrid cloud 
of the hospital and in the patient's unique medical ID. The 
saved X-rays, scanned copies are then analyzed by trained 
AI and ML algorithms and sent to the physicians to check. 
The thorough analysis done by both the machine and the 
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doctor reduces errors in problem detection. This acts as an 
assistant to the doctor and helps to diagnose and rectify the 
problem faster. 
 
F. Treatment and Prescription assistance 
      On the bases of the analysis of the test, AI will assist in 
detecting the possible problem in the body. After 
identifying the problem, it will give recommendations for 
treatment and medicine prescription for the doctor. The 
doctor can then choose the best treatment to go ahead with 
based on the pros and cons. On the bases of option that the 
doctor selects from the recommendation being given by AI, 
the system with the help of ML will learn which 
recommendations should be made for a particular 
treatment and as a result will be able to give more accurate 
and precise treatment and prescriptions. 
 
G. Working process  
      The smart hospital systems operations start from the 
patient using his or her medical ID to schedule an 
appointment. This step involves the doctor's unique ID and 
the patient's unique ID getting connected to the network. 
An appropriate time slot by checking the patient's calendar 
in his smartphone and the doctor's availability would be 
selected and the appointment booked. Figure 1.2 explains 
the working process. 
     The doctor would be able to access the patient's past 
medical records and his basic medical information through 
the patient's medical ID. This would be available through 
the hybrid cloud server which would contain the public 
cloud with AI and ML-based algorithms and the private 
cloud which is the hospital's database management. 
     After the patient meets the doctor the entire process of 
disease identification and treatment is made easy with the 
help of the diagnosis assistant. This would help the doctor 
in analyzing the results from the various test reports 
obtained. With the smart assistant, the doctor would be able 
to run problem diagnosis far more easily and be able to 
detect the cause and provide a cure to the patient in no time.  
     The inventory management system would let the doctor 
know more about the availability and suitability of the 
medicines and based on that would provide an apt 
treatment method or prescription. The availability of 
medicines gets updated in real-time with the help of IoT 
and in-built sensors. This would help to maintain the 
required levels of stock by the hospital.  
• Example 
     John a 29-year-old male has been frequently 
experiencing sharp and sudden abdominal pains recently 
and decided to do a check-up with XYZ hospital. He 
booked an appointment with the hospitals app and 
registered in it by linking his medical ID which is available 
on his phone and contains basic information about his 
health and his past records.  
      After going to the hospital for his appointment he gets 
assigned to a particular doctor and is given a unique patient 
ID which gets linked to the doctor's unique ID. Once John 
meets the doctor, he lists out the various symptoms he has 
been feeling. When the John is informing the doctor, the 
issues being faced by him the handheld device by the 

doctor will record and take the voice note to analyze the 
problems by identifying the keywords with the help of AI 
and ML.  
       This would give the doctor a series of a checklist 
which would enable him to narrow down to a list of 
possibilities and schedule a series of tests to check if it 
could possibly be a kidney stone. An ultrasound is 
scheduled on the bases of Johns preference and AI along 
with ML will analyze and scan the results and update the 
system so that the doctor can finally confirm that it is a 
kidney stone.  
        The doctor would then analyze the data from Johns 
smartphone to find out that it was caused due to low 
consumption of water and food containing high levels of 
calcium. He checks with the medical inventory system to 
look for the medicines that can be prescribed and tells John 
he will book an appointment for a follow up check up to 
see if it is gone with the help of the medication if not a 
procedure can be done on the same day.  
        John gets the medication from the dispensers by 
entering his unique patient ID. Once he starts the dose, he 
starts feeling a lot of relief and goes for a follow-up to the 
doctor. The doctor informs him that 

 

Fig 1.1 Architectural Block Diagram of Proposed 
system 

the stone has dissolved due to the medication and he is 
much healthier now. After 5 years John is faced with 
stabbing pains again and this time he goes to a different 
hospital as he is out of the country. The new doctor uses 
Johns medical ID which was updated with the treatment he 
got in XYZ hospital for his kidney stone problem. The 
doctor is able to identify that the kidney stone has recurred 
and gives John the required treatment. 

 
Fig 1.2 Process Flow Diagram 
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IV. FUTURE WORK 

      The implementation of this system would help to get 
access to large amounts of data with the help of this 
database AI would be able to develop an algorithm which 
would help to increase procedural correctness.[17] This 
would revolutionize the entire industry as it would help in 
the early detection of diseases and affordable and accurate 
treatment can be given. This system would help to reduce 
the waiting time for the test results of patients who would 
not have to wait for days to know the result of a particular 
test. It can be known just in few hours and as a result, very 
little time will be taken for providing a cure to the patients. 
In the long term this system would help to increase the 
efficiency of the hospital and its physicians, reduce 
manpower and time taken for various procedures as a result 
the operation cost would also decrease and would lead to 
automation of the entire hospital system. 

 

V. CONCLUSION 

     The proposed model would change the face of 
healthcare IT by providing assistance to the entire hospital 
system by evolving its working by bringing in hybrid 
cloud, IoT, AI, and ML. These components when brought 
together would improve the entire working of hospitals. It 
would enable it to become more organized and efficient 
and focus on patient care and help to reduce the overall cost 
incurred by both hospitals and patients. By reducing the 
number of medical errors everyone would be benefited and 
this can be achieved with the help of this system. The 
diagnoses assistant would learn from the public pool made 
available through the hybrid cloud using ML. The system 
would reduce the waiting time for patients and as a result 
increase the number of patients treated per day. The system 
would eventually run on its own without manual support. 
In the long run, it is beneficial for both the hospital and the 
patient as well.  
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Abstract— The paper presents a dual band monopole antenna 
with a defected ground plane for Wi-Fi and WLAN applications. 
The defect is introduced as a step in the ground plane. Initially, a 
single band monopole antenna is designed. This is antenna is 
modified with the step defect to provide dual band 
characteristics. The depth and width of the defect decides the 
second band of operation for a given monopole length. The 
optimized antenna in ANSYS HFSS is fabricated and tested and 
are in concurrence with each other. 

Keywords— dual band, defected ground plane, step ground 
plane, monopole antenna. 

I.  INTRODUCTION 

 
Today, the world demand small, compact and low cost 

wireless systems for effective usage and utilization of 
resources. Antenna forms the most important part of a wireless 
communication system and to be integrated in wireless 
modules antenna has to be as compact and light weight as 
possible. Different type of antennas has been proposed and 
studied in the recent past for communication applications [1-
9]. Among these, planar monopole antenna can ensure 
omnidirectional characteristics with compact structure. So 
these antennas find use in portable systems as they are light 
weight and can be easily manufactured [3-5]. 

In recent literature, lot of work has been done to 
implement dual band characteristics in monopole antennas. In 
a microstrip circular patch antenna dual band characteristics 
with monopole radiation pattern is achieved by the usage of 
double layer substrate. In this both the frequency bands have a 
gain better than 5 dBi and multiple periodic structures is also 
used in this antenna [6]. Inclusion of U-shaped metamaterials 
in a coplanar wave guide fed monopole antenna has also 
contributed to dual band characteristics [7]. Together with 
dual band characteristics a circular polarization is achieved for 
a self-complimentary antenna at Wi-Fi frequencies. This 
antenna provides an axial ratio better than 3 dB at both the 
bands [8]. Using the principle of stacking a monopole patch 
antenna for dual broad band has been designed and both the 
bands have gain better than 5dBi [9]. For MIMO system a 
dual band antenna has been designed using micro-metal mesh 
of conductive film and this also works at both WLAN/ Wi Fi 
frequencies and is very compact and use coplanar waveguide 
as feeding technique [10]. For wireless body area networks a 
dual band operation has been implemented using microstrip 

patch antenna and this antenna is also energized by CPW with 
a parasitic patch on the other side of the coplanar wave guide 
[11]. In the experimental investigation done in [12], enhanced 
gain with dual frequency characteristics is found by 
optimizing the parameters of ground plane and loop of 
monopole loop antenna.         

This paper describes the design and of a dual band 
monopole antenna with a stepped ground for dual band 
operations. Simulations are done to analyze the effect of the 
dimensions of the step defect on the antenna characteristics. 
Using ANSYS HFSS. The optimized antenna is fabricated and 
the results are verified using Keysight Vector Network 
Analyzer (VNA). 

II. PLANAR MONOPOLE ANTENNA DESIGN  

 
Initially a microstrip line fed planar monopole antenna is 

designed as illustrated in Fig 1.  

 

Fig.1. (a) Planar Monopole Antenna (b) cross-sectional view 

When the dimensions of the antenna is taken such that the 
length (Lg) and width (Wg)of the ground plane is equal to the 
length of the monopole (Lp), the antenna offers a single band 
response and this is validated by simulation and the results are 
presented in Fig.2. The gain is found to ~ 2.4 dBi with more 
bandwidth at lower frequencies as presented in Table.1.  
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Fig.2. Variation of resonance frequency with monopole length, Lp  

TABLE I.  ANTENNA PERFORMANCE 

Lp (mm) 
 

Lg = Wg = Lp , r = 4.4, h = 1.6 mm 

Antenna Parameter 

Frequency 
(GHz) 

Bandwidth 
(MHz) 

Gain 
(dBi) 

Radiation 
Pattern 

20 2.723 521 2.50  
 
 
 

Omni – 
directional 

22 2.503 491 2.45 

24 2.293 421 2.39 

26 2.132 411 2.41 

28 2.002 405 2.37 

30 1.872 341 2.36 

 

To aid the antenna to perform at Wi-Fi frequency length of 
the monopole Lp is taken as 22 mm for further studies. The 
reflection and radiation performance of this monopole is 
presented in Fig.3. 

The ground plane of this monopole antenna is modified to 
provide the dual band operation by incorporating a step defect 
which is discussed in the next section. 

III. DUAL BAND MONOPOLE ANTENNA 

In the monopole operating at 2.5 GHz a step defect is 
introduced having a dimension, Lg2 × Wg2. The geometry of 
the monopole with step defect is shown in Fig.4. In the design, 
Lg1 = Wg1 = Lp1 = 22mm to provide resonance at 2.5 GHz.  
Depending the defect dimension the second frequency can be 
tuned. 

 

Fig.3 (a). Return Loss of the monopole antenna, Lp = 22mm 
 

 

Fig.3 (b). Gain of the monopole antenna in the bandwidth of operation 

 

Fig.3 (c). Radiation Pattern of the monopole antenna at 2.503 GHz 

 

Proceedings of the Fourth International Conference on Communication and Electronics Systems (ICCES 2019)
IEEE Conference Record # 45898; IEEE Xplore ISBN: 978-1-7281-1261-9

978-1-7281-1261-9/19/$31.00 ©2019 IEEE 2172



  

 

Fig.4 (a). Antenna with Defected ground plane 

 

Fig.4 (b). Prototype of  Planar Monopole Antenna with defected ground plane 
on FR4 epoxy 

For the dual band performance, the defect dimension Lg2 
× Wg2 is varied. The performance of the antenna based on this 
is presented in Fig.5. 

 

Fig.5 (a). Variation of return loss with length of the defect Lg2 
 

For dual band performance, the defect dimension Lg2 has 
to be at least 0.5 Lp1 and when is same as Lp1 it is outside the 
band of interest. So the defect length lg2 is fixed as 0.75 Lp1. 

With this the depth of the defect Wg2 is optimized as 0.25Lp 
and the vibrational study is presented in Fig. 5(b). 

 

 

Fig.5 (b). Variation of return loss with length of the defect Wg2 
 

The optimized defect dimension Lg2 × Wg2 is 0.75 Lp1 × 
0.25 Lp1 for the dual band performance of the monopole 
antenna with Lp1 = 22mm. With these dimensions the antenna 
characteristics is analysed using ANSYS HFSS. A prototype 
of the optimised antenna is fabricated on FR4 epoxy as shown 
in Fig. 4 (b) and measured using Keysight E 5080 A Vector 
network Analyser. The simulated and measured results are 
presented as Fig.6. The defect shifts the first resonance to 2.36 
GHz but 2.5 GHz is within the 2:1 VSWR bandwidth of the 
resonance. 

 

 

Fig.6. Variation of return loss with frequency  

 

The simulated gain of the antenna is validated using two 
antenna method by measurement and is presented in Fig.7.  
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Fig.7 (a). Variation of gain with frequency at the first band  

 

Fig.7 (b). Variation of gain with frequency at the second band 

 

The measured and simulated radiation pattern of the 
antenna in the two principal planes is presented in Fig.8.  

 

 

Fig.8 (a). Radiation Pattern at 2.36 GHz  

 

 

Fig.8 (b). Radiation Pattern at 5.6 GHz  

The simulated and measured performance of the antenna is 
consolidated in Table.2. A comparison is done with the 
proposed antenna and that referred and is presented in Table.3. 

 

TABLE II.  DUAL BAND ANTENNA PERFORMANCE 

Antenna 
Parameter 

Values obtained 

Measured Simulated 

First Frequency 
(GHz) 

2.36 2.31 

First Bandwidth 
(MHz) 

410 400 

Second Frequency 
(GHz) 

5.6 5.51 

Second Bandwidth 
(MHz) 

450 520 

Gain at 2.36 GHz 
(dBi) 

2.54 2.56 

Gain at 5.51 GHz 
(dBi) 

4.13 4.97 

Omni-directional in both bands 

 

 

TABLE III.  PERFORMANCE OF DUAL BAND ANTENNAS COMPARED 

Antenna 
Frequency 

(GHz) 
Gain (dBi) 

Dimension 
(mm × mm × mm) 

Proposed 
2.36 
5.6 

2.54 
4.13 

23 × 44.5 × 1.6 

Ref [4] 
3.01 
5.38 

2.48 
3.09 

40 × 47 × 1.5 

Ref [6] 
4.01 
5.24 

5 
5.5 

84 × 84 × 1.5 

Ref [7] 
2.7 
6.3 

-1.8 
-0.4 

20 × 37 × 1.6 

Ref [8] 
2.4 
5.4 

Not 
mentioned 

42 × 30 × 0.8 

Ref [9] 
2.415 
5.525 

5 
6 

130 × 130 × 3 

Ref [10] 
2.4 
5.8 

5 
6 

30 × 45 × 3.5 
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IV. CONCLUSION 

The proposed monopole antenna exhibits dual band 
characteristics without the use of a dipole structure. The 
design is fully planar and consumes less area. The reduction in 
area further reduces the overall cost of the communication 
system. The antenna operates at the frequencies 2.45 GHz 
which is Wi-Fi operational frequency and at 5.45 GHz which 
is the WLAN operational frequency. The radiation pattern of 
the antenna is observed to be omnidirectional at both the 
frequencies making the antenna appropriate for wireless 
applications and portable systems. 
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Abstract— Cooperative communication has great potential 
to boost the wireless data rates by exploiting the antennas 
on wireless devices for spacial diversity. Since decode and 
forward (DF) approach eliminates noise accumulation 
problem, DF protocol is suitable for relay selection scheme. 
To improve the system performance turbo coding along 
with Hybrid Automatic Repeat Request (HARQ) 
technique is used where turbo coding adds redundant bits 
and HARQ minimizes the error rate in the system. The 
data is broadcasted over a Rayleigh fading channel. 
Maximal Ratio combining is used at the receiver to 
combine the information received from the source and the 
relay. If received data is found to be in error at the 
destination, then NACK is transmitted to the source. In 
this paper HARQ scheme for turbo coding is performed 
for different modulation order over Rayleigh channel in 
presence of Additive white Gaussian noise. The number of 
retransmissions required to clear total number of errors is 
calculated. 

Keywords— Cooperative communication, Decode and 
forward, Turbo coding, HARQ scheme, Maximal Ratio 
Combing. 

 I INTRODUCTION 
The increasing number of users inspired intensive 

analysis in wireless communication. MIMO systems were 
introduced where multiple antennas were placed at the source 
and the destination. But usage of MIMO system in small 
nodes is proved to be a challenge and also it requires more 
number of resources.  

In communication systems, wireless system is more 
often corrupted by the factors like fading and shadowing. In 
order to reduce the number of errors channel coding 
techniques are used. At the destination if the packet found to 
be in error, then retransmission is often requested by the 

destination. This scheme is termed as Automatic repeat 
request (ARQ) which ensures the low bit error rate [1]. But the 
efficiency of ARQ can be increased by reusing the data from 
the previous transmissions instead of simply discarding it. So, 
to improve efficiency of the system and also to reduce the 
number of errors, Hybrid automatic repeat request was 
introduced. 

In order to address these challenges imposed by 
MIMO, Cooperative Communication concepts have been 
introduced. In this system relay node is introduced between 
source and the destination. In cooperative communication, one 
or multiple users can communicate with each other using relay 
networks [2]-[3].There are two relaying protocols in 
cooperative network i.e. Amplify & forward and decode & 
forward. At the relay, the AF protocol amplifies the data and 
forwards it to the destination [4]. In Decode and forward, the 
signal from the source is decoded and forwarded to the 
destination and these two protocols are commonly used [5]-
[6]. But for relay selection scheme decode and forward 
protocol is better, since it eliminates noise accumulation 
problem. So DF protocol is used in this paper. The main aim 
of cooperative communicative is to improve the channel 
capacity of the wireless networks and it can be used in 
different applications like cellular networks, cognitive 
networks and also adhoc networks [7]. 

Adhoc network is formed by a group of 
communication devices where every device can communicate 
with each other without fixed infrastructure and without 
predefined organization [9]. 

 

 Fig 1: Scenario of Cooperative communication [8] 
 

The channel coding techniques in a communication system 
can be used to reduce the number of errors. Turbo coding 
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plays a very important role in making the system more reliable 
and efficient [10].For cooperative communication, turbo codes 
were implemented in [16] using AWGN channel with QAM 
modulation. 

In order to provide secure and reliable 
communication, error control mechanisms are essential. 
Hybrid automatic repeat request is the main error controlling 
process which is a combination of both automatic repeat 
request (ARQ) and forward error correction [11]. HARQ is 
mainly used in a communication systems like long term 
evolution (LTE) and High Speed Packet Access (HSPA) 
[12].There are mainly two types of HARQ found namely 
HARQ type-I and HARQ type-II. In HARQ type-I, the data 
packets which are broadcasted over a wireless Rayleigh 
channel are received at the destination. If the received data are 
found to be in error, then the data packets are discarded and a 
negative acknowledgement is sent to the transmitter. This 
process is continued till the maximum number of rounds is 
reached. 
In type-II the data packets which is received at the reception is 
not discarded, it is stored in a buffer and combined with data 
of same packet which are received in the next rounds. The 
combined data are used in the decoding process. This process 
makes HARQ type-II more robust against fading and 
throughput will be increased [13]. There are mainly two 
schemes in HARQ type-II, namely HARQ with code 
combining (HARQ-CC) and HARQ with incremental 
redundancy (HARQ-IR) [14]. HARQ-IR performs better when 
the channel varies slowly and the retransmissions requests are  
responded quickly [15]. 

In this paper, Cooperative communication for a 
adhoc network is simulated with decode and forward 
approach. To reduce the number of errors in a system, turbo 
coding technique with HARQ-CC is used. To improve the 
performance of a system, QAM modulation technique is used. 
In HARQ process, if the received data bits are found to be in 
error then negative acknowledgement is sent to the source and 
SNR is for each transmission is varied till it reaches the 
maximum retransmissions. Multiple copies of the data bits 
which are received at the destination through multiple 
retransmissions are combined using maximal ratio combining 
(MRC) to obtain errorless information. 

 Rest of the paper is organized as follows: Section II describes 
the system model. Performance analysis and simulation results 
are explained in Section III. Section IV gives the conclusion 
and future scope of the proposed work. 

II SYSTEM MODEL 
Simulation of HARQ scheme using turbo coding technique 

in a cooperative adhoc network using QAM modulation is 
carried out in the proposed work. 
Fig 2 represents the proposed work. In the above figure 
cooperative communication scenario is considered with a 
single relay. Turbo coder is used to minimize the number of 
errors using QAM modulation. The steps involved to 
implement a HARQ process is as follows: 

At Source:  The input data is encoded using turbo encoding 
technique. 

 The encoded data is modulated using QAM 
modulation techniques and broadcasted over a 
Rayleigh fading channel. 

 The data which is sent over Rayleigh fading channel 
forms two paths i.e. source to relay and source to 
destination. 

 

Fig 2: HARQ scheme in cooperative communication 
 

At the relay:   Relay is a helper nodei which is placed between 
source and the destination It uses decode and forward 
approach i.e. the received data is demodulated and 
decoded. Decoded data is again encoded and 
modulated. 

  Then the modulated information is broadcasted over 
a Rayleigh channel with AWGN to the destination. 

At Destination:  The data from the source and the relay reaches the 
destination. 

 The data received from the direct and the virtual 
paths are combined using maximal ratio combining 
(MRC). 

 The combined data is demodulated and decoded 
using turbo decoder. 

 If    it    found to be    in    error    then negative 
acknowledgement is sent to the source. 

 If the received data bits are erroneous, HARQ is used 
at the destination. 

 To improve the performance of a system SNR is 
varied, and the data is combined at the destination 
using MRC. 
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Hybrid automatic repeat request (HARQ)  Hybrid ARQ is a combination of automatic repeat 
request and forward error correction codes. 
Destination determines whether the received packet 
is correct or not by comparing it with the transmitted 
data. If the packet is correctly delivered, the 
destination broadcasts an acknowledge (ACK), 
Otherwise the destination broadcasts a NACK. 

 The SNR of the system is varied, as the SNR 
increases, the noise spectral density (No) decreases. 

 The data which is received by varying the SNR is 
combined using maximal ratio combining (MRC). 

 If data received at the destination is erroneous, then 
retransmission request is sent to the source. 

 For the next transmission, only the erroneous data 
bits are transmitted, this is continued till the data 
received is error free. 

 Fig 3 represents the proposed work which performs 
HARQ mechanism. 

 Channel encoding and decoding is performed using 
turbo coding, because in cooperative communication 
turbo coding scheme performs better and reduces 
number of errors. 

 
 

III. PERFORMANCE ANALYSIS  
A. Performance comparison of cooperative communication 
with QAM modulation with modulation order of 16 and 
64. 

decreases. 8900 bits has been transmitted from the 
source. In direct communication for 0db SNR, 6500 bits 
are found to be an error whereas in cooperative 
communication numbers of errors are almost reduced to 
819 bits. 

In cooperative communication scenario, turbo 
coder is used to improve the performance of the system. 
Fig 4 shows the graph of BER vs Noise power spectral 
density using turbo coder. From the graph it can be noted 
that using turbo coding technique BER is around 33% 
for 16-QAM. For 64-QAM BER is almost reduced to 
0.03%. By these results we can conclude that in 
cooperative communication scenario the performance of 
the network is better when turbo coding with 64-QAM is 
used. 
B. Performance evaluation of Direct communication 
and decode and forward mechanism 

Compared to direct communication, Cooperative 
Communication is better. Fig 5 shows the comparison of 
direct communication and decode and forward approach. 
When   SNR   increases   then   the    number    of   errors 

 
Figure 3: Flow chart of proposed work  

C. Performance evaluation of Cooperative 
Communication when SNR is varied 

The system with 64-QAM shows better 
performance, where BER is around 0.03% which is very 
less. Figure 6 shows the variation of BER vs SNR with 
turbo coder. This shows that when Signal to noise ratio 
increases then bit error rate of a system decreases. 
D. Performance evaluation of HARQ scheme in 
decode and forward approach 

With the transmission of 8900 bits for 16-QAM with 
cooperative HARQ, number of retransmissions required 
for reception of error free data are 1994. But for same 
number of transmitted bits, 64-QAM with cooperative 
HARQ provided error free data at the destination with only 
165 retransmissions.  
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Table 1 provides the performance evaluation of HARQ 
scheme using QAM modulation technique. 

 

 
Fig 4: BER vs No using turbo coding technique for different 

modulation order. 
 
 
 

 Fig 5: Performance comparisons of cooperative 
communication with decode and forward and direct 

communication 

Table 1 : Performance evaluation of HARQ scheme 
using QAM modulation technique 

 
Modulation 

order 
BER Number of 

errors 
Number of 
retransmissions 

 
16-QAM 

 
0.3392 

 
3019  

1994 
 

64-QAM 
 

0.037 
 

333  
165 

 
 
 

 
Fig 6: BER vs SNR for 64 QAM for various SNR  

 
IV CONCLUSION 

 
We have simulated Cooperative Adhoc Network with turbo 
coding technique and HARQ scheme. Performance analysis of 
cooperative adhoc network is carried out using 16 and 64 
QAM modulation techniques. Decode and forward protocol is 
used at the relay to process the received data bits. Turbo 
coding technique is analyzed for different SNR values in 
cooperative adhoc network. It is shown that error rate 
decreases with increase in SNR. In Cooperative HARQ, 64-
QAM showed better performance where only 165 
retransmissions are required to correct the total number of 
errors, when 8900 bits are transmitted. HARQ-IR scheme can 
be used to reduce the total number retransmissions in future.  
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Abstract— The general day to day health of a person is vital 

for the efficient functioning of the human body. Taking certain 

prominent symptoms and their diseases to build a Machine 

learning model to predict common diseases based on real 

symptoms is the objective of this research. With the dataset of the 

most commonly exhibited diseases, we built a relation to 

predicting the possible disease based on the input of symptoms. 

The proposed model utilizes the capability of different Machine 

learning algorithms combined with text processing to achieve 

accurate prediction. Text processing has been implemented using 

Tokenization and, is combined with various algorithms to test the 

similarities and the outputs. In health industry, it provides 

several benefits such as pre-emptive detection of diseases, faster 

diagnosis, medical history for review of patients etc. 

Keywords—Tf-idf; Data Mining; Tokenize; Symptoms; 

diseases. 

I. INTRODUCTION 

The most common health issues among people often have 
some basic symptoms which are generally exhibited by a 
person. For example, an individual with headache may exhibit 
variety of other symptoms of other diseases. In such cases 
where we want to have instant diagnosis, we are dependent on 
physicians. A machine learning model can be built to predict 
the type of disease based on the symptoms. The model 
prediction can help early detection of diseases and faster 
diagnosis  

For this purpose of our research, we used dataset which is 
available online to perform Machine learning based predictions 
to some test data. The aim of the study is to build a framework 
and a computational model for the prediction of diseases 
looking at various symptoms. For this purpose, we use a 
dataset which contains information about 150 most frequently 
occurring diseases and the associated symptoms with those 
diseases. The dataset used had a lot of cleaning and pre-
processing needed to be done. The first step was to transpose 
the datasets into a form with diseases as the target column and 
each of the symptoms as dummy variables for the diseases, on 
which models were to be trained.  

For the study, four different sets of algorithms were used 
for mapping symptoms into diseases. The first step was to split 
the dataset into training and testing sets, in order to effectively 
test the generality of the algorithms to be trained, we used 2/3rd 

of the dataset for training and the rest for testing purposes. 
However, for subsequent steps, it was seen that an over fitted 
model for the study was better suited and thus testing was done 
for the entire dataset. 

II. RELATED WORK 

     There are several successful use cases which we come 
across in different predictions. Our plan was to survey various 
algorithms and select the most suitable one for prediction 
purpose.  

N. Alshurafa et al.[1] used baseline questionnaires to gather 
labelled patient data along with real-time mobile data. The 
experiment revealed K-Nearest Neighbour is susceptible to 
noisy data. The heart disease prediction in [2] with symptoms 
uses a questionnaire to gather data from patients and pass it to a 
Support Vector Machine Algorithm.  Prabakaran et al.[3] states 
that research shows a web system  using Naïve Bayes to 
provide answers to complex queries to diagnose heart disease. 
Support Vector Machines (SVM) and Artificial Neural 
Networks (ANN) are the two most reused algorithms. Most 
commonly used methods to evaluate the classification methods 
accuracy are Leave-One Out and Cross-Validation. P. Chiang 
et al.[4] used data collected using health monitoring devices 
such as Fitbit and Omron for 8 people over a period of 1 
month. Performed feature ranking based on RF feature 
selection. The study in [5] works on removing missing data and 
outliers using additive Least Square Support Vector Machine. 
The comparison between algorithms in [6] shows the use case 
scenarios for each algorithm with merits and demerits. An 
approach of sequential pattern mining is very feasible for the 
continuously emerging characteristics of stream data suggested 
in [7]. The dataset used in [8] shows how web-scraped data is 
useful for making predictions even without specific medical 
data. Open source repositories are utilized to gather updated 
datasets. They also implemented Naïve Bayes as one of their 
test algorithms. Feature engineering was done to remove 
outliers in the dataset such as bad data quality i.e. patients that 
appeared in the dataset with age less than 0 or greater than 120 
and incident cases not “closed” properly. The survey in [9] 
provides comprehensive survey of algorithms and methods 
implemented in medical fields. They show Bayesian Network 
modelling to be one of the top used techniques in fields such as 
cancer and diabetes prediction. 
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Xin LI et al.[10]  used a UCI dataset containing hospital 

records of diabetic patients. The records contain more than 10 

years of data gathered from hospitals. It contains patient data 

with 50 different attributes and specifies if the patient has been 

re-admitted. They performed a collaborative filtering-

enhanced deep learning algorithm (CFDL). For the End –User, 

Huang [11] proposed a health chatbot to provide 

recommendations such as diet and exercise , eating tips, 

nutrient intake and other features. The algorithms used in [12] 

and [13] shows implementation of Neural Networks, K-NN 

and Naïve Bayes. It also specifies the need to understand the 

importance of attributes and feature selection in the case of 

heart disease prediction i.e. attributes such as smoking and 

drinking habits.The application in [14] makes use of chatbot 

for medical data requests. This feature can be used for 

suggestive prediction with the help of NLP and integrated with 

general chatbot algorithms which also provide some added 

functionalities. 

     For the dataset purpose, we see [15] in which the National 

Health of Scotland (NHS) aided by the government provides 

A-Z symptom-disease data from which we manually web-

scraped the dataset. 

III. DATA SUMMARY AND PROCESSING 

A. Dataset Preparation  

The data we used was gathered from 2 sources- UMLS and 
NHS government websites. The web-scraped data of UMLS 
government database of diseases and symptoms. The Unified 
Medical Language System (UMLS) is a vocabulary based 
biomedical database of most common symptoms and disease 
pairs. This data was outdated, and prediction was not up to the 
expected outcomes. But, for the main testing and working 
model we curated a dataset using National Health of Scotland 
(NHS) data of A-Z diseases and its symptoms. This data 
proved to be more accurate for prediction since it was easy to 
gather list if most appropriate words which uniquely predict a 
disease or condition. We test this data with 3 main algorithms-
Decision Trees, Random Forest and Naïve Bayes. 

B. Text Processing  

     For the initial step, we consider the symptoms data and 

perform count-vectorization. This is done to sort the words in 

the corpus into a bag-of-words. The model is simple in that it 

ignores the order of words and relations rather focus on the 

occurrence of words the dataset. 

     For all the 3 algorithms, we use the tf-idf parameter which 

helps in keyword extraction to help in faster computation. The 

Term Frequency and Inverse Document Frequency play a 

major role in prediction and understanding the dispersion of 

symptoms. This shows how the dataset has keywords which 

vary in occurrences based on a certain disease. 

Next, we use the above logic to perform bigram words 

classification of data. For example, we consider ‘abdominal 

pain’ as one word and check similar occurrences in dataset. 

This is sorted into a count vector matrix of binary matrix. 

For the analysis for this data we use Term Frequency-Inverse 

Data Frequency (tf-idf) function which gives us the frequency 

of the word in each document in the corpus. It is the ratio of 

number of times the word appears compared to the total 

number of words present in the dataset. Using (1) and (2) we 

can get the required tf-idf mappings. 

 

  𝑇𝐹(𝑡) = (Number of word occurrences)

(Total number of words in the dataset)     
            (1) 

 

 

  𝐼𝐷𝐹(𝑡) = log𝑒
Total number of documents 

Number of documents with term t in it
      (2)                                                                         

 

IV. METHODS 

We test the data with 3 main classification algorithms- 
Decision Trees, Random Forest and Naïve Bayes. We make 
use of scikit-learn library and pandas data frames of the Python 
Programming language to process the data and implement the 
above algorithms. 

A. Decision Trees 

     With the help of e Decision Tree classifier, we can derive 

the pairs of disease and generate a tree based on Gini index 

and weights of each symptom. The first step is to classify the 

data to fit the model of decision trees for the given dataset. We 

split the data into test data and training data for the model. 

Construct a node table to assign the different classifiers and 

Gini for splitting the nodes. Classify the model using Decision 

Tree Classifier. The value of target variable needs to be 

predicted using simple decision rules created using in the 

dataset and tf-idf features. The only extra advantage of using 

this is to apply it for both numerical and categorical dataset 

classification. This helps in reducing data cleaning based on 

what type of data is used for processing for each of the 

algorithm. Statistical testing is also easy compared to other 

methods. It uses 3 main criteria for determining the correct 

split. Gini Index, Information gain and Entropy. The Gini 

Index is subtracted sum of the squared probabilities of each 

class from one.  Information Gain specifies the lowest entropy 

for each split and accordingly produces each node for lowest 

entropy calculated for each split. Figure 1 shows the section of 

the decision tree built with the count vector matrix after 

classification.  

B. Random Forest 

     This is a more enhanced version of decision trees where we 

pick N random records from the dataset which contains 

symptoms. It is a supervised algorithm in which multiple 

decision trees are built with the help of bagging method. It 

does not rely on the most important features rather it uses 

random subset of features is considered while splitting a node. 

There is very low or no bias since it relies on the power of "the 

crowd".  It follows 4 main steps: 

1) Pick random samples from the dataset. 

2) Produce decision tree using each sample and get a 

predicted result from each tree. 

3) For each result, gain a vote to predict the result. 

4) The final prediction with most overall votes gained 

by will be the result. 
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Figure 1: Section of the decision tree generated by count vector 

method 

 

    The general model for random forest selection and 

construction of tree is explained in Figure 2. The training set is 

randomly searched for a sample and the tree is constructed. 

Thus, it prevents overfitting of random subsets by creating 

trees on random subsets.  

 

 

Figure 2: Random Forest Classifier Flow-chart 

     For our model, we use 300 n_estimators which specifies 

the number of trees and max_depth of 3 which specifies the 

maximum depth of each tree. There is an exponential increase 

in training time as we add more data to the existing dataset. 

Due to the branching and complexity it is not a viable option 

for future scaling, but it delivers more accurate results once it 

is trained compared to the other 2 algorithms. 

C. Naïve Bayes 

This is a conditional probability based algorithm. It is the most 

widely used and fastest algorithm  since it uses less training 

data and strong independence assumptions. In our case, we use 

a built in function called MultinomialNaïveBayes which is 

mainly used for discrete features such as text classification. It 

requires a feature count parameter which helps in determining 

each class while fitting the sample with appropriate weights. 

For this we use the tf-idf count vector as the parameter.This 

experiment yielded around 99% accuracy. In text 

classification, the main aim is to find the best class for the 

given document.  Figure 3 shows how text classification can 

be combined as a parameter to pass tf-idf vector which 

contains tokens and frequency data. We score the algorithm to 

obtain the results. It has 2 main functions. The first function is 

used to train the multinomial Naïve Bayes model based on the 

feature extraction and count vector. Each of the Count (C) of 

words and Document (D) can be done in a single pass through 

this training data. The conditional probability of Vector in 

each case is returned. The next step is to apply the algorithm 

to the tf-idf count vector (V) to assign score to each term 

collected as bag-of-words. The final score is obtained as the 

cumulative score for given document. 

 

 

 
Figure 3: Algorithm used for combining text classification with 

Multinomial Naïve Bayes 

      Test results shown in Table 1 imply that there is negligible 

difference between the 3 methods and the text processing 

plays a role in reducing the execution time. For more samples 

added to the same dataset, the model will function slower and 

the compilation time gap will increase due to variation in 

splitting methods and computational differences between 

probabilistic model and trees. As the comparison in [6] says, 

the tree model performs better with more data compared to 

Naïve Bayes. 
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TABLE I.   TEST RESULTS 

Algorithm  Accuracy 

Decision Trees 98.18% 

Random Forest 98.05% 

Naïve Bayes 98.55% 

V. RESULTS AND FUTURE WORK 

     Using the graphs and visualization, we can understand the 

trends in diseases. The prediction of diseases is also very 

accurate and yield fast results due to text pre-processing 

before any of the 3 algorithms is applied. This ensures faster 

execution and future scalability. The results obtained are very 

similar due to lack of large datasets in this field. There will be 

slight variations in result of each algorithm based on data 

processing. For the most part, they all yield the same results. 

The Token counts of each vector in word-count is mapped 

onto the graph in Figure 4 which reveals the most common 

disease symptom pairs which are found in any of the order as 

given in graph. The first 4 samples in graph represent dummy 

braces in the dataset. 

 

Figure 4: Counts of samples found for each disease 

     Figure 6 shows how words can be graphically represented 

from the dataset. The symptoms are arranged in accordance to 

font sizes i.e. the larger font size means higher frequency of 

occurrence and lower fonts mean the opposite. The input 

symptoms can be passed to get the predicted disease.Since 

there is only 154 most common diseases in the dataset, it is not 

possible to predict some diseases which may not be classified 

or present in dataset.It requires a minimum of 3 symptoms to 

predict a disease. The tests showed differences in predictions. 

In some cases, Naïve bayes was the only algorithm to predict 

the disease closest to the actual one when comparing with 3 or 

more of the same symptoms. In figure 6, 4 main terms stand 

out – pain, cough, fever and appetite loss. This helps us 

minimize the transaction time and predict diseases faster by 

adding parameters for recurring words in a corpus. All the 

above graphs have shown about the distribution on various 

symptoms which the most common irrespective of the disease 

and other symptoms which are occurring only for specific 

diseases. Figure 5 shows the T-distributed Stochastic 

Neighbor Embedding (t-SNE) plot which is used to visualize 

key data points in 3-dimensions. As specified in the graph, we 

show all the diseases classified as one single cluster of 154 

data points. Each color represents a symptom. 

Figure 5: T-stochastic neighbor 

Figure 6: Visualization of words occurrence based on WordCloud 
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We chose Naïve bayes model since it is the most favoured 

algorithm alongside text data and requires less pre-processing. 

It does not show all components of the Diagnosis system, but 

it focuses on the feature of classification. It shows how the 

data is web-scraped, analysed and is used to make  prediction 

on the disease.  

      We propose the model in Figure 7 which uses crowd 

sourced and public data which can be collaborated with 

hospitals to feed the database of disease and symptoms, for 

example symptoms exhibited for new diseases like Zika Virus, 

etc.Due to lack to public data sources, we are unable to get 

more data. Collaborated data from hospitals can be curated 

accordingly for the model. 

     The block diagram that shows the major functional blocks 

that are part of the system being described, the outside entities 

(people and systems not part of the system being described), 

and the major interfaces between them. It does not show all 

components of the Diagnosis system, but it focuses on the 

feature of classification. It shows how the data is scanned, 

analysed and is used to make prediction on the disease. 

 

VI. DISCUSSION 

     The model trained for predicting diseases gives a very good 

result for the given dataset. The algorithms used are very 

efficient and accurate. The medical field has seen some new 

innovations in multi-platform availability such as smartphones 

and smart watch integration to predict and prevent some 

medical conditions. The power of Artificial Intelligence is also 

being integrated to Machine learning approaches to bring it 

closer to the human sentiment. This model can be integrated 

with chatbot models such as DialogFlow from Google to add 

some more interactions. 

 There is room for improving the method of delivering the 

results to the user by adding an intuitive UI for input of 

symptoms and prediction of disease. We can integrate the 

same code for processing on mobile devices for an easier 

access to healthcare. Various modern mobile sensors can also 

help in getting data from patients such as heart rate, blood 

sugar etc. 

     The dataset can be dynamically updated for given set of 

attributes for better future prediction. The predictions can be 

linked to suggest ailments and possible causes of disease in 

future so the patients can understand the root causes of 

diseases based on symptoms. Since this model is efficient, we 

can parallelly add more data and run on multiple systems for 

faster processing. The future of data mining is more towards 

crowd sourced data which is gathered from wide variety of 

medical sources. This helps in directly integrating the models 

which are can process a variety of data based on the features 

and type of data appropriate for any specific algorithm. The 

dataset plays the most vital role in improving the model. The 

test set from UMLS open source dataset was found to be 

outdated. But it was a source of understanding how web-

scraped data can be used to make predictions. 
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Abstract—An energy harvesting system uses Pre charge circuits. 

The need for designing circuits that consume low power is the need 

of the day. In this paper a pre charge circuit has been designed in 

45nm CMOS technology and the output energy and average 

power consumption of the circuit has been computed. The 

cascaded double tail comparator and the gate driver circuits are 

designed. The pre charge circuit is energy efficient and harvests 

more energy as compared to the invested energy. The capacitance 

value for designing the pre charge circuit has been obtained from 

the capacitive pressure sensor in COMSOL Multiphysics 5.3. A 

plot of capacitance versus pressure gives the equivalent 

capacitance for the applied pressure. A value of 1pF has been 

chosen for an applied pressure of 22.5 to 25 KPa.  In the pre charge 

circuit, the energy consumption during charging of the capacitor 

was computed to be 4.5 𝛍 W and during discharging it was 

computed to be 10 𝛍W. The invested energy was 0.281 x 10-9 fJ and 

the obtained energy was 0.781 x 10-9 fJ. The net energy gain was 

0.5 x 10-9 fJ and the percentage gain was 177.94%.  

Keywords— Pre charge circuit, Energy Harvesting, Low Power 

VLSI Design, Energy efficient circuits 

I. INTRODUCTION  

Energy harvesting systems use pre charge circuits to charge the 
capacitor to the applied voltage. Especially in Electrostatic 
Energy harvesting systems the capacitor is the most important 
element in the circuit.  If the power flow into the device is rapid 
it will destroy it. Therefore, to prevent this a pre charge circuit 
is used. Electrostatic energy works on the principle of storing 
charge in the capacitor. As the distance between the parallel 
plates increase, the capacitance decreases. As charge is given by 
the product of capacitance and voltage, the voltage increases, 
and the capacitance decreases to keep the charge constant [1]. 
This leads to an increase in the energy.  

In [1], an Electrostatic energy harvesting IC has been designed. 
At 30GHz, the IC harvested 1.27, 2.14, and 2.87 nJ/cycle. The 
power generated was 38.1, 64.2, and 86.1 nW, respectively. The 
proposed IC detects CMAX during reset, pre charges CVAR, 
connects it to the battery, during harvest CMIN is detected and 
disconnects CVAR during reset. The IC has been designed using 
BiCMOS logic. A 1µF capacitor takes 35s to charge from 3.5 to 
3.81V. In this work a pre charge circuit consisting of a pre 
charge comparator, pre charge de – energize comparator, bias 
current generator, harvest detection subsystem and pre charge 
detection subsystem are designed. Errick O Torres [2], presents 
a self- tuning electrostatic energy harvester IC. The inductor 
based pre charger adapts to a constantly changing supply 

voltage. The pre charger and its self-tuning reference, draw 
enough power but dissipate minimum energy. At battery 
voltages of 2.7, 3.5, and 4.2 V, the harvester generates, the IC 
generates 1.93, 2.43, and 3.89 nJ per vibration cycle, 
respectively. The operating frequency is 30GHz. The power for 
the respective voltages is computed as 57.89, 73.02, and 116.55 
nW. A 1µF capacitor is charged from 2.7 to 4.2 V in 69s. The 
energy harvesting is demonstrated in three phases, the pre 
charge phase, the harvest phase and the reset phase. B Manoj 
Kumar [4] proposes a low power and high-speed double tail 
comparator. As compared to the other proposed comparator 
designs i.e the dynamic comparator, double tail comparator and 
modified double tail comparator, the one proposed in this paper 
is the fastest and consumes he least power. The proposed 
comparator has been designed in 180nm technology. The delay 
is computed to be 15.32ps and the average power consumption 
is 13.90 µW. In [3] and [5] the design of energy efficient 
electrostatic transducers has been discussed. SOI-based electro-
mechanical transducer has been modelled and fabricated. The 
use of a capacitive pressure sensor to demonstrate the energy 
harvesting principle is discussed in [6], [7].  

The literature survey provides evidence for the use of 
electrostatic energy for designing an energy efficient pre charge 
circuit. 

II. BASICS OF ELECTROSTATIC ENERGY HARVESTING 

Electrostatic energy harvesters use capacitors for storing and 

retrieving the charge. The conversion of vibration to charge can 

be considered as an electromechanical conversion process. The 

charge stored in a capacitor is given by equation 1. Q is the 

charge, V is the voltage and C is the capacitance. 

 

𝑄 = 𝐶𝑉                         (1) 

 

The distance between the paralled plates d, the capacitance C, 

area A and the relative permittivity 𝜀 are given by equation 2. 

 

                𝐶 =  
𝜀𝐴

𝑑
                                       (2) 

 

The relationship between the Energy E, capacitance C and 

voltage V is given by equation 3. 

 

𝐸 =
1

2
𝐶𝑉2                        (3) 

Design of Electrostatic Energy Harvesting      

Pre charge Circuit   
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III. IMPLEMENTATION OF PRE CHARGE CIRCUIT 

The energy harvesting circuit contains a pre charge circuit used 

to reduce the rapidity of power flow into the device during 

charging. The pre charge circuit consists of the following sub 

circuits. 

• Capacitor – The design value has been obtained from 

COMSOL. For a pressure of 20kPa, the equivalent 

capacitance is approximately equal to 1pF. 

• Comparator – Based on Domino logic 

• Gate driver circuit  

• Inductor – The value is taken to be 10µH. 

 

The voltage at the inductor is compared with the reference 

voltage. The capacitance value is assumed to be 1p F. The DC 

voltage amplitude given for Vpulse is 1V. The specifications 

for performing the transient analysis are shown in Table I. 

 
TABLE I      SPECIFICATIONS FOR PERFORMING TRANSIENT ANALYSIS 

Analysis Specification 

Transient Cap = 1pF 

Vpulse = 1V 

 

Table I shows the Specifications for performing Transient 

Analysis. The capacitance value is chosen to be 1pF and the 

applied voltage to the Pre charge circuit is 1V. The Pre charge 

circuit is shown in Fig. 1. 

 

 

 
 

Fig. 1. Pre charge Circuit 

Transistors MPE and MND charge C to the supply voltage VBAT 
by energizing and de-energizing inductor L. As L and C 
energize, comparator CPVC  

A. Obtaining the capacitance value from COMSOL 

An electromechanical capacitive pressure sensor has been 

designed in COMSOL. The pressure from a range of 20 to 

25KPa is applied. The equivalent of mechanical vibration is 

considered as pressure in this case. It is shown in Fig. 2. The 

legend on the right side of the figure indicates the displacement 

on the application of pressure.  The displacement ranges from 

0.2µm to 2µm. The pressure is maximum at the centre of the 

electromechanical pressure sensor i.e near the vacuum cavity.  

Near the vacuum cavity the displacement is around 2µm. 

Towards the surface of the pressure sensor is dradually 

decreases. 

 

 
Fig. 2. Electromechanical capacitive pressure sensor 

 

A plot of capacitance v/s pressure is shown in Fig. 3. The C 

value of 1pF has been considered for design for a pressure 

between 22.5 to 25KPa. 

 

 
Fig. 3. Plot of capacitance v/s applied pressure. 

B. Design of Gate Driver Circuit  

The gate driver circuit consists of 14 transistors in total. Out of 

which, seven of them are PMOS and the other seven are NMOS 

transistors. The transistors are assigned the sizes as follows. 

MPP1, MPP2 and MPP3 are assigned W/L ratios of 12/0.7, 

4(12/0.7) and 20(12/0.7) respectively [1]. MNP1, MNP2 and 

MNP3 are assigned W/L ratios of 3/0.8, 4(3/0.8) and 20(3/0.8) 

respectively. MNP1, MNP2 and MNP3 are assigned W/L ratios 

of 8/0.7, 4(8/0.7) and 20(8/0.7) respectively. MNN1, MNN2 

and MNN3 are assigned W/L ratios of 2/0.8, 4(2/0.8) and 

20(2/0.8) respectively. The transistors MPE and MND are 
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connected to GDP and GDN.  The gate driver circuit is shown 

in Fig. 4. 

 
Fig. 4. Gate Driver Circuit [1] 

C. Design of Cascaded Double Tail Comparator 

Comparators form the basic building block in many Analog 

circuits such as Data converters and Signal Processing systems. 

A comparator also forms an important component of the Pre 

charge circuit.  

 

 
 

Fig. 5. Cascaded Double Tail Comparator [4] 

 

The Cascaded Double Tail comparator is a high speed and a 

low power comparator and is most appropriate for the 

application.[4] It has been designed using the 45nm CMOS 

technology. The devices that are used are pmos1v and nmos1v 

which form a part of gpdk045. The pulse widths for Vc, Vref and 

clk are specified. The voltages vpulse and vdc are a part of the 

library analogLib. The amplitude of 1V is applied to all. For Vc 

the period is 30ns, pulse width is 15ns and DC voltage is 0.8 V. 

For Vref the period is 40ns, pulse width is 20ns and DC voltage 

is 1.1V. For clk the period is 20ns, pulse width is 10ns and DC 

voltage 1V. The supply voltage is 1V. The Double Tail 

comparator has been designed using Cadence Virtuoso Analog 

Design Environment and is shown in Fig. 5. The specifications 

for designing the pre charge circuit are shown in Table II. 

 
TABLE II SPECIFICATIONS FOR DESIGNING COMPARATOR 

Library Model 

name 

Pin Name Specification 

gpdk045 pmos1v, 

nmos1v 

Vref, Vc L = 45nm, VDD = 1V 

analogLib Vdd Not 
applicable 

1V 

vpulse Not 

applicable 

1.1 V 

gnd Not 

applicable 

- 

analogLib vpulse Vref Period = 40ns 

Pulse width = 20ns. DC 
Voltage = 1.1 V 

Vc Period = 30ns 

Pulse width = 15ns 

DC Voltage = 0.8 V 

clk Period = 20ns 

Pulse width = 10ns 

DC Voltage = 1V 

 

The specification for performing transient analysis is shown in 

Table III. The transient analysis has been performed for the 

Cascaded Double tail comparator. The stop time is set to 200ns 

and the accuracy defaults are set to moderate. 

. 
TABLE III SPECIFICATIONS FOR PERFORMING TRANSIENT ANALYSIS OF THE 

COMPARATOR 

Analysis Specification 

Transient Analysis: tran  

Stop time: 200ns  

Accuracy defaults: Moderate  

 

IV. RESULTS OF PRE CHARGE CIRCUIT 

 

The pre charge circuit was designed with the Double tail 

comparator and a gate driver circuit. The output of the 

comparator was a constant DC voltage which verified it 

functionality and is shown in Fig. 6. 
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Fig. 6. Output of the comparator 

 

The energizing and de-energizing of the capacitor is depicted in 
Fig. 7. 

 

 
Fig. 7. Energizing and de energizing of the comparator 

 

Vc and Vref were the two inputs and Vefast and Veslow were 

the two outputs. When the comparator output was 1, the gate 

driver sent the output to the capacitor, and it charged. When the 

output was 0, the capacitor de-energized. This happened when 

the comparator output was 0.  The input voltage was 1V and the 

output voltage during charging was 0.75μV. This happened 

when the output of the comparator was high. When the output 

of the comparator was low, the capacitor discharged. This 

voltage was the difference between 0.75μV and -0.50 μV.  

 

The energy during charging is given by 

 E =   
1

2
CV2  

     = 
1

2
x 1pF x (0.75μV)2    

     = 0.281 x 10-9 f Joules 

 

The energy during discharging is given by  

E = 
1

2
C(VMAX − VMIN)2 

    = 
1

2
 X 1pF x (0.75μV − (−0.50 μV) )2 

    = 0.781 x 10-9 f Joules 

 

The net energy increase by the capacitor is given by 

= energy during discharging – energy during charging 

 = (0.781 x 10-9 f Joules - 0.281 x 10-9 f Joules) 

 = 0.5 x 10-9 f Joules    

 

 
Fig. 6. Computation of power of pre charge circuit 

Computation of power of the pre charge circuit is shown in Fig. 

6. The applied input was 1V. During charging of the capacitor, 

the output peak power was 4.5μW. During discharging the 

power was higher which computed to 10 μ W. The energy 

consumption of the circuit is given by E =   
1

2
CV2. The energy 

and power consumption of the circuit is shown in Table IV. 

 

 
TABLE IV ENERGY AND POWER CONSUMPTION OF PRE-CHARGE CIRCUIT 

Power consumption  Energy consumed (fJ) 

Charging Discharging Charging Discharging 

4.5μW 10μW 0.281 x 10-9  0.781 x 10-9 

 

A comparison was done with the previous works. The invested 

and obtained energies were compared. The energy during 

charging was 0.281 x 10-9 fJ and the energy during discharging 

was 0.781 x 10-9 fJ. Comparison of energy consumption with 

previous works is shown in Table V. 

 

 
TABLE V ENERGY CONSUMPTION AND COMPARISON WITH PREVIOUS WORKS 

Parameters Invested 

Energy 

Obtained 

Energy 

Net 

Energy 

Gain 

Gain 

in 

percentage 

Previous 

work [1] 

-5.629 nJ -4.356nJ 1.273nJ 22.61% 

Present 

work 

0.281 x 10-9 fJ 0.781 x 10-9 

fJ 

0.5 x 10-9 

f J 

177.94% 

 

In the previous work [1], the invested energy was -5.629 nJ and 

the obtained energy was -4.356nJ. The net energy gain per cycle 

was 1.273nJ. The gain in percentage was 22.61%. In the present 

design the invested energy was 0.281 x 10-9 fJ and the obtained 

energy was 0.781 x 10-9 fJ. The net energy gain was 0.5 x 10-9 

f J. The net energy gain in percentage was 177.94%. 
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V. CONCLUSION 

The capacitance value for designing the pre charge circuit has 

been obtained from the capacitive pressure sensor in COMSOL 

Multiphysics 5.3. A plot of capacitance versus pressure gave 

the equivalent capacitance for the applied pressure. A value of 

1pF was chosen for an applied pressure of 22.5 to 25 KPa, to 

design the pre charge circuit. In the pre charge circuit, the 

energy consumption during charging of the capacitor was 

computed to be 4.5μW and during discharging it was computed 

to be 10 μW. The invested energy was 0.281 x 10-9 fJ and the 

obtained energy was 0.781 x 10-9 fJ. The net energy gain was 

0.5 x 10-9 fJ and the percentage gain was 177.94%. In the 

previous work [1], the invested energy was -5.629 nJ and the 

obtained energy was -4.356nJ. The net energy gain per cycle 

was 1.273nJ. The gain in percentage was 22.61%. 
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Abstract— The electrocardiogram (ECG) helps to read the 

electrical and muscular functions of the heart.  The 

burdensome part in Electrocardiogram (ECG) acquisition is 

that the signal voltage levels are typically ranging between 

0.1mV and 5mV but the noise levels are in few volts. This 

makes the signal too weak and extraction is done by 

amplification of the ECG signal, rejecting noise and 

interference signals. The amplification levels are fixed 

according to its compatibility with devices such as digital 

storage oscilloscope (DSO). This report deals with the design 

and implementation of an instrumentation amplifier with 

appropriate filtering circuits.9th order Butterworth lowpass 

and high pass filters are used to reject noise. The circuit is 

designed and simulated using Multisim. The circuit is 

hardware implemented and tested in real-time and analysis of 

the results are presented. 
 

Keywords— ECG, Butterworth filter, Instrumentation 

amplifier, sallen key topology, differential amplifier 

I. INTRODUCTION 

ECG signal records the electrical activity of the heart. 
One cycle of the ECG signal consists of the  P wave, QRS 
complex along with T wave. Each has its own importance 
and value. Cardiovascular diseases account for more than a 
million deaths per year worldwide. Information about a wide 
range of cardiac disorders can be pulled out from an ECG 
signal. ECG can also detect the presence of any damage to 
the heart. The main objective of this paper is to acquire the 
ECG signal, display the signal on a DSO and to thus 
understand the system used in biomedical instrumentation. 
The circuit is divided into three parts namely, 

• Instrumentation Amplifiers 

• High pass filter 

• Low pass filter 
 

This paper explains the design and hardware 
implementation of the ECG acquisition system. Section 2 
describes the various studies related to the ECG acquisition. 
Section 3 describes the proposed system with circuit design. 
Section 4 deals with the simulation and experimental results. 
Section 5 gives the conclusion of the work and future work. 

 

II. RELATED WORKS 

The authors in [1] use second order Butterworth low pass 

and high pass filters which don't exhibit higher roll off in 

filter response and removal of noise is not done to the 

expected levels. In [4] µa741 operational amplifier is used in 

the circuit which produces more internal noise and has 
higher offset values. The authors [5] implemented filtering 

circuits, that doesn't help in pulling out a clear ECG signal 

which contains high levels of noise. In [7] fifth-order Bessel 

filters were implemented. Higher order filters can be used to 

increase the precision of the circuit. 

III. OBTAINING AN ECG SIGNAL 

The block diagram of the ECG acquisition system is 
shown in Fig. 1. The Ag-AgCl electrodes are attached as 
shown to the human body and connected to the 
instrumentation amplifier (IA). The output of IA is given to 
filters and thus a clean ECG signal is obtained. 

 

Fig. 1. Block diagram of the system 

 

 
A. Instrumentation amplifier 

An instrumentation amplifier (IA) as shown in Fig. 2 is a 
difference amplifier meeting the following specifications: 

 
 Extremely high (ideally infinite) common-mode and 

differential mode input impedances. 

 Very low (ideally zero) output impedance 

 Accurate, stable gain and extremely high common-mode 
rejection ratio. 

 

 

Fig. 2. Instrumentation Amplifier 
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The foremost function of the instrumentation amplifier is to 
reject common mode noise and amplify a low-level signal. 
This can be achieved by providing a good Common Mode 
Rejection Ratio (CMRR). Thus, from equation 1 it can be 

inferred that to increase CMRR, Acm must be decreased. 

CMRR=20*log |Adm/Acm| (1) 

Normally the peak value of the ECG signal is 1mV. 
Thus, for further processing of the signal amplification is 
required. So, by using equation 2 gain is fixed. 

gain= (1+2 R3/RG) *R2/R1 (2) 

 
 

Effect of resistance mismatches: 

An instrumentation amplifier will be insensitive to 
common mode only as long as the resistors satisfy the 
balanced-bridge condition. In general, it can be said that if 
the bridge is unbalanced, the circuit will respond not only to 
differential mode but also to common mode signals. It is 
apparent that for high CMRRs the resistors must be very 
tightly matched, and this is achieved as shown in Fig. 3 by 
matching the values by adjusting the value of the Rpot until 
it is perfectly matched and lowest possible common mode 
gain is attained. 

 
 

 
Fig. 3. CMRR Optimization 

 
 

Another key aspect in IA is the choice of an operational 
amplifier. As the ECG signal is in very low amplitude levels 
an opamp with low offset voltage and low noise is required 
to accurately amplify the required signal. Thus, the op27 
precision operational amplifier is suitable for this 

application.it has an offset voltage of 10 μV and noise, en = 

3.5 nV/√Hz, at 10 Hz. It also has Low drift: 0.2 µV/°C and 

High speed: 2.8 V/µs slew rate. 

 

B. Filters 

ECG signal lies in a frequency range of 0.5Hz to 40Hz. So, 

there is a need for a filter that allows only the ECG signal's 

frequency range and rejects all other frequencies. It is 

impossible to attain a brick wall response but the order of the 

filter plays an important role. Butterworth curve becomes 

somewhat rounded near cut off frequency and rolls off at an 

ultimate rate of −20 dB/Dec in the stopband. 

The higher the order n, then the closer the response is to the 

brick-wall model. The cut off frequency is determined by 

equation 3. 

fc=1/(2*π*R*C) (3) 

Fig. 4,5 depicts the Butterworth second order high pass and 

low pass filter. It serves as a building block for higher order 

filters. The operational amplifier used in the design is op07, 

which is cheap and has a low offset voltage. 
 

 

 
Fig. 4. Butterworth 2nd order High pass filter 

 

 

 
Fig. 5. Butterworth 2nd order Low pass filter 

 
 
 

Imposing R1 = R2 = R and C1 =C2 =C we get the design 

equation, 

RC=1/ω, K=3-1/Q, RB=(K-1)RA (4) 

 

By using equation 4 we can design our desired nth order 

filter. In our case to get a 9th order filter, four 2nd order 

filters and one 1st order filter is cascaded. The Q values for 

each second order filter cascade is determined from the 

normalized Butterworth low pass filter table and substituted 

in equation 4 to get the required RA and RB values. Fig. 6 

and 7 show the design for 9th order high pass and low pass 
filters respectively. The low pass and high pass designs are 

cascaded to get the desired response. Each operational 

amplifier circuit is a second order filter and thus four 

operational amplifier circuits constitute eighth order and 

finally, an RC is cascaded to get a desired ninth order. 
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Fig. 6. Ninth order Butterworth High pass filter 

 

 

 

 
 

 
Fig. 7. Ninth order Butterworth Low pass filter 
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IV. RESULTS 

The cascaded filter response is shown in fig. 8. The filter 
has a lower cutoff frequency as 0.5Hz and higher frequency 
cutoff of 40Hz. As it is a ninth order filter it has a roll off of - 
180dB/Dec. This higher roll off separates the noise and 
signal components. Simulations are carried out using 
Multisim tool and the results are verified. Fig. 9,10,11 shows 
the hardware implementation of the ECG acquisition system. 
Tolerance of the resistor plays a crucial role in our system, so 
1% tolerance resistors are used throughout. Filters used in 
the circuit are active analog filters. 

 

 
 

 

 

 
 

 

 
 

 

 
 
 

Fig. 8. Filter response 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 9. Instrumentation amplifier 

 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
Fig. 10. Ninth order high pass filter 

 
The cumulative gain of the high pass (Fig. 10) and low pass 
filter (Fig. 11) is 75. Thus, cascading instrumentation 

amplifier and the filter will yield a total gain of 750. Hence, 

the entire circuit amplifies the ECG signal 750 times and 

also filter of the noise.  

Fig. 12 shows the final output of the proposed ECG 

acquisition system taken from a human volunteer. Thus, the 

system is able to reduce noise and amplify the ECG signal. 

It produces very efficient and continuous ECG signal that 

can be recorded. 
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Fig. 11. Ninth order low pass filter 

 
 

 

 
 

          

          

          

          

          

          

          

          

          

 

 

 

Fig. 12. The output of the system 

 
 

CONCLUSION 

A circuit that has a structure has been built on a 
breadboard. Conventional Ag/AgCl plated disposable ECG 
electrodes were used to get the ECG signals from the human 
volunteer. The output shows that successful conditioning of 
the raw ECG signal is performed. The system is able to 
remove artifacts and high-frequency noise. Ninth order 
filter plays a crucial role in the removal of the above-
mentioned noises. Filter’s sharp cutoff frequency removes 
the unwanted frequencies and thereby giving a smooth 
response of the output signal as seen in Fig. 12. Further, the 
system can be implemented in a printed circuit board to 
reduce noise to a greater extent. Also, using a Bessel filter 
instead of a Butterworth filter enhances the performance of 
the system. 
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Abstract - Facial Expression Recognition is an extremely 

interesting topic of research owing to the uniqueness 

attached to emotions of different humans. Deep Learning is 

a novel zone within the domain of machine learning which is 

exceedingly efficient in image classification problems. 

Methods of Deep Learning, (CNN) Convolutional Neural 

Networks in particular, have been used with great precision 

for the purpose of feature extraction. 

This paper categorizes each facial image into one of the 

seven human emotion classes by making use of a specially 

designed Convolutional Neural Network which employs four 

subsequent sets of layers and a loss function. The model has 

been trained and tested on the FER2013 data set from 

the Kaggle Facial Expression Recognition Challenge, which 

consists of 35,887, 48-by-48-pixel pictures of human faces, 

which are grayscale in nature, each with a label of one of the 

7 emotion categories. The model gives an accuracy of about 

64%. 

Keywords: Facial Emotion Recognition, Deep Learning, CNN, 

Convolutional Neural Network. 

I. INTRODUCTION 

Facial expression is a perceptible manifestation of the 

cerebral activity, physiology, psychology, temperament, 

intentions and state of mind of a person. Facial 

Expressions are vital for social interactions as they 

provide cues and guide conversations. It is also an 

essential mode of non-verbal communication, the study of 

which can make lives easier for all human beings. David 

Matsumoto declared that there are seven basic human 

emotions, namely sadness, happiness, anger, surprise, 

disgust, fear and neutral. and each term is a family of 

connected emotions. [1] It has also been seen that it is 

easier to differentiate between emotions which are 

genuine than among those that are unfelt. Facial 

Expression Recognition has  continued to remain an 

inspiring and challenging problem in computer vision and 

continues to pique the interest of researchers because the 

way in which people show their expressions varies and 

this difference makes the objective of classification into 

categories exceptionally tedious. Facial Expression 

Recognition in computer vision because the difference in 

people’s way of expressing Computer vision is a domain 

that provides computers with instincts and intelligence 

that is comparable to humans. It works towards training 

computers to perceive things in the same way as humans 

do, process that input and then provide the required 

output. However, this is a rather tedious task. 

The edge between the physical and the digital world is 

continuously blurring. This has given rise to Human-

Computer interaction. These new modes of interaction 

usually require the capture of the observable behaviour of 

the user for which artificial perception techniques like 

computer vision are useful. Vast strides in technology and 

artificial intelligence have made Human-Computer 

interaction very feasible and detection of human emptions 

by machines is one of the most trending subjects that is 

being researched. [2] Due to the vast applications of 

emotion recognition in areas of Human-Computer 

Interaction, various methods have been applied. Facial 

expression recognition usually utilizes a three-tier training 

involving Face Acquisition [3], Feature Extraction [4] and 

Classifier Construction [5,6]. In [7], the writers proposed 

four stages for recognition: face extraction, pre-

processing, principle component analysis (PCA) and 

classification. Later, some works [8, 9] exhibited that 

combination of facial feature extraction stage and 

classifier construction stage can benefit the process of 

emotion recognition. A model to evaluate facial 

representation based on statistical local characteristics and 

binary patterns was devised in [10]. Lajevardi et al. used 

K-NN classifier to classify the selected features [11]. A 

different technique was proposed in [12], which made use 

of the 2-D discrete cosine transform, over the picture of 

the face, as a feature detector and a constructive feed 

forward neural network, with a concealed layer, as an 

emotion classifier.  

However, due to a surge in the availability of 

computational power and increasingly huge training 

databases to train and test the models, the machine 
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learning technique has become the dominating force in 

the field of emotion detection in recent times. As times 

have evolved, Deep Learning, which is a subset of 

Machine Learning itself, has taken over; especially for 

cases which make use of image data. Deep Learning 

models not only work more efficiently with image 

datasets, but the algorithms can also self-determine 

whether a prediction is precise or not. Hong Wei NG et al. 

used a transfer learning approach for Deep CNN 

architectures. They pre-trained their network on the 

ImageNet dataset and fine-tuned their network in two 

stages using two different datasets. Their results verified 

that this cascading of fine-tuning yielded better results 

[13]. In [14], a face detection classification network was 

designed which was a collective of multiple deep CNNs. 

Again, the pre-trained networks were fine-tuned on 

SFEW 2.0 dataset and then combined to learn ensemble  

weights of individual networks. Heechul Jung et al. 

devised a double stage process. Firstly, the face was 

detected from image using Haar-like features. Secondly, 

the deep network was used for classifying the facial 

expression of the detected face. They also compared two 

types of deep networks, and the convolution neural 

network was found to trump the other neural network in 

performance [15]. In [16], Ma Xiaoxi et al. employed 

Deep Boltzmann Machine (DBM) and SVM (Support 

Vector Machine). Ali Mollahosseini et al. designed a 

network consisting of two convolutional layers each 

ensued by max pooling and then four Inception layers 

[17]. Abir Fathallah et al. offered a novel architecture 

based on CNN for facial expressions recognition. They 

used Visual Geometry Group model (VGG) to fine tune 

their architecture and acquired better results [18]. In [19], 

Neha Jain et al. proposed a hybrid Convolution-Recurrent 

Neural Network method. The architecture consisted of 

Convolution layers which extracted the relations and 

patterns in the images, subsequently followed by 

Recurrent Neural Network which considered the temporal 

dependencies in the images during classification. 

Bazrafkan in [20] showed that the accuracy in prediction 

of emotion was lower when different databases were used 

for training and testing. 

By virtue of facial expression recognition, assistance can 

be lent to monitor patients in hospital or psychiatric 

wards. It can be used during sessions with therapists or 

psychiatrists. It is an excellent feedback tool whose 

services can be availed by banks, movie theatres, 

supermarkets etc. Another domain which can benefit 

greatly from facial expression detection is e learning 

where real time feedback can be supplied to online tutors 

or tutorial videos. 

 

 

II. METHODOLOGY 

The objective of this work is to correctly identify the 

emotion depicted on the human face by making diligent 

use of a Convolutional Neural Network. In this, network 

is configured in such a way that it has four convolutional 

layers, each followed by a down-sampling Pooling layer 

and a terminating fully connected layer as shown in fig. 1. 

In the Fully Connected Layer, SoftMax Activation 

function is used.  

 

 

Fig 1. Flowchart  

Convolutional Neural Networks fall under the domain of 

Deep Learning and the reasoning for choosing Deep 

Learning over Machine Learning is the fact that these 

algorithms can determine whether an estimate is accurate 

or not, on its own. Also, Deep Learning networks work 

better with large data than classical ML algorithms and 

image classification is one field where Deep Learning has 

shown immense hike in quality from Machine Learning. 

Convolutional Neural Networks, also known as 

ConvNets , aren’t very different from ordinary Neural 

Networks. Their fundamental structure consists of 

neurons with weights and biases that possess the ability to 

learn themselves. Every neuron is provided with some 

input, a dot product with some weight is calculated and a 

non-linearity is optionally attached. From the raw input 

data input at one end, we get a class score at the other and 

this score is achieved by virtue of an activation function 

that succeeds the last fully connected layer. The 

difference from regular Neural Networks lies in the fact 
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that the layers of a CNN have neurons which are arranged 

in three dimensions: width, depth and height. This 

attribute is of utmost use when working with image or 

other visual data. We do not have to perform any 

operations on the images to extract features. Instead of 

features, the image themselves are provided as input to 

the network, unlike in the case of Artificial Neural 

Networks. 

Generic Neural Networks do not scale properly to 

complete images. In FER2013, images are only of size 

48*48*1, so a single fully connected neuron would have 

48*48*1 = 2304 weights. This amount is still small 

enough to be managed but since the dataset has more than 

35,000 images and we would most certainly be needing 

the use of several such neurons; the number of weights 

becomes unmanageable. Evidently, this full connectivity 

is futile, and the huge number of weights would easily 

cause overfitting. 

The CNN layers used in the network are described below: 

A. Convolutional Layer 

This is the foremost layer which helps us to extract useful 

features from the input image. Convolution is the first 

layer to extract features from an image. Convolution 

conserves the relationship between pixels by learning 

features of the image using small squares of input data. 

This layer makes use of a set of filters which have 

learnable weights. The image is represented by its pixels 

in matrix form and a similar representation is used by the 

filters. The matrix extends across the three dimensions but 

since we have used grayscale images, the depth 

dimension is unity. Convolution takes  place between the 

two matrices, where the filter slides across the height and 

width of the image matrix and calculates dot products, 

resulting in the formation of a convolved feature map. 

Stride is the value which tells the filter the number of 

pixels that need to be jumped for next convolution. When 

the stride is 1, every pixel is covered 1 by 1. Sometimes, 

padding the image with zeros around the edges helps to 

cover the entire image and prevent data loss. This is 

called zero padding. 

B. Pooling Layer 

Succeeding every convolutional layer is a Pooling Layer 

which helps us in decreasing the spatial volume of the 

samples, to lessen the quantity of parameters and to 

control computational load and overfitting. The Pooling 

Layer in the proposed network makes use of the MAX 

operation and operates  independently on every depth slice 

of the input, ensuring that only the feature with the most 

prominence is protected. This results in down-sampling or 

resizing of the data.  

 

 

 

Fig 2. Representation of the network 

 

C. Fully Connected Layer 

After multiple convolutional and pooling layers, the final 

categorization of the images into emotion classes is 

performed by the Fully Connected Layer. The matrix is 

flattened to form a vector. All the neurons in this layer 

have connections to all outputs of the previous layer and 

the output of this can simply be calculated by matrix 

multiplication. The activation function used here is the 

SoftMax function. It is a type of sigmoid function, but it 

is of use when we are trying to classify data into several 

classes. In this work, the number of classes is 7. The 

SoftMax function squeezes the outputs for all these 7 

classes between 0 and 1 and divides by the sum of the 

outputs. 

III. DATASET 

We have trained our model on the FER2013 data set from 

the Kaggle Facial Expression Recognition Challenge, 

which consists of 35,887, 48-by-48-pixel grayscale 

pictures of human faces, each with a label of one of the 7 

emotion categories (table 2): anger, disgust, fear, 

happiness, sadness, surprise, and neutral. Training, 

cross validation and testing has been performed on the 

dataset in the ratio of 80: 10: 10. 
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Table 1. Model Configuration                

 Table 2. Expressions 

 

 

 

 

        

 

IV. APPROACH 

 

The CNN model that we have designed consists of three 

layers: 4 Convolutional, 4 Pooling and 1 Fully Connected 

Layer. The Convolutional Layer performs convolution of 

the features with the weights of the sliding filter. 

 

Fig 3. Sample Images from FER2013 dataset  

A Batch Normalization Layer follows the convolutional 

layers to increase the learning rate of the network. After 

the Activation Layer introduces nonlinearity in the 

network, the Pooling Layer down samples the data. Post 

this, some random neurons are dropped out to prevent 

overfitting. The training of this model has been done on 
Anger 0 

Disgust 1 

Fear 2 

Happiness 3 

Sadness 4 

Surprise 5 

Neutral 6 
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80% of the data of FER2013 dataset. The number of 

epochs for the training were finalised to be 60 from the 

following graph. Epoch is the number of iterations of the 

passing of the entire data through the model. Table 1 

explains the model configuration of the proposed 

architecture. It gives the outputs of the different layers at 

different stages. 

 

Fig 4. Accuracy vs Epochs graph 

 

Fig 5. Normal Loss vs Epochs graph 

It was observed that both the training and the validation 

i.e. cross-checking accuracy of the model does not 

increase beyond the employment of 60 epochs. After the 

model was trained, we tested it in two ways.  

The first method of testing was the simple use of 

FER2013 dataset and its 10% images that had not been 

used for training or cross-validation. For the second 

method, we made use of OpenCV, a library of Python 

which deals with Computer Vision. By employing this, 

we were able to detect emotions on still images that were 

provided to the network as well as from images captured 

using a web camera. 

To detect emotions on images from outside the dataset, 

either the image stream from our webcam or the images 

saved for testing, first the faces are detected using 

OpenCV and bounding boxes are added. Then the faces 

are converted to greyscale and resized so that the pre 

trained network can work on them. The predictions are 

received, and the label is added to the image. And finally, 

the original image stream is returned with the emotion 

label attached. 

V. RESULTS 

In our work, 28709 images from the FER2013 dataset, 

have been used for training and 3589 images have been 

used for validation and testing each. As shown in Fig. 4, 

the training accuracy reaches its peak at 0.93 whereas the 

validation accuracy comes out to be 0.64. Fig. 5 explains 

the normal loss. When the remaining 3589 images of the 

dataset are used for testing, the confusion matrix for all 

the seven emotions is  generated. From Fig. 6, the overall 

accuracy for the testing images was found to be 0.6422. 

 

       

The easiest emotions to detect on the dataset were Happy 

which had the accuracy of 0.79 and Surprise with an 

accuracy of 0.73. Meanwhile, Fear was a tough emotion 

to 

 

Fig 6. Confusion Matrix for FER2013 dataset  

predict with the lowest accuracy of 0.47. The average of 

all the seven emotions is approximately 0.64. 

In the case of live images (fig. 7), as has been previously 

mentioned, the emotion was returned as a label on top of 

the image.  

 

 

 

 

 

 

Fig 7. Emotion detection on a single stored image 
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The algorithm, for the extraction of faces from live or 

stored images, went so far as to detect multiple faces   

 

Fig 8. Stored image having multiple faces 

(fig. 8) in a single image and return their respective 

emotions. There were also some cases where the emotions 

were wrongly predicted (fig. 9) and most of the confusion 

was centered around the emotions Neutral, Anger and 

Fear 

which 

were 

repeat

edly 

confus

ed for 

Sad. 

 

F

i

g

 

9. Wrong emotion detected 

VI. CONCLUSION 

Facial Emotion Recognition has been a vehemently 

researched topic and justifiably so owing to the 

innumerable applications that it allows to develop. Here, a 

neural network architecture is presented for the 

recognition of facial emotion on images. The proposed 

architecture consists of 4 convolutional, 4 pooling and 1 

fully connected layer followed by the SoftMax activation 

function. After being trained on the FER2013 dataset, the 

model can be tested on both images from the dataset as 

well as on saved images or images captured from web 

cam. The model works for an image having a single 

person as well as multiple persons. The accuracy of the 

model turned out to be 0.64 and the emotions that were 

the most accurately predicted were Happy and Surprise 

while the emotions on the lower rungs of the accuracy 

leader were Fear and Anger. The proposed work can be 

extended for real time application by maximizing the 

accuracy. 
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Abstract— Understanding impulse response of a buried 

electrode helps for designing a better grounding system under the 

situations of surges. In this paper, the analysis of lightning 

impulse current has been carried on horizontal grounding 

electrode by varying its length.  Present study has been 

performed using the approximate transmission line (TL) 

approach. In TL approach, space-time telegrapher’s equation are 

reformed to Finite Difference Time Domain (FDTD) equations 

and the same are used for calculating induced voltage and 

current along the length of the grounding electrode. The aim of 

this work is to verify the applicability of this approach in the 

analysis of the horizontal grounding electrode excited by high 

impulsive currents. The effects of the ground conductivity (σ) on 

the induced over voltages and current on ground electrode is 

analyzed and results are reported.  

Keywords—finite difference time domain (FDTD), grounding, 

horizontal electrode, lightning, transmission line(TL) 

I.  INTRODUCTION  

Grounding system main objective is to provide low path 
impedance for flow of surge and fault current, so that we can 
protect power system equipment. During lightning discharge 
large impulse current could flow in grounding systems and 
induces transients, these induced voltages will cause damage 
or mal function of sensitive devices. Transient electromagnetic 
field analysis which are coupled to horizontal grounding 
electrode is of continuous interest in electromagnetic 
compatibility (EMC) [1-3]. Analysis of transient response of 
grounding system excited by impulsive currents is given in [4-
6]. Design of grounding system for protecting power system 
equipment including time dependent nonlinear soil ionization 
are reported in [7]. 

Basically there are two models to find voltage and currents 
in grounding conductor due to transient magnetic fields (i) 
antenna theory model and (ii) transmission line (TL) 
approximation [8]. Both models can be solved either in 
frequency or time domain. Antenna theory approach is more 
rigorous one and takes more computational time and cost. 
Transient analysis of simple ground by using wire AT is given 
in [9]. TL approach is a classical and sufficient approximation 
for long length lines with electrically small cross sections, but 

for high frequency excitations of finite length line it is not 
precise. 

Standard TL approach restrictions can be overcome by 
using enhanced TL models [10]. Wire antenna theory model 
and modified transmission line model (MTLM) in frequency 
domain are used to find the transient response of horizontal 
grounding electrode is in [10]. 

Using Finite Difference Time Domain (FDTD) method 

induced voltages and currents at every node is calculated by 

using the approach developed by using Taylor MTL equations 

and the expressions representing localized networks [11].  

Direct time domain analysis of electromagnetic fields coupling 

to buried thin wire by antenna theory approach and by TL 

approach are compared in [12]. 

By taking the soil ionization and coupling between 

elements in to consideration, the transient behavior of 

horizontal grounding electrode when excited with lightning 

currents [13]. The nature of impedance of horizontal 

grounding electrodes which is immersed in soil of various 

resistivity has been studied by applying the Transmission Line 

Method in [14].    

Space time Pocklington integrodifferential equation used 

in AT model, and telegrapher’s equation is used in TL model 

are compared and reported in [15] 

In this paper transient currents due to lightning on 

horizontal grounding electrode is calculated by space time 

telegrapher’s equations from transmission line approach. 

FDTD method is used to solve the telegrapher’s equation to 

find current and voltages at each point along the length of the 

electrode. 

 

II. HORIZONTAL GROUNDING ELECTRODE 

The study of impulse currents and voltages on horizontal 

grounding electrode is helps for getting better knowledge of 

power system grounding and for proper operation of sensitive 

devices at load side. 

A. transmission line model: 

Approximate transmission line (TL) approach is using for 

transient analysis of a horizontal grounding electrode dunked 
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in ground for finding impulse current and voltages. In this 

study ground is considered as imperfect i.e. it is having finite 

value of ground conductivity (σ≠∞). The schematic diagram 

representing the study of impulse response of the grounding 

electrode is shown if Fig.1. In TL approach set of solution of 

telegrapher’s equations will give voltage and current values at 

every space and instant of time. Finite Difference Time 

Domain (FDTD) method is used for simplifying and solving 

set of telegrapher’s equations. 

 

 
Fig. 1. Schematic diagram of horizontal grounding electrode    

 

Lightning impulse current is the excitation or source 

for to examine transient behaviour of the horizontal grounding 

electrode buried at a certain depth of imperfect ground. 

Exciting current can be theoretically represented 

using double exponential function (1) which is also a 

representation of lightning current [16]: 

 

                                   (1) 

Where  - is the amplitude of impulse current 

 ,  - constants for tail and front. 

The numeric for above parameters considered in this study is 

as follows. 

,  

and . 

The set of telegrapher’s equations [17] used in this 

study for getting impulse voltages and current on grounding 

electrode is given in (2) and (3): 

 

                                             (2)                        

 

                                    (3) 

 

Consider ground electrode is a pure conductor, so 

resistance R=0, parameters L, G, C are calculated using (4) as 

follows. 

, 

,                                                              (4) 

. 

Here  is length,  is radius and  is depth of a horizontal 

electrode buried.  is permeability of air  is relative 

permittivity  is conductivity of the ground. 

 

B   solution of telegrapher’s equation using FDTD: 

Telegrapher’s equations numerical solution is done by 

using FDTD method [18-19]. FDTD method is proposed by 

YEE in 1966. It is popular numerical method for finding 

transient response of transmission line. The derivatives in the 

telegraph equations are discretized and approximated with 

various finite differences. In this method the position variable 

x is discretized to  and the time variable t is discretized to 

. 

FDTD method is originally used for solving the 

Maxwell’s equation [20]. In this the differentiation is taken as 

difference of future and past values in time and difference of 

next and previous values in space differentiation. Maxwell’s 

equations are having differentiation in terms of both time and 

space, and the values of magnetic field and electric fields are 

interdepend on each other. To find the next step electric field 

it is need to use present magnetic field values and similarly for 

finding next step magnetic needs present electric field values 

[21]. Fig.2. represents the Finite Difference Time Domain 

(FDTD) discretization used in the present study. 

 
Fig. 2 Time and special discretization of line in FDTD method. 

 

In Fig.2. shows the time and special discretization of 

horizontal conductor considered in this study. Taking finite 

differences for voltages and currents the following equation 

(5) is used as given in [22]. 
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 ,          

 

                                    (5) 

 

Substitute  (5) in (2) and result is given in  (6) 

 

 
                                                                               (6) 

 

By rearranging (6) gives (9) for finding current at 

every instant of time and space of conductor. 

 

 

 

 For k=1, 2…N                                                 

(7) 

, 

  
(8) 

 

Substitute  (8) in (3), and resultant is given in (9) 

 

 
(9) 

By rearranging (9) gives (10) for finding voltage at 

every instant of time and space of conductor. 

 

 

    For k=2, 3…N   (10) 

 

The following expressions are applied to evaluate the 

voltages at line terminations by using boundary conditions, 

 

 

 
(11) 

 

 
(12) 

The current excitation  at the time instant t=n  is given by 

(1).  From (7) and (10) it is observed that, the current and 

voltages are interdependent on each other. Hence by coding  

(7), (10), and by taking voltage boundary condition  (11), (12), 

results of voltage and current at each and every time instant at 

all spatial distances of conductor are evaluated. FDTD method 

gives best solution only when the spatial and temporal step are 

satisfying   the stability condition as follows 

 
Where  

 

 

     

III. RESULTS OF HORIZONTAL GROUNDING 

ELECTRODE 

In this study a horizontal electrode which is having a 

length of L=10 m, and radius of =5 mm, buried in a ground 

at a depth of d=0.5 m are considered. The relative permittivity 

of ground is   =10. The source of excitation for the 

horizontal grounding electrode is simulated using a double 

exponential current function with =100 kA. The numerical 

results are obtained by solving telegrapher’s equations using 

FDTD method. 

The excitation to the horizontal electrode for transient analysis 

is 0.1/1 s pulse having parameter values are as follows,  

 (1/s) 

 (1/s) 

Taking =1 m and 10 m horizontal grounding electrode is 

divided into 10 equal parts. From the FDTD stability 

condition, the value of  should be less than   . 

 

In this paper  results shown are with  

                                            
Fig.3. represents the transient response at 2 m of 10 m 

long electrode, and Fig.4.  represents the transient response at 

5 m of electrode, and Fig.5. represents transient current at 8 m 

by taking ground conductivity of   

. 
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Fig. 3 current at 2 m of grounding electrode with ground conductivity of  

 
 

 
Fig. 4 current at 5 m of grounding electrode with ground conductivity of  

 
 

 

 
Fig. 5 current at 8 m of  grounding electrode with conductivity of  

 
 

 

TABLE 1 

 

Table.1: Peak value of impulse current at different observation 

point along 10 m length of horizontal electrode for different 

ground conductivities.  

 
Conductivity 

of ground 

( ) S/m 

Peak of impulse current (A) from the 

injection point 

2 m 5 m 8 m 10 m 

0.0001 9186 18.15 0.03586 0.000501 

0.0005 5622 10.85 0.02096 0.000288 

0.001 4068 7.637 0.01432 0.000189 

0.01 617 0.7851 0.001267 0.00001744 

 

 

From Fig.3. and Fig.4. it observe that the peak of the impulse 

current at 2 m from injection point is in terms of kilo amperes. 

Whereas the impulse current peak is decreased to ampere at 

5m and mille amperes at 8 m distance for the same injecting 

current. 

 

For the same input with different conductivities of 

ground the peak and transient response of current changes at 

every observation point. Table 1 is provided peak values of 

current at 2 m, 5 m, 8 m and 10 m   with different 

conductivities of ground. From the Table 1 we can observe 

that when the conductivity of ground is increasing peak of 

current is decreasing. 

 

 Impulse current at that injection point (0 m) in kA, 

but at the end of the conductor (10 m) is in mA. The impulse 

current reduces rapidly while it reaches to another end of 

conductor. 

 Fig.6, 7 and 8 shows the plots of the impulse current at the 

observation point 2 m, 5 m and 8 m distances from the origin, 

for the assumed ground conductivities varies from 0.0001S/m 

to 0.01S/m. 

From the Fig.6. it can be observed that for a observation point 

close to the origin (2 m) the peak current is almost equal to 9 

kA with 0.0001 S/m, were as same injecting current decreased 

to less than 1 kA with 0.01 S/m ground conductivity. 

Hence, it can be that the ground conductivity plays as vital 

role to attenuate the current which is travelling on the 

horizontal grounding conductor. 
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Fig. 6. impulse current at 2 m with different conductivities of ground. 

 

In Fig.7. impulse current waveforms at 5 m distance from the 

starting of conductor with different conductivities of ground is 

given 

 

Fig.7. impulse current at 5m with different conductivities of ground. 

 
Fig. 8 impulse current at 8 m with different conductivities of ground. 

 
 

From Fig.7. we can observe that impulse current having more 

peak value with low conductivity of ground than with the high 

conductivity of ground. In Fig.8 the same trend can be observe 

at 8 m distance from starting of the conductor. In Fig.6, 7 and 

8 peak of current waveform with conductivity of 0.0001 is 

more than other conductivities, means the peak value is keep 

on reducing when conductivity of ground is increasing. 

IV. CONCLUSION 

The present study conducts investigation of impulse response 

in horizontal grounding electrode due to lightning surge. It can 

helps for efficient designing of grounding system under the 

aforementioned conditions. The transmission line (TL) model, 

telegrapher’s equation solved by Finite Difference Time 

Domain (FDTD) is used for the transient analysis of the 

grounding system considered in in the study. 

By applying double exponential impulse input to the 

horizontal grounding electrode we observe the transient 

current at 2 m and 6 m and 8 m from the source end. And from 

the graphs it can be observe that input impulse current 

magnitude is attenuating while it goes to another end of the 

electrode, from KA to mA. Also observe that the attenuation 

of the impulse is more if conductivity of earth is more. 
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Abstract— In recent years data security rise into a prominent 

area of study as there are so many threats regarding 

maintenance of a sensitive data. Among these threats one of 

the most dangerous threats is insider attack [1] where an 

employee of an organization leaks data to an unauthorized 

third party. There are so many research activities going on in 

this area in recent times, but the accuracy of the data leakage 

detection needs more accuracy level. In this paper we are 

going to propose an Adaptive weighted graph model where 

instead of content we are going to consider the context of the 

sensitive terms and we are going to use graphical 

representation method for representing the contextual 

information of the sensitive words. The scalability of the fresh 

data is improved using the label propagation algorithm. Low 

complexity score walk method is used to improve accuracy in 

determining sensitivity of sensitive terms. Exploratory 

outcomes demonstrate that the proposed strategy can 

distinguish leakage with more exactness. 

Keywords— data leakage, data security, weighted graph, 

label propagation. 

I. INTRODUCTION 

There is a saying in the business world “you have to 

work on the business first before it works for you”, it indicates 

that before setting up a business or before starting a new 

organization one must work hard and understand the needs 

and success rate of the business. Data analytics assists 

organizations identify potential opportunities to streamline 

operations or maximize their business and increase their profit. 

Associations feel that they have to accumulate tremendous 

potential chances to streamline activities or expand their 

business and increment their benefit. Associations feel that 

they have to accumulate colossal volumes of information 

before performing examination so as to produce business 

experiences and improve basic leadership. As the importance 

of data increases, data security becomes our major concern. 

One of the most common threats in data security is Data 

leakage, which indicates depiction of unenviable exposures of 

data. Traditional security threats are caused by the outsiders 

but information leakage is for the most part brought about by 

the insider who may leak information to the outside 

unapproved elements accordingly it will be of real concern. 

Seriousness of data leakage does not depend on the number of 

records compromised, but on how much risk or damage the 

leakage caused for organizations or the individuals. Data 

Transmission mainly comprises of two components Distributor 

and the agents. Distributor is owner of the data and agents are the 

third parties who request for the data based on their requirement 

from the distributor. For instance the SunTrust Bank information 

leakage happened in April 2018. SunTrust [3] announced a 

representative may have released the individual information of 1.5 

million clients. It is trusted that the guilty party endeavored to 

duplicate the information and offer it with an unapproved outsider. 

Correspondingly, a Tesla representative endeavored leaking 

information to obscure outsiders and adjusted code in the Tesla 

Manufacturing Operating System in 2018. It is reputed the worker, 

a confided in client at the time, did it for the individual advantage. 

These unscrupulous improvements increment the need of a 

productive information leakage location technique. 

To address the issue of information leakage detection, a 

lot of research work has been finished with the utilization of 

hash fingerprinting, n-gram, measurable strategies 

etc...Because of the fast advancement of Internet, numerous 

new correspondence innovations have developed. 

Subsequently, the size of the information develops 

significantly and the types of information become much 

confused. This prompts new difficulties for information 

leakage identification. Accordingly, new Data Leakage 

Detection strategy is required with better resistance of 

information change and higher proficiency to manage the lot 

of unstructured information in long examples. Existing 

methods mainly focuses on the content of the data leaving 

behind the context which is a major drawback. There may be 

an issue when a document is modified by adding some 

contents, which leads to transform the document into a no 
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sensitive document results in low accuracy in detecting data 

leakage. 

In this paper, another model named Adaptive weighted 

Graph Walk model is proposed to identify changed 

information leakage. In this technique, every one of the reports 

is spoken to as graphs. The delicate setting weights are spoken 

to as node weights and edge weights, which improve the 

recognition precision of the changed information. In view of 

the setting around the catchphrases the setting weight can 

evaluate the affectability of the watchwords adaptively. The 

proposed strategy plans to distinguish transformed information 

leakage precisely and productively. 

II. LITERATURE SURVEY 

In this area principle center is around research 

approaches towards information leakage detection/prevention 

action. Wikileaks [2] a non-benefit worldwide distributing 

association established by Julian Assange known for 

uncovering atrocities, human rights misuses, and defilement 

released the Afghanistan war logs (July 2010), the Iraq war 

logs (October 2010) .This builds the need of the exploration 

take a shot at information leakage detection/prevention action. 

The ebb and flow explore chip away at information leakage 

recognition/aversion can be arranged into two classes which 

incorporates content analysis and context analysis. 

1. Content analysis 

The content analysis examines any piece of writing or 

occurrence of record communication. The content analysis is 

used in the field of information retrieval. The content analysis 

incorporates techniques like Rule based strategy, 

Fingerprinting technique, Statistical technique [6].In Rule 

based method the tested documents are scanned with respect 

to predefined regular expression. Sensitivity of the report 

relies upon the degree to which the tested archive matches 

with the predefined ordinary articulation. When there is 

leakage detection of new data accuracy level decrease in rule 

based method. Fingerprinting technique utilizes hashing 

strategy where hash estimation of the tested report is 

contrasted and the hash estimation of the prepared format 

archive. The recognition stage turns out to be quick and 

accurate when the tested archive is unique record. If the 

document is modified (or transformed) detection becomes 

difficult.  

The statistical strategies for the most part center on 

the measurable highlights of the archive like term recurrence 

and opposite record recurrence. Term-frequency is the 

portrayal of how as often as possible an articulation (term or 

word) happens in an archive .Inverse document-frequency is 

the portrayal of delicate records as for non touchy archives. AI 

arrangement techniques like Naive Bayes [5] and support 

vector machines (SVM) are utilized where content is mapped 

into vector space and prepares the classifier with the highlights 

of terms and their highlights. In this technique Statistical 

highlights were featured however setting of the record is 

overlooked which prompts less exactness in recognition stage. 

By and large content analysis techniques like rule 

based strategies and fingerprinting strategies are wrong to 

manage information change, since they for the most part 

center on the measurable highlights of the terms in an archive 

by overlooking the context weight of the terms. In present 

world as volume of the data increases various forms of data 

also increases. Content analysis methods are not appropriate 

methods to handle these transformed data.  

2. Context Analysis  

Context analysis analyzes macro environment of a 

business, which includes both internal and external 

environment of a business. The recent works on context 

analysis considers sensitive context of terms. The word N-

gram based classification [4], [8] [9] of data leakage 

prevention is proposed where initially only statistical features 

of the sensitive key words are considered as the important 

component. To overcome the limitations context of the 

keywords are considered which resulted in a more accurate 

result. In spite of the fact that there is an improvement in the 

data leakage detection accuracy still there is a scope for 

improvement. To achieve the improvement to a greater level 

graphical representation is used. The graphical representation 

method [11] represents the sensitive terms and their contextual 

relations as hub loads and edge loads of the diagram. Context 

based model (COBAN) [10] is proposed contains mainly two 

stages learning stage and detection stage. Amid learning stage 

the sensitive terms and their contextual correlations are used to 

create graphs and clusters which represents the confidential 

document. During detection phase these graphs and clusters 

are used to check whether a document is sensitive or not. But 

only simple transformations are considered in all the above 

inventions so still there is a scope of improvement in data 

leakage detection. 

III. PROBLEM STATEMENT 

In the course of expanding a business, employer must 

share data among trusted third parties. Let’s consider an 

example of a hospital management system where patient 

records are shared among the researchers who help the 
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hospital management with new treatment measures. In the 

same way companies maintain their collaboration with 

different organizations that require sharing client information. 

As data plays a prominent role in present day business world 

data leakage became prominent area of interest. Among so 

many types of data leakage techniques insider attack is the 

major one, where human mistakes are the main causes of data 

loss. For this type of leakage solution is obtained by 

monitoring the storage and transmission and providing alert 

when for the organization mainstream whenever required. 

This approach must be carried out in secrecy otherwise it can 

get compromised. 

 
Figure 1: Data leakage scenario 

To address the issue of data leakage detection (DLD), 

a ton of research work has been done with the usage of hash 

fingerprinting, n-gram, quantifiable systems and whatnot. 

With the brisk improvement of Internet, various new 

correspondence progresses (e.g., Device-to-Device 

innovation) have risen. In like manner, the volume of data 

grows altogether and the sorts of data end up being very 

ensnared. This passes on new test to DLD. Thusly, new DLD 

method is required with better resistance of data change and 

higher capability to deal with the part of unstructured data in 

long precedents.  

IV. PROPOSED METHOD 

In this paper along with the content we also focus on 

context of the sensitive keyword or term. In the following 

proposed method we mainly have two stages learning stage 

and detection stage. Amid learning stage, we train using 

sensitive keywords and then use the correlation between them 

to indicate the context of the keyword. In detection phase we 

compare the test data with respect to trained data and find data 

leakage. 

         Weighted Graph Walk Model (AGW) is proposed to 

recognize changed information. In this model, every one of the 

archives is spoken to by graph. The sensitive setting weights 

as hub weights and edge weights are characterized in the chart 

to enhance the recognition precision towards the changed 

information. The setting weight can evaluate the affectability 

of the watchwords adaptively dependent on the setting around 

the catchphrases. The proposed arrangement plans to 

recognize a lot of recently created, widely changed 

information precisely and productively. The fundamental 

commitments are as per the following.   

 To all the more likely endure the since quite a while ago 

changed information, we characterize a versatile setting 

weight system to evaluate the affectability of the watchword 

dependent on its unique circumstance. The perplexing 

archives are additionally spoken to by weighted setting charts, 

containing both key terms and important information. To 

adjust for the limitation of the design and augmentation the 

versatility, we moreover consider the data semantics. An 

improved mark proliferation calculation label propagation 

algorithm (LPA) is used to name a comparable name on the 

significantly noteworthy terms of the attempted graphs. 

 Moreover join the diagram of each record into a general 

one - the template graph, to ensure more relationship 

information between key terms and overhaul the general 

delicate setting. To deal with a great deal of data, we propose 

estimation with low-unusualness. With a weight reward and 

discipline framework, the count assesses the affectability of 

the gave documents by one walk a shot their outlines, which 

empowers the acknowledgment to be realized continuously. 

 
Figure 2: Overview of the model 

A. Learning phase 

Term frequency-inverse document frequency is utilized in 

the field of data recovery. Term frequency is utilized to locate 

the occasions an articulation (term, word) happens in a record. 

Inverse document frequency is the portrayal of the 

affectability of the report regarding non delicate archive. 

There TF-IDF (Term frequency-inverse document frequency) 

is utilized to speak to the heaviness of the delicate terms. 

 

TF-IDF=tf(t,d) * idf (t,D)    (1) 

Where tf(t,d) is the term frequency and idf(t,D) is the inverse 

document frequency. 

Term frequency can be evaluated using  

Term frequency (t, d) = 
(𝒏𝒕 ,𝒅)

∑ (𝒏𝒕′ ,𝒅)𝒕′𝝐𝒅
  (2) 
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Where ∑ (𝑛𝑡′ , 𝑑)𝑡′𝜖𝑑  indicates the sum of all term in the 

document d. 

Inverse document frequency 

Idf(t,D)=log(Ds/1+{d’€Dn:t€d’})         (3) 

Where Ds is the number of sensitive documents, {d’€Dn:t€d’} 

indicates the non sensitive documents where term t appears. 

The calculated weight is used in the construction of 

adoptive weighted graph. Using threshold value specified for 

the sensitivity of the tem we are going to select N terms and 

those N terms are considered as the nodes and the correlation 

between them gives the edge weights using these Adaptive 

weight graph is constructed. These individual template graphs 

are merged to develop a generalized graph which increases 

detection accuracy. We cannot directly divide the graph into 

sub graphs which may result in incomplete or one sided graph. 

Therefore Label propagation method [12] [13] is used to 

partition the graph.  

Algorithm: Pseudo Code for Sensitive Data Learning 

Input: A set of documents 

Output: The Adaptive Weighted graph developed for 

given sensitive keywords. 

1. Input the sensitive keywords to be trained through a 

document or file. 

2. Document pre-processing must be used to remove 

stop words. 

3. Using the TF-IDF calculates the node weights and 

the edge weights and select the most significant N 

terms.  

4. Using weight set of  N terms, compute Weight 

matrix 

5. N terms denote the N nodes and Using these and the 

weight matrix graph is constructed for each 

document. 

6. Consolidate these individual diagrams and parcel the 

hubs into different classifications by utilizing label 

propagation algorithm. 

7. Hub weights and edge weights are masked using 

hashing method to maintain privacy. 

8. Stop 

 

Amid Adaptive weighted graph learning phase 

administrator forms the touchy reports determined and 

extricates the delicate watchwords. As we are utilizing 

graphical portrayal for assessment of delicate reports, every 

touchy catchphrase is considered as the hub and their weight is 

gotten by utilizing term frequency (TF) and inverse document 

frequency (IDF). Considering all the touchy watchwords lead 

to haphazardness so an edge should be considered to constrain 

the quantity of delicate catchphrases. The relationship 

between's the touchy catchphrases is considered as edge 

weights and utilizing these qualities a versatile weighted graph 

is built for each report. Combining all these individual graphs 

prompts a solidified template graph which is built for 

assessment reason.  Label propagation algorithm is utilized to 

order the hubs for better assessment. For safeguarding touchy 

catchphrases MD5 hashing technique is utilized for 

encryption.  

B. Detection Phase 

In this phase the user input the document the document is 

testified against the trained adaptive weighted graph if 

sensitive words weight exceeds the threshold the document is 

considered as the sensitive document. Alert message is sent to 

the user. It’s up to user’s choice to send the document or not. 

Algorithm: Sensitive Data Detection Algorithm 

Input: Document to be tested 

Output: alert to the user if document is sensitive. 

1. Input the file 

2. Remove all unnecessary words, special characters 

from file and filter keywords from the file 

3. Generate hash code for each keyword in file using 

MD5 Algorithm 

4. Calculate weight and keyword ranking of each 

keyword in file  

5. Calculate sensitive words data weight. 

6. if sensitive weight of the words value increases 

threshold value, then that file is considered as 

sensitive file 

7. Alert message is given to user whether file is 

sensitive or not 

8. Stop 

Amid detection phase the documents to be tested are pre-

processed. The sensitive watchwords are removed by 

contrasting the substance of the record and regard to indicated 

touchy catchphrases. The weights of the touchy watchwords 

are determined utilizing TF-IDF (Term recurrence – Inverse 

report recurrence). The graph is built for sensitive watchwords 

present in the test document. Utilizing Depth first pursuit 

(DFS) the chart is navigated when the sensitive watchwords 

are experienced the weights are added. In the event that the 

absolute weight achieves the limit esteem, at that point the 

archive is proclaimed as sensitive documents. 
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C. Transformed Data Leakage Architecture 

Information leakage happens when information is 

leaked or undermined by insider of an association to 

unapproved outsiders purposefully or coincidentally, which 

may make genuine harm the association. Thinking about a 

situation where a representative of an association releases 

delicate documents from authoritative neighborhood system to 

unapproved outsider. To maintain a strategic distance from 

information leakage, an identification operator must be 

conveyed at the outlet of the authoritative nearby system. The 

general design is appeared in figure 3 

 
Figure 3: Transformed Data Leakage Architecture 

 

If new user is registered, the user will be verified and 

confirmed then stored into the database. For User login, 

required credentials are username and password. Those 

credentials will be verified by accessing the database. User has 

multiple features such as Accessing inbox, composing mail, 

etc., Admin will manage sensitive keywords. If user composes 

mail, it will go through Keyword identification mail process 

and compares with sensitive data by accessing sensitive data 

DB. 

V. RESULTS AND DISCUSSIONS 

 
Figure 4: Home/Index page 

Index page has three buttons labeled User 

Registration, User Login, and Admin Login. Admin has to 

login by submitting Admin name and Password to the 

application. After successful login of admin, admin can add 

keyword by submitting field sensitive keyword and sensitive 

keyword weight. Admin can see profile from view profile 

section. Admin can edit profile by giving valid details. To 

change password, admin has to input old password and then 

input new password and again by confirming password. 

Admin can see the user list by clicking user list. Admin can 

delete users by selecting the user admin wants to delete. 

Registration user has fields such as Username, UserId, 

UserPass, City, State, Contact No, Email then user has to 

submit to register. 

 
Figure 8: Admin Login 

This page allows the admin to login using their 

credentials. Admin has all the rights, like creating user, editing 

user details and deleting a user. Admin sets the roles and 

privacy settings. Privileges to use application will be set by 

admin. First time password will be set by admin, if the user 

forgets its username or password, they can request for reset of 

password or retrieve username. If the user is involved in any 

malicious activities admin have all the rights to take necessary 

actions and also admin will have access to all the data of the 

users and type of emails they compose and send. 

 
Figure 9: Adding sensitive keywords using Admin 

credentials  

User login process will take username and password 

as input and process the credentials provided. User will 

provide contact details in contact details section. In the inbox 

section, user will be able to view all the mails that received 

.User will be able to compose mail by clicking on compose 
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mail option. Compose mail will have fields such as to 

Address, Subject and Content (Body) of mail 

 
Figure 5: User Login 

 

Figure 6: Compose mail 

While composing mail if user wants to attach file, can 

choose file by selecting choose file option then send the mail. 

After user clicks on Send, system will check for sensitive 

keywords in the composed mail and shows warning whether to 

send mail or cancel. If user still wants to send mail, can click 

on send option again to send mail. If cancelled, mail will not 

be sent and can modify the composed mail. User can view 

information about user by clicking on User profile option. 

 

Figure 7: Alert to user regarding sensitive data in the 

document 

If any information has to be edited, user can edit 

information by clicking on edit info option. User can change 

password by submitting current (Old) Password, then by 

giving new password and again confirming the password. 

A. Test Cases 

Test 

case Id 

Test 

Input 

Expected 

Result 

Actual 

Result  

Remarks 

TC_01 

User 

Enter 

legitimate 

username 

and secret 

phrase 

click on 

login 

catch 

User should 

be navigated 

to homepage 

with the 

following 

details as 

presented in 

figure 6 . 

User should 

be navigated 

to homepage 

with the 

following 

details as 

presented in 

figure 6. 

Pass 

TC_02 

Admin 

Add 

Sensitive 

keyword 

and 

Sensitive 

keyword 

weight 

age. 

Insert 

sensitive 

keyword and 

keyword 

weight age to 

the database. 

Inserted 

sensitive 

keyword and 

keyword 

weight age to 

the database. 

Pass 

TC_03 

User 

View 

Inbox 

View emails 

received by 

user. 

View emails 

received by 

user. 

Pass 

TC_04 

User 

Compose 

Mail 

Take input of 

To, Subject, 

and Body 

Content and 

if attached 

file and 

check with 

Fast 

Detection 

system. 

Take input of 

To, Subject, 

and Body 

Content and 

if attached 

file and 

check with 

Fast 

Detection 

system. 

Pass 

TC_05 

User 

Fast 

Detection 

of 

Sensitive 

Keywords 

Take input 

through 

Compose 

mail then 

check with 

Sensitive 

keywords 

from 

database. If 

found any 

Sensitive 

keywords, 

then Prompt 

Take input 

through 

Compose 

mail then 

check with 

Sensitive 

keywords 

from 

Database. If 

found any 

Sensitive 

keywords, 

then Prompt 

Pass 
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user for 

correction.If 

Prompt was 

Yes, allow 

user to Edit 

mail. 

user for 

correction. 

TC_06 

User 

Send Mail If received 

prompt from 

Fast 

Detection 

system as No 

(No edit 

needed, 

proceed!) 

from the FD 

System then 

Send mail to 

Recipient. 

If received 

prompt from 

Fast 

Detection 

system as No 

(No edit 

needed, 

proceed!) 

from the FD 

System then 

Send mail to 

Recipient. 

Pass 

 

Table 1: Test cases 

CONCLUSION AND FUTURE 

ENHANCEMENT 

In this venture, another model called Adaptive 

weighted graph walk model is proposed. This model 

comprises two stages, for example, learning stage and 

detection stage. Amid learning stage weighted setting charts 

are utilized to endure since a long time ago transformed 

information and to build the versatility to manage crisp arrived 

information improved mark engendering calculation is 

utilized. In detection stage weight reward and punishment 

system is utilized to improve the precision of information 

leakage detection. 
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